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Narrowband Interference Mitigation in Impulse Radio

Itsik Bergel, Eran Fishler, and Hagit Messer

Abstract—Impulse radio (IR) systems have drawn attention
during the last few years. These systems are planned to coexist
with narrowband systems without interfering them. Nevertheless,
the narrowband systems can cause interference which may jam
the IR receiver. This letter analyzes a low-complexity narrowband
interference (NBI)-mitigation algorithm for IR systems, based on
minimal mean-square error combining. Theoretical analysis re-
veals that these algorithms nearly eliminate the NBI. The concept
is also extended to the case where the receiver has more correlators
than channel taps.

Index Terms—Impulse radio (IR), minimal mean-square error
(MMSE), narrowband interference (NBI) suppression, ultra wide-
band (UWB).

I. INTRODUCTION

LTRA-WIDEBAND (UWB) systems have drawn atten-

tion, both from researchers and practitioners, in the last
years. Out of the various systems suggested to span this UWB
spectrum, the one that drew the most attention is the impulse
radio (IR), which transmits a train of very short pulses. IR sys-
tems were suggested in the early 1990s [1], [2], and were ana-
lyzed extensively in the last few years (see, among many others,
[21-[5D).

These systems are planned to operate in coexistence with
other narrowband systems over the same frequency band,
making narrowband interference (NBI) cancellation extremely
important. In spite of the IR system’s large processing gain, in
many cases, the power of an NBI will be high, and an NBI-sup-
pression algorithm will have to be used. NBI-suppression
algorithms has been investigated thoroughly for wideband sys-
tems, and mainly for code-division multiple-access (CDMA)
systems. These techniques include ones that are incorporated
into the despreading operation [6], [7], and others that are
based on implementation of notch filters to suppress the NBI
[8], [9]. However, the suggested solutions are not applicable
for low-complexity IR systems because of the increase in the
receiver complexity.

Low-complexity NBI suppression in IR can be implemented
by a minimal mean-square error (MMSE)-RAKE receiver, as
suggested in [10]-[12]. This method is based on the traditional
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RAKE receiver, where the correlators’ outputs are linearly com-
bined. The weights, however, are chosen to achieve NBI sup-
pression.

So far, the performance of the MMSE-RAKE receiver was
analyzed only by simulation.

In this letter, we present an analytic performance analysis of
the MMSE-RAKE receiver for NBI mitigation. In addition, we
extend the concept of the MMSE-RAKE receiver to the case
where the number of correlators in the system is larger than the
number of resolvable channel taps, and derive a lower bound on
the performance in this case.

II. UWB SYSTEM MODEL
A. Received Signal Model

A common model [4], [13] for the received signal in a pulse
position modulation (PPM)! IR system is given by

L-1
{ > B wen (t— §Ty
=0

- Ty dp g8 - ﬁ>} } Tl (1)

where T is the frame time, T); is a time-hopping sequence, and
Ny is the number of transmitted pulses corresponding to one
information symbol. di{—1,1} is the information of the kth
symbol, and w.,.. () is the received pulse shape. The propagation
channel is modeled as a tapped delay line with L taps [14], [15],
where (; and 7; are, respectively, the amplitude and delay of the
[th path arriving at the receiver. The additive noise process n(t)
is the superposition of two independent noise processes, both
modeled as zero-mean Gaussian random processes. A white-
noise term, with spectral density Ny /2, and an NBI with spectral
density Sy, (w) = 0V||w/27| — f. > (BW/2). f. and BW are,
respectively, the interference’s center frequency and bandwidth.

The receiver uses the common RAKE receiver structure,
where linear combining is applied on the outputs of a set of [V
correlators (termed fingers) [16]. The nth correlator is delayed
by 7., producing for the jth pulse the output

Ynj = /T(t)v(t_ij_Tj_%n)dt: dLNLSJBn-anj ()

and the optimal correlating function is v(t) = w,.,.(t — §) —
Wy (t + 6). We will assume that 7, = 7, forn =0,...,L—1,
and if N > L, then 7 ~ UJ0,Tg). Later, when we discuss
several NBI-suppression algorithms, these choices of random
delay will become clear.

The second term on the right-hand side of (2), n,; =
[Z5 n(t + jTy + Tj + 7,,)v(t)dt, is the sampled noise, and
B, is the sampled channel gain. Assuming that the correlators’

oo

r(t) = Z

j=—oo

IFor simplicity, this letter considers only binary PPM, however, all results are
applicable for binary pulse amplitude modulation (PAM), as well. See [10].
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relative delays are set sufficiently apart, the sampled channel
galn is B, = Bn j Wy (t— 8)v(t)dt for0 < n < L —1, and
ﬁn = 0forn > L

Because of the NBI, the RAKE receiver structure is not
optimal. Nevertheless, for complexity reasons, this letter
focuses on this receiver with a finite number of correla-
tors, where the only degree of freedom is the choice of the
weights ¢ 2 [coct -+ en—1]T. The RAKE output for the
jth pulse is, therefore, y; = c?'(d|j/n,|B + nj), where
,B = [ﬂoﬂl Bn_ 1) is the channel gain vector, and
n; = [ngjne;---ny_1;]7 is the sampled noise vector. The
resulting signal-to-noise ratio (SNR), given the channel ampli-
tude, is

" BP?

cT'Ryc?’

<" B2

E{|c"n]?}

3)

B. Noise Correlation Matrix

Denote by R,, = 2 F {n;nT} the correlation matrix of the
sampled noise vector. We suggest an approximate statistical
model for the correlation matrix that is valid for a wide range
of NBI and channel models, based only on the following two
assumptions. One is that the channel delay spread is small,
compared with the interference coherence time 1/BW; and
the second is that the channel delay spread is large, compared
with 1/ f.. The delay spread of a typical indoor channel is less
than 100 ns [17], therefore, these assumptions hold for NBI
with bandwidth of up to a few megahertz, and center frequency
above 10 MHz.

Since V' (w) 2 F (v(t)) (where F denotes the Fourier trans-
form) is very wide and well behaved, the (m,n) element of Ry,
can be approximated as

[Ra]mn = / / R, (t1 — T — t2 + Tp)v(t1)v(t2)dt1dis

— 00 — OO
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where R, (1) = F~1(S,,(w)) is the interference autocorrela-
tion function, and R, (1) = S5 v(t)v(t — 7)dt is the correla-
tion function of v(¢). Assuming that the correlators are separated
enough, R, (7, —7m) = 0 form # n, and using assumption (1),
for 7 < (1/BW), the autocorrelation function can be approxi-
mated as R,,, (7) &~ Py cos(w,T), where Pr = [ S, (w)dw
is the interference power.

Define the vector z = [e?0...e?L=1T where
¢; = (2nfcTj)2x, and (-), denotes the modulo = opera-
tion. Then, R,, can be approximated by

1R

= Tm) + —Tm) (4

N,
R, ~ 7“3,,(0) (I+nR(zz"")) (5)
where 7 is the interference-to-noise power ratio (INR) given by
Py
n= W V(). (6)

Adding to assumption (2) the assumption that T > 1/f.
allows approximating the distribution of {¢;} as independent
identically distributed (i.i.d.) random variables, uniformly dis-
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tributed in [0, 27), which complete the statistical model of the
sampled noise vector.

III. MMSE-RAKE RECEIVER

The MMSE-RAKE receiver uses weights that are optimized
for achieving maximum instantaneous SNR per pulse. In this
case, the weights are given by ¢ = aR; '3, where « is any
positive constant [18, p. 298]. The resulting instantaneous SNR,
given the channel state, is SNR = SR 1.

This weight vector is optimal when the transmitter uses one
pulse per symbol (N, = 1). When N, > 1, the RAKE re-
ceiver output for the sth bitis y; = ZE:”LBN -t y;. In this case,
achieving the optimal SNR per bit requires consideration of the
correlation among the various y;. Since the correlation changes
from bit to bit due to the random time-hopping sequence, the
combiner weights have to be recalculated at the bit rate. Such re-
ceiver is impractical, and therefore, we still consider the receiver
that maximizes the instantaneous SNR for each pulse separately.
It can also be shown [19] that ignoring the interpulse correlation
results in a lower bound on the system performance.

In this letter, we use the average SNR as the figure of merit
for the system performance. The average SNR reflects very well
the performance differences between a system that does use an
NBI-suppression algorithm and those that do not. In addition,
the average SNR can produce a lower bound on the uncoded
bit-error rate (BER), given by

s o o)
>Q (%) ™

where p is the correlation between the modulated signals, and
the inequality results from the easily verified convexity of
Q(y/z) for x > 0.

The following proposition evaluates the average SNR of the
MMSE-RAKE receiver.

Proposition 1: The average SNR of the MMSE-RAKE re-
ceiver is given by

_ 2F,
SNRmMSE = N e*(N,n) ®)
0

where F; = E{,BT,B/ R,(0)} is the effective symbol energy,
and 0 < €2(N,n) < 1is a function of the number of correlators
N and the INR 7.

Proof of Proposition 1: The average SNR is

SNRyivise =Ej {E{SNR|B}}
=£{f'R;'8}
—E, {ﬁTE{Rgl}B}. 9)

The proof is based on showing that E{R !} is a scaled identity
matrix, which, combined with the definition of F, proves the
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proposition. It can be verified by direct computation that R *
is given by

2
-1 _
Rn B NOR'U(O)
(%—I—O.Ssz) R(zz)—0.5R(zz z*27T)
x| I- (10)

2
(%+0.5sz) —0.25|zHz* |2

Inspecting one of the off-diagonal terms in the matrix, we can
write

5 (2+0.5N) R (2m2s)

N()RU(O) Z (2;‘)2‘2

R, =

n ]mn

2
(% + 0.5N) —0.25

oaw (32 2, (%)) Vm % n.

1 2 * 2|2
(1+05N) —0.25]5, ()]

(11)

The expectation of [Ry '], for m # n can be written as

E { [R;l]mn} = Ezl,...,zn,l,zn+1,...,zN
{Ezn {[R;l]mn |15y Zne1s Znt1s - - - ,zN}} . (12)

It is easily seen from (11) that

= - [Rgl]mn |217'"7zn—17_zn7zn+17~"7ZN (13)
and since z, is uniformly distributed on the unit circle,
E. {[R;Ymnl?1,+ s Zn-1,%n41,--+,28v} = 0, and hence,
E{[R;mn = 0 for m # n. This completes the first part of
the proof, that is all the off-diagonal elements of E{R_'} are

zero. Next, we check the mth diagonal element

B, = 5ot =

2
Lr0sN —05% (22 5, (=)°)

x|1-F 5 N
1 *
(L+05N) —025]5, (=)

(14)

and since z,, are identically distributed for all m, we conclude
that all the diagonal elements of F{R '} are equal, which com-
pletes the proof of the proposition.

Proposition 1 characterizes the degradation in the average
SNR due to the existence of an NBI. When only white noise
exists, the average SNR is equal to 2 /Ny. As such, €2(N, n)
represents the portion of the SNR lost due to the existence of the
additional NBI.

Although there is no analytic solution for (14), it is important
to note that €2(IV, 7)) is a function of only two variables, and as
such, it is easy to evaluate it numerically. Fig. 1 depicts €2(N, 7))
versus the number of correlators for several values of 1. Addi-
tionally, we can analyze it in the extreme cases, as follows.
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Fig. 1. Average SNR degradation due to the existence of an NBI (e?(N, 7))

versus the number of correlators used (), for different values of the INR ()
[calculated from (14)].

If the number of correlators is one (N = L = 1), the weight
vector is a scalar that multiplies the single correlator output, and
as such, cannot affect the SNR. Indeed, using (14), ¢2(1,7) =
1/(1 + 7). Thus, no interference suppression is achieved.

On the other hand, if the number of correlators grows to in-
finity (N — o0), we get €2(N,n) — 1, that is, complete NBI
suppression. This result is not surprising, as we note that a notch
filter can achieve the same result by suppressing the interference
with negligible effects on the signal.

The case where the number of correlators is equal to the
number of channel taps is the common MMSE-RAKE receiver.
In this case, N = L, and the average SNR is predicted very ac-
curately by 2E,¢2(L,n)/Ny. Alternatively, if N > L,the N—L
additional delays are determined by the receiver. This receiver
is termed generalized MMSE-RAKE (GMMSE-RAKE). In this
case, the analysis result 2E¢%(N,n) /Ny is a lower bound on
the achievable performance, since we assumed random selec-
tion of the additional delays.

IV. SIMULATIONS

Several simulations were performed in order to confirm the
performance predicted by the theoretical calculations. Fig. 2 de-
picts the average SNR degradation due to the existence of an
NBI as a function of the number of channel taps used by the
MMSE-RAKE receiver. The graph depicts the theoretical, as
well as the empirical, degradation in the average SNR, com-
pared with the case where no interference exists. In the simula-
tions, the NBI center frequency is 1.9 GHz, and the interference
power spectrum is rectangular; the pulse shape was w,.,.(t) =
/8/3ta[1 — 4Am(t/t,)*]e 2*(t/t)* with t,, = 0.4472 ns, as
in [20]. The channel model is the one described in [17], slightly
modified to allow for simulation of NBI by adding small jitter to
the location of each channel tap. The SNR for each channel real-
ization was calculated using (3), and then averaged over 10 000
channel realizations.
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Fig. 2. Degradation in the average SNR of an MMSE-RAKE receiver due to
the existence of NBI as a function of the number of correlators used.
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Fig. 3. BER of practical GMMSE systems with one extra correlator in the

presence of NBI as a function of the number of channel taps. Figure shows
performance of system with exact estimation of channel and NBI (dashed lines),
wrong NBI parameters (square markers), imperfect channel estimates (circle
markers), and average SNR bound (bold solid line).

It is easily seen from the figure that the theoretical results ac-
curately predict the performance degradation due to the NBI.
For very high interference levels (n = 30 dB) and large band-
width, the difference between the theoretical results and the em-
pirical ones is no more than 1 dB. Also, it is seen that by using
four or more correlators and the MMSE weights, the NBI is al-
most completely suppressed.

In Fig. 3, we consider the GMMSE-RAKE receiver with
one extra correlator (N = L+ 1) in the presence of strong
NBI (n = 10 dB). As mentioned earlier, the first L correlators
are assigned to the channel taps. The remaining correlators use
either random delay or optimally selected delay. The figure
depicts the uncoded BER as a function of the number of
channel taps, in systems with perfect and imperfect channel
and NBI information. For reference, the figure also shows the
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BER achieved with the conventional maximum ratio combiner
receiver and the BER in the absence of NBI. The NBI in the
simulations had a raised-cosine spectrum with rolloff factor
0.22, BW = 1.25 MHz, and f. = 1.9 GHz. The systems with
imperfect knowledge of this NBI had assumed a rectangular
spectrum and f. = f.+ 1 MHz. It can be seen that both the
random and the optimal delay selection had performed well,
and shown low sensitivity to errors in the NBI’s parameters. The
imperfect channel estimates were modeled as a Gaussian error
in the channel-taps amplitude estimation, with a variance of 10%
of each channel tap power. Again, both receivers suffered only
minor performance degradation, comparable to the performance
degradation seen in the absence of NBI. We conclude that the
GMMSE-RAKE receiver has better performance than MMSE-
RAKE. In particular, when the number of channel taps is
small, the addition of even one finger results in a significant
performance improvement, which is even larger if this delay
is selected in an optimal manner.

Fig. 3 also depicts the lower bound (solid line) calculated
using (7) for the MMSE-RAKE receiver from the average SNR.
As can be seen, this bound, although not tight, gives a good
characterization of the performance of a GMMSE receiver with
random delay selection.

V. DISCUSSION AND SUMMARY

In this letter, the performance of the MMSE-RAKE receiver
and the GMMSE-RAKE receiver for IR systems were analyzed
in the presence of NBI. The analysis is valid for a wide range
of channel models and NBI. Results show that as long as the re-
ceivers have enough correlators, the receivers achieve near-ab-
solute NBI suppression. Both receivers require only a small
modification of the traditional RAKE receiver to gain the ca-
pability to practically suppress any level of NBI.

Simulations also pointed out that optimal delay assignment in
GMMSE-RAKE has significant advantage when the number of
correlators is small. This receiver still requires detailed analysis.
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