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Abstract. We propose here a new model of encryption of binary data
taking advan tage of the complexity of dynamics of a model motivated
by a neural network with delays. In this scheme, the encryption process
is a coupling dynamics with various time delays bet ween di�erent bits
(or neurons) in the original data. It is observed that decoding of the
encrypted data may be extremely di�cult without a complete knowledge
of the coupling manner with associated delays for all bits of the data.

1. Introduction

Decoding of information from biological neural networks and its spike dynam-
ics is one of the central and most di�cult issues in neural net work researc h.
Complexity from non-linearity and many{body interactions of neural networks
dynamics makes this task a very c hallenging one to be explored. In this paper,
ho w ever, we rev erse the question: w e actually take advan tage of this complex-
ity and propose a new model tow ard encryption motivated by neural network
modelings. In particular, we take a hint from neural network models with de-
lay (see e.g. Marcus & Westerv elt,1989; Hertz et al., 1991). The encryption
process is identi�ed by a coupling dynamics with nonlinear threshold function
and various time delays bet w een di�erent bits, or neurons, in the original data.
The model here is designed not for the public key encryption such as RSA but
for the secret key encryption. Though the purpose of this paper is more of a
proposal of a new direction of neural network resaerch than a presentation of
completed work, we show that the model produces a complex behavior which
could be useful in an encryption scheme.

2. Model

Let us now describe the model in more detail. S(0) is the original data of N
binary bits, whose ith element si(0) takes a value +1 or �1. The dynamics
for the encryption can be speci�ed by a "key" which consists of the following
three parts:
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(1) a permutation P generated from (1; 2; 3; ::; N),
(2) a delay parameter vector � which consists of N positive integers,
(3) a number of iterations of the dynamics T .

Given the key K = (P, � , T ) and weight matrics W (which may be included
in the key), the dynamics is de�ned as

si(t+ 1) = spi(t� �i)� �(

NX

j=1

Wijsj(t)); (1)

where pi and �i are ith element of P and � , respectively. (If t� �i < 0, we set
t� �i = 0.) � is a step function such that

�(x) = +1; (x > 0)

= �1; (x � 0): (2)
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Figure 1: Sc hematic view of the model dynamics.

In Figure 1, this dynamics is sho wn schematically. The state of the ith
element of S(t + 1) is given b y the state of thepith element of S(t � �i) and
input from the state of all bits at time t. Thus this dynamics causes interaction
between N bits of the data in both space and time. The encoded state S(T ) is
obtained by applying this operation of equation (1) iteratively T times starting
from S(0).

3. Simulation Analysis

We investigate numerically the nature of the delayed dynamics from the per-
spectiv eof measuring the strength as an encryption scheme. (Hereafter, all
w eigh tsWij are set to unity for simplicity.)

First, w e examinehow the state S(t) ev olv eswith time. In Figure 2(a) ,
we have shown an example of encoded states with di�erent T using the same
P and � for a case of N = 64. T obe more quantitativ e, w ecompute the
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following quantity as a measure of di�erence betw eentw oencoded states at
di�erent times t and tf :

Y (t) =
1

N

NX

i=0

Si(t)Si (tf ) (3)

A typical example is shown in Figure 2(b).
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{7,35,25,29,34,60,36,37,3,2
42,43,63,38,64,4,52,40,13,4
2,46,14,39,56,19,51,8,59,53
6,57,5,33,26,61,27,32,21,10
24,44,48,11,17,9,58,49,28,6
5,1,18,45,12,41,30,20,16,23

P =

{1,1,7,6,4,3,5,3,3,4,7,9,4,
5,7,6,4,4,7,10,10,2,2,10,9,
2,6,4,5,9,1,1,2,5,5,3,9,1,
8,8,5,8,2,8,6,7,10,9,8,5,5,
5,3,6,4,5,2,1,10,2,3,1,2,5}

τ =

it
 #

Figure 2: (a) Examples of encoding with the model dynamics from an initial
state (odd bit +1; even bit �1) to T = 200 for N = 64 bits. The key is given as
indicated. (b) Example of the correlation Y betw een encoded states at di�erent
time steps evaluated by equation (3). A case with tf = 200 is plotted with the
initial state and P and � the same as in (a).

We note that the dynamics of our model has a property which generally
giv es us rather uncorrelated encoded states (i.e.,Y � 0) with di�erent iteration
times. This is a desirable property of the model as an encryption scheme: the
same state can be encoded into uncorrelated states by changing T .

Next, we investigated the e�ect of a minor change of P and � on the model
dynamics. Starting with the same initial condition, we evaluate how two states
S(t) and S

0(t) are encoded with sligh tlydi�erent P and P
0, respectively, b y

computing

X(t) =
1

N

NX

i=0

S0

i(t)Si (t) (4)

A representativ e result is shown in Figure 3(a). The same evaluation with � and
�

0 is sho wn in Figure 3(b). These graphs indicate that if we take su�ciently
large T , the same state can evolve into rather uncorrelated states with only
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a sligh t change of P and � . This again is a favorable property in light of
encryption. It makes iterativ eand gradual guessing of P and � in terms of
their parts and elements very di�cult: a nearly correct guess of the values of
P and � does not help in decoding.

{7,35,25,29,34,60,37,36,3,2
42,43,63,38,64,4,52,40,13,4
2,46,14,39,56,19,51,8,59,53
6,57,5,33,26,61,27,32,21,10
24,44,48,11,17,9,58,49,28,6
5,1,18,45,12,41,30,20,16,23

{1,1,7,6,4,3,5,3,3,4,7,9,4,
5,7,6,4,4,7,10,10,2,2,10,9,
2,6,4,5,9,1,6,2,5,5,3,9,1,
8,8,5,8,2,8,6,7,10,9,8,5,5,
5,3,6,4,5,2,1,10,2,3,1,2,5}
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Figure 3: Example of the correlation X evaluated by equation (4) betw een t w o
states encoded by slightly di�erent (a) P and P0, and (b) � and � 0. The initial
state and P and � are the same as in Figure 2. The di�erence of P0 from P,
and � 0 from � is indicated by the boxes.

Also, the model is designed such that a change of multiple bits in the initial
state does not propagate to the encoded state as a simple superposition of
change due to each changed bit. This is another desirable property for an
encryption scheme. (This property is needed for robustness against certain
types of cryptanalysis (or attac ks).) An example is shown in Figure 4 with
N = 8. We have compared how the plaintext in the following evolves.

S = (+1;�1;+1;�1;+1;�1;+1;�1)

Sa = (+1;�1;+1;�1;+1;�1;+1;+1)

Sb = (+1;�1;+1;+1;+1;�1;+1;�1)

Sab = (+1;�1;+1;+1;+1;�1;+1;+1)

The key is

P = (3; 5; 4; 2; 6; 8; 7; 1)

� = (5; 5; 9; 9; 8; 6; 3; 4)
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Figure 4: Encoding dynamics from slightly di�erent initial conditions described
in the text. The plaintexts are (a) S, (b) Sa, (c) Sb, (d) Sab.

We observe that the evolution of Sab cannot be decomposed simply to that
of Sa and Sb when they are compared to the evolution of S. For example, with
T = 100,

S(T ) = (�1;�1;�1;�1;�1;�1;+1;+1)

Sa(T ) = (+1;+1;�1;+1;�1;+1;+1;+1)

Sb(T ) = (+1;+1;+1;�1;�1;�1;�1;�1)

Sab(T ) = (�1;+1;�1;�1;+1;�1;�1;+1)

If an exhaustive search is applied to guess the key,we have a large space
to searc h due to the factorial. Even if one knows N and �max, the largest
element in � , one is still required to searc h for the correct key from among
(N !)(�max)

N combinations and to guess T . DES (Data Encryption Standard),
which has been commonly used until recen tly employs, 256 bit keys (Menezes
et al., 1996). We can obtain a similar order of search space with rather small
values ofN and �max due to factorial inN , for instance, N � 11 and �max � 10.

4. Discussion

There are di�erent methods possible for use of this model as a secure com-
munication between two persons who share the key. One example is that the
sender sends a series of encoded data in sequence for the interval bet ween T

and T + �max (or longer). The receiver can decode and reco verthe original
data from this set of encoded data by applying a reverse dynamics with the
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key based on the following:

sk(t) = su(t+ �u + 1)� �(

NX

j=1

Wujsj(t+ �u)); (pu = k) (5)

Or, in a situation where the data sent is a choice among multiple data sets
known to the receiver, the receiver can run the encryption dynamics to all sets
with the key for case matching.

Alternatively, one could possibly use this model as a one way function for a
generation of a public key from a secrete key, for example. The model can be
viewed as a special form of non-linear shift register also. Our preliminary nu-
merical simulation with Kolmogorov-Smirnov test indicates that the associated
dynamics could possess high degree of randomness.

The dynamical behavior of the model presented here is not analytically
tractable as is often the case with delayed dynamical systems (e.g., Mackey
& Glass, 1977; Cooke & Grossman, 1982; Ohira, 1997; Ohira & Sato, 1999).
The model can be viewed as an extension of one previously proposed using
dela y (Ohira,1998) with the addition of nonlinearity used in neural net w ork
type models. The question of whether one could use this or related model
tow ard encryption requires more thorough investigation from the point of view
of information theory, evaluating such quantities lik e linear complexity, or order
of correlation immunity. Neverthless, it is hoped that the model presented here
will serv e to call atten tionto the issue of encryption from the standpoint of
neural netw ork research.
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