
Data topology visualization for the
Self-Organizing Map
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Abstract. The Self-Organizing map (SOM), a powerful method for data
mining and cluster extraction, is very useful for processing data of high
dimensionality and complexity. Visualization methods present different
aspects of the information learned by the SOM to gain insight and guide
segmentation of the data. In this work, we propose a new visualization
scheme that represents data topology superimposed on the SOM grid, and
we show how it helps in the discovery of data structure.

1 Visualization of SOM knowledge

The Self-Organizing Map (SOM) [1] is a widely and successfully used neural
paradigm for clustering and data mining. Informative representation of the
learned SOM’s knowledge greatly aids precise capture of the cluster boundaries.
This is especially important for high-dimensional and large data sets with many
meaningful clusters such as in remote sensing or medical imagery, which often
also have interesting rare clusters to be discovered.

An impressive suite of previous works include the U-matrix [2] and its vari-
ants, which are useful when relatively large SOM grid accomodates small data
sets with a low number of clusters (e.g., [3], [4], [5]) but, because of averag-
ing of prototype distances over neighbours or thresholding, they tend to miss
finer structure in complicated data [6]. Unique approaches such as [7] and grav-
itational methods (e.g., Adaptive Coordinates [4]) visualize distances between
receptive field centres in innovative ways that greatly help manual cluster ex-
traction. Experiments with automated colour assignments aim at qualitative
exploration of the approximate cluster structure [8], [9], [10]. We point the
reader to [4], [11] for more review. Some earlier methods use the size of the re-
ceptive fields of the prototypes for visualization (e.g., [5], [9]), but none exploit
the data topology. Visualization of the mapping of samples, adjacent in data
space, to different SOM prototypes is useful when prototypes outnumber data
samples [12]. When data samples are plenty, adjacent samples mapped to dif-
ferent prototypes are only the ones at the boundaries of the Voronoi polyhedra,
causing the visualization to ignore a lot of helpful mapping information. We
visualize the data topology on the SOM grid, showing topology violations and
effectively aiding in detailed cluster capture including fine structure in large real
data with many clusters of widely varying statistics.
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2 Topology representation through “connectivity matrix”

In a trained SOM, the weights of the processing elements (PEs) become proto-
type vectors, wi, of the data samples. Here, i denotes the location of prototype
wi in the SOM grid. Each wi has a receptive field, RFi, for which it is the best
matching unit (BMU). The second BMU is also important since the prototypes
are adapted by cooperation of the winner and its neighbours. Their relations
form a data distribution within the receptive field, which shows the similarity of
wi to the wj ’s that are adjacent to wi. To represent the data distribution within
the receptive fields, we define a cumulative adjacency matrix, CADJ .

Definition 1: Let CADJ be an M × M matrix where M is the number of
all SOM prototypes. The cumulative adjacency, CADJ(i, j), of two prototypes
wi and wj, is the number of data samples for which wi is the BMU and wj is
the second BMU. By this definition, |RFi| =

∑M
k=1 CADJ(i, k).

Definition 2: The level of connectedness of two prototypes wi and wj is
CONN(i, j) = CONN(j, i) = CADJ(i, j) + CADJ(j, i). (1)

where CONN called connectivity strength matrix and CONN(i, j) is an el-
ement of it. By definition, CONN is symmetric and it is the weighted analogue
of the adjacency matrix obtained by induced Delaunay triangulation defined in
[13]. It shows how strongly two prototypes are connected in data space. CONN
is a sparse matrix because of the forced 2-d grid placement of the prototypes
on the SOM. Ideally, the SOM is a topology preserving mapping, thus only the
immediate neighbours in the SOM should be connected in data space. However,
because of noise, outliers, data complexity or badly formed SOM, connections
may exist between prototypes which are not immediate neighbours in the SOM.

3 Similarity visualization by connectivity matrix

We visualize CONN by connecting pairs of prototypes wi and wj in the SOM
grid with lines of various widths and colours for CONN(i, j) > 0 (Fig. 1). The
line width signifies the connectivity strength to indicate global importance of
the connection while the line colour shows the ranking of connectivity strengths
among all connections of wi to represent local importance. As thicker lines block
visualization of other connections, the representation of different connectivity
strengths with different line widths is limited and should be governed by the
specific data and application. Here, we use a four level binning based on the
mean (µ) and variance (σ) of the strengths of all connections between prototypes:

line width(i, j) =

⎧⎪⎪⎨
⎪⎪⎩

1 µ − σ > CONN(i, j) > 0
2 µ > CONN(i, j) > µ − σ
3 µ + σ > CONN(i, j) > µ
4 CONN(i, j) > µ + σ

(2)

We arbitrarily call a connection with line width = 1 “weak”, and a con-
nection with line width > 1 “strong”, which provides sufficient resolution for
cluster capture for the cases we present here.

Visualization of CONN shows the relations of the prototypes in the data
space superimposed on the SOM grid, highlighting topology violations. Fig. 1 is
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an example for a 20 x 20 SOM of a 6-band image with 11 classes (the data is de-
scribed in the next section). The length of violating connections, i.e., the distance
between the locations of prototypes in the SOM, with line length > 1, shows
whether topology violations are local or global. Low strength (line width =
1) usually indicates outliers or noise while greater strengths are due to data
complexity or badly formed SOM. To mitigate the visually obscuring effect of
topology violating connections, we can eliminate low strength global violations.
Strong violations (thick lines) are formed because of the data complexity or
badly formed SOM and they should be evaluated after elimination.

Fig. 1: Visualization of connectivity matrix CONN Left: An example of connections for a
prototype (center node i). A line is drawn between two nodes if they are adjacent in the data
space according to Delaunay triangulation. The line width shows the connectivity strength.
The strongest-to-weakest connections of prototype wi are coded as red, blue, green, yellow
and grey scales, respectively. Middle: CONN visualization for a 20 x 20 SOM of 6-d, 11-class
data set (see Fig. 2 for data). All connections (CONN(i, j) > 0) are drawn. The white gaps
correspond to dead prototypes (see Fig. 2, left, for ground truth). The connections between
the prototypes that are not neighbours in the SOM lattice show topology violations. Most
violations are local or within clusters. A strong global violation (thick red line) between two
prototypes exists which should be evaluated. This strong global violation connects two small
clusters, Y and R. Each is represented by one prototype, and separated strongly from other
groups of prototypes. This and the low hit count of the respective single prototypes suggest
rare clusters. Since they have very distinct signatures (Fig. 2), we evaluate them as two
different clusters in spite of the strong connecting line, and conclude that they are misordered
in this SOM. The remaining signature groups are clearly separated because topology violations
remain within the respective clusters. Right: Connections with length > 3 are eliminated.

4 Applications and discussion

We show the applicability of our CONN visualization on 3 data sets. The first
is a 6-band 128 x 128 pixel image with 11 classes 3 of which, R, T and Y, are
rare and significantly different from the rest. Fig. 2 shows the image and the
mean signatures of the classes. The CONN visualization, in Fig. 1, displays the
local and global topology violations. All violations except for the rare classes R
and Y (connected by a thick red line in Fig. 1, Middle) are within the respective
clusters. After careful assessment of the characteristics of these small clusters
(as explained Fig. 1), we eliminate the connection to get two rare clusters R and
Y. All other clusters are well separated by our visualization.

The second data set is a 6-band 128 x 128 pixel image containing 20 classes 4
of which are rare. 8 classes are in common with the previous set. In this data set,
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Fig. 2: Two 6-band image data sets: spatial distributions of classes in the images; their
known class labels overlain on the SOMs; and mean signatures of classes, offset for clarity.
Individual data samples were generated by adding 10% Gaussian noise to the mean signatures.
Left: The 11-class data. Note that the 16-pixel class R has a hot pink (not red) color. Right:
The 20-class data set. The rare classes R and T are different from the classes with same labels
in the 11-class data set while the other 8 are the same.

Fig. 3: Left: Modified U-matrix of the 20 x 20 SOM for the 20-class data set. Hit counts are
indicated by the intensity of the red colour of the cells. White (high) fences indicate strong
dissimilarity of neighboring prototypes. Middle: CONN visualization of the same SOM. In
the U-matrix, prototypes are represented by the centres of the grid cells while in the CONN
the prototypes are at the junctions of the connections. Here, thin connections mean weak
similarity. Topology violations are mostly within classes. Clusters are separated by weak
connections. Right: Semi-manual clustering based on CONN visualization. As an example,
we show the extraction of the purple (M), light yellow (E) and medium blue (I) clusters. We
separate them by cutting the weak connections between the cluster boundaries. To see which
connections are eliminated, we leave the nodes that are disconnected from clusters. All classes
are correctly identified this way, including the rare ones (in solid color circles).

the rare classes have mean signatures similar to the rest. Fig. 2 shows the layout
and the mean signatures of the classes. A comparison of the U-matrix and CONN
representations of the SOM is given in Fig. 3. We identify the clusters from the
CONN visualization by evaluating the width and colour of connections, and the
number of neighbours connected to the PEs across cluster boundaries. First the
weakest line is eliminated. From links with the same width, the lowest ranking
lines are cut (see Fig. 3). This procedure correctly extracted all classes including
the rare ones. For these simple data, extraction of cluster boundaries based
either on U-matrix or CONN works well. However, for complicated data the
CONN visualization gives more assistance since it represents the data topology
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Fig. 4: Left: Comparison of CONN visualization (left) and U-matrix (right) for the 40x40
SOM of Ocean City. The lower left quadrants (20x20) are shown for both cases. In the CONN,
prototypes are at the junctions of the connections while in the U-matrix, prototypes are repre-
sented by the centres of the grid cells. For CONN visualization, the weak global violations were
excluded. In the middle inset, labels of the 27 clusters extracted from the CONN visualization
are shown. Ovals in the inset and U-matrix, and dashed ovals in the CONN visualization show
our capture of the rare clusters (C, V, a and g) which were extracted in previous work [6].
The boundaries of these rare clusters are clearly visible in the SOM by CONN visualization
while there are high fences within these clusters in U-matrix representation. Right: Mean
signatures of selected clusters, offset for clarity. The standard deviations (vertical bars on the
signatures) are very small, an indication of the clustering quality.

Fig. 5: Comparison of the extracted cluster maps of Ocean City. Only the top right quadrants
(256 x 256 pixels) are shown due to space constraints. Left: Earlier cluster map extracted
by using modified U-matrix (see [6] for details). Red and white ovals show the locations of
rare clusters (C, V and a in Fig. 4) Right: Clusters extracted from CONN visualization.
The agreement between the two cluster map is very good. Here, the majority of the pixels
are assigned to clusters, which produces more appearances of some colours such as turquoise
and green. We also easily capture the formerly identified rare clusters (shown in the ovals).
See Fig. 4 for their labels and locations in the SOM. We thank Dr. Bea Csathó, Ohio State
University, Byrd Polar Institute, for the Ocean City data and ground truth.

in relation to the SOM grid, and makes delineating the clusters easier and faster.
The third data set is a real remote sensing spectral image of Ocean City,

Maryland, comprising 512 x 512 pixels in 8 spectral bands (each pixel is repre-
sented by an 8-d feature vector called spectrum). We use a previous semi-manual
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clustering based on modified U-matrix representation (see [6] for details) for
performance comparison. Our cluster map extracted from CONN visualization
shown in Fig. 4 has a general agreement with the earlier cluster map (Fig. 5).
By the clear partition of the CONN visualization, we easily capture the rare
clusters (C, V, a and g in Fig. 4 and Fig. 5) that were formerly extracted by [6].

5 Conclusion

Our CONN visualization for trained SOMs is a new, promising method. By rep-
resenting data topology on the SOM grid, it shows data distribution among the
connected prototypes and gives more insight about the similarity of the proto-
types than previous representations. In particular, fine structure in complicated
data, which often remains obscure in other visualizations, becomes clear. In ad-
dition, topology violations of the mapping, and the severity of those violations
are indicated superimposed on the SOM. CONN visualization can potentially
aid in the automation of clustering and thus be a powerful tool in data mining.
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