
UC San Diego
UC San Diego Electronic Theses and Dissertations

Title
Convergence of goal-oriented adaptive finite element methods

Permalink
https://escholarship.org/uc/item/1cm230n5

Author
Pollock, Sara

Publication Date
2012
 
Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/1cm230n5
https://escholarship.org
http://www.cdlib.org/


UNIVERSITY OF CALIFORNIA, SAN DIEGO

Convergence of Goal-Oriented Adaptive Finite Element Methods

A dissertation submitted in partial satisfaction of the
requirements for the degree

Doctor of Philosophy

in

Mathematics with a specialization in Computational Science

by

Sara Pollock

Committee in charge:

Professor Michael Holst, Chair
Professor Randolph Bank
Professor Jurijs Bazilevs
Professor David J. Benson
Professor Philip E. Gill

2012



Copyright

Sara Pollock, 2012

All rights reserved.



The dissertation of Sara Pollock is approved, and it is accept-

able in quality and form for publication on microfilm and

electronically:

Chair

University of California, San Diego

2012

iii



DEDICATION

In memory of my grandmother, Yemema P. Seligson, 1915-2009.

iv



TABLE OF CONTENTS

Signature Page . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

Dedication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv

Table of Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

Vita and Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

Abstract of the Dissertation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi

Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Background and overview of research . . . . . . . . . . . . 2

1.1.1 Adaptive and goal-oriented methods . . . . . . . . . 2
1.1.2 Problems considered . . . . . . . . . . . . . . . . . 3
1.1.3 Norms and Sobolev spaces . . . . . . . . . . . . . . 6
1.1.4 Finite element methods . . . . . . . . . . . . . . . . 7
1.1.5 Galerkin orthogonality and Céa’s lemma . . . . . . 9
1.1.6 Duality methods . . . . . . . . . . . . . . . . . . . 11
1.1.7 Estimators, quasi-error and contraction . . . . . . . 14

1.2 Summary of the papers . . . . . . . . . . . . . . . . . . . . 16
1.2.1 Paper 1 . . . . . . . . . . . . . . . . . . . . . . . . 16
1.2.2 Paper 2 . . . . . . . . . . . . . . . . . . . . . . . . 17

Chapter 2 Convergence of Goal-Oriented Adaptive Finite Element Methods
for Nonsymmetric Problems . . . . . . . . . . . . . . . . . . . . 20
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2 Problem class, discretization, goal-oriented AFEM . . . . . 26

2.2.1 Problem class, weak formulation, spaces and norms . 26
2.2.2 Finite element approximation . . . . . . . . . . . . 28
2.2.3 Goal oriented AFEM (GOAFEM) . . . . . . . . . . 30

2.3 Contraction and convergence theorems . . . . . . . . . . . . 35
2.3.1 Quasi-orthogonality . . . . . . . . . . . . . . . . . 35
2.3.2 Error estimator as global upper-bound . . . . . . . . 37
2.3.3 Local perturbation . . . . . . . . . . . . . . . . . . 38
2.3.4 Estimator reduction . . . . . . . . . . . . . . . . . . 42
2.3.5 Contraction of AFEM . . . . . . . . . . . . . . . . 44
2.3.6 Convergence of GOAFEM . . . . . . . . . . . . . . 47

2.4 Quasi-optimal cardinality of GOAFEM . . . . . . . . . . . 50

v



2.4.1 Estimator as global lower bound and localized upper
bound . . . . . . . . . . . . . . . . . . . . . . . . . 50

2.4.2 Optimality assumptions and optimal marking . . . . 51
2.4.3 Quasi-optimality of total errror . . . . . . . . . . . . 55
2.4.4 Approximation classes and approximation property . 57
2.4.5 Cardinality of Mk and quasi-optimality of the mesh . 59

2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . 64
2.6 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

Chapter 3 Convergence of Goal-Oriented Adaptive Finite Element Methods
for Semilinear Problems . . . . . . . . . . . . . . . . . . . . . . 69
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.2 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . 74

3.2.1 Linearized dual problems . . . . . . . . . . . . . . . 75
3.2.2 Finite Element Approximation . . . . . . . . . . . . 77

3.3 Goal Oriented AFEM . . . . . . . . . . . . . . . . . . . . . 79
3.4 Contraction for the primal problem . . . . . . . . . . . . . . 82

3.4.1 Quasi-orthogonality . . . . . . . . . . . . . . . . . 82
3.4.2 Error Estimator as Global Upper-bound . . . . . . . 87
3.4.3 Estimator Reduction . . . . . . . . . . . . . . . . . 87

3.5 Contraction and Convergence of GOAFEM . . . . . . . . . 90
3.5.1 Quasi-orthogonality for Limiting-dual Problem . . . 91
3.5.2 Estimator Perturbations for Dual Sequence . . . . . 93
3.5.3 Contraction of GOAFEM . . . . . . . . . . . . . . . 96

3.6 Numerical Experiments . . . . . . . . . . . . . . . . . . . . 103
3.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . 105

Appendix A Inverse Inequality . . . . . . . . . . . . . . . . . . . . . . . . . . 111

Appendix B Quasi-Interpolant Estimates . . . . . . . . . . . . . . . . . . . . . 114

Appendix C Galerkin Method for Nonlinear Equations . . . . . . . . . . . . . 121

vi



LIST OF FIGURES

Figure 3.1: The mesh and finite element solution to the model problem after 12
GOAFEM iterations. . . . . . . . . . . . . . . . . . . . . . . . . . 104

Figure 3.2: The reduction rate in the goal error |g(u−uh)|. . . . . . . . . . . . 105
Figure 3.3: The reduction rate in the H1 norm of the error u−uh. . . . . . . . . 106

vii



ACKNOWLEDGEMENTS

I would like to thank Michael Holst, my advisor and mentor for bringing me here

to UCSD, supporting me throughout my time here and introducing me to this beautiful

field. I thank my committee members, most of whom I have had the chance to work with

and all of whom have provided insight into this work. I thank my collaborator Yunrong

Zhu for sharing his precise understanding of the material and being very enjoyable to

work with.

I also thank my mentors from New Mexico, Vageli Coutsias and Sally Seidel for

their friendship and enthusiasm as I’ve worked on this degree. Vageli has inspired me

to be a mathematician since I met him as an undergraduate at UNM and he continues to

do so. Finally, I thank my friends for their encouragement and support and for listening

to me talk about math and weightlifting.

Chapter 2, in full, has been submitted for publication of the material as it may

appear in Applied Journal of Numerical Mathematics, 2011, M. Holst and S. Pollock,

Elsevier, 2011. The dissertation author was the primary investigator and author of this

paper.

Chapter 3, in full, has been submitted for publication of the material as it may

appear in SIAM Journal of Numerical Analysis, 2012, M. Holst, S. Pollock, Y. Zhu,

SIAM, 2012. The dissertation author was the primary investigator and author of this

paper.

viii



VITA

EDUCATION

2012 Ph. D. in Mathematics with a specialization in Computational
Science, University of California, San Diego.

2008 M. S. in Applied Mathematics, University of Washington, Seattle.

2007 B. S. in Mathematics summa cum laude, University of New Mex-
ico, Albuquerque.

1998 Studio Art Diploma, School of the Museum of Fine Arts, Boston,
MA.

RESEARCH

2009-2012 Goal-oriented adaptive finite element methods for linear and
nonlinear problems, advisor: Michael Holst, University of Cali-
fornia, San Diego.

2006-2007 Topological mapping of chemical space of small (drug-like)
molecules, and Geometric mapping of conformation space of cy-
clooctane, supervisors: Evangelos Coutsias and Tudor Oprea,
University of New Mexico, Albuquerque.

2004-2005 Data acquisition software for laser-scanning microscope, super-
visor: Wolfgang Rudolph, University of New Mexico,
Albuquerque.

TEACHING

2011 Associate Instructor, University of California, San Diego.

2008-2010 Graduate Teaching Assistant, University of California,
San Diego.

2007 Graduate Teaching Assistant, University of Washington, Seattle.

2004-2005 Undergraduate Teaching Assistant, University of New Mexico.

PUBLICATIONS

ix



M. Holst, S. Pollock, and Y. Zhu, "Convergence of goal-oriented adaptive finite element
methods for semilinear problems", submitted for publication, 2012.
arXiv:math.NA/1203.1381.

M. Holst and S. Pollock, "Convergence of goal-oriented adaptive finite element methods
for nonsymmetric problems", submitted for publication, 2011.
arXiv:math.NA/1108.3660.

W.M. Brown, S. Martin, S.N. Pollock, E.A. Coutsias, J.P. Watson, "Algorithmic dimen-
sionality reduction for molecular structure analysis", J. Chem. Phys., 129(6), 064118
(pp.1-13) (2008), (web release, 8/14/2008).

S.N. Pollock, E.A. Coutsias, M.J. Wester and T.I. Oprea, "Scaffold topologies I: exhaus-
tive enumeration up to eight rings", J. Chemical Information and Modeling, 2008 (Jul.
8), 48(7), 1304-1310, (web release 7/8/2008).

M.J. Wester, S.N. Pollock, E.A. Coutsias, T.K. Allu, S. Muresan and T.I. Oprea, "Scaf-
fold topologies II: analysis of chemical databases", J. Chemical Information and Mod-
eling, 2008 (Jul. 8), 48(7), 1311-1324, (web release, 7/8/2008).

x



ABSTRACT OF THE DISSERTATION

Convergence of Goal-Oriented Adaptive Finite Element Methods

by

Sara Pollock

Doctor of Philosophy in Mathematics with a specialization in Computational Science

University of California, San Diego, 2012

Professor Michael Holst, Chair

In this thesis we discuss convergence theory for goal-oriented adaptive finite el-

ement methods for second order elliptic problems. We develop results for both linear

nonsymmetric and semilinear problems. We start with a brief description of the finite

element method applied to these problems and some basic error estimates. We then pro-

vide a detailed error analysis of the method as described for each problem. In each case,

we establish convergence in the sense of the quantity of interest with a goal-oriented

variation of the standard adaptive finite element method using residual-based indicators.

In the linear case we establish the adjoint as the appropriate differential operator

for the dual problem. We establish contraction of the quasi-error for each of the primal

and dual problems yielding convergence in the quantity of interest. We follow these

results with a complexity analysis of the method. In the semilinear case we introduce

xi



three types of linearized dual problems used to establish our results. We give a brief

summary of a priori estimates for this class of problems. After establishing contraction

results for the primal problem, we then provide additional estimates to show contraction

of the combined primal and dual system, yielding convergence of the goal function. We

support these results with some numerical experiments.

Finally, we include an appendix outlining some common methods used in a pos-

teriori error estimation and briefly describe iterative methods for solving nonlinear prob-

lems.
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Chapter 1

Introduction
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1.1 Background and overview of research

We start with an overview of recent results in adaptive and goal-oriented finite

element methods. We then introduce the two main problems investigated in this thesis,

and survey some basic tools used later in the analysis. In §1.2 we summarize the main

results of Chapters 2 and 3.

1.1.1 Adaptive and goal-oriented methods

Adaptive finite element methods (AFEM) are those in which only select ele-

ments are refined at each iteration of the algorithm in an attempt to produce a more

efficient overall approximation algorithm. In contrast, uniform methods globally refine

the mesh at every step. Adaptive methods are effective at reducing the overall complex-

ity or degrees of freedom in the problem and are of particular interest in problems with

localized singularities. In this work, we are interested in extending convergence theory

for AFEM to broader classes of error indicators, problems and adaptive algorithms.

In recent results, a number of different quantities have been shown to contract

in adaptive settings. In [18], the total error, a linear combination of the energy error

and an oscillation term, is shown to contract for the nonsymmetric elliptic problem.

In [6] for symmetric elliptic problems and [16] for semilinear problems, contraction is

established in terms of the quasi-error, a linear combination of energy error and error

estimator. Additionally, in [6] decay of the total error is shown to achieve the optimal

rate in terms of the number of degrees of freedom and the best approximation. More

recently in [2] contraction is shown for semilinear problems using inexact solvers. In

this last case, the form of error that contracts is similar to the quasi-error, except the

error estimator is a function of the approximate rather than exact solution.

Goal-oriented methods are those designed to approximate a function of the so-

lution g(u) rather than the u, the weak solution to the PDE. The function g(·) is referred

to as the goal function, and g(u) the quantity of interest. The goal function may repre-

sent a physical quantity or characteristic of particular interest. The canonical example

is an average over a subdomain or a line integral about its boundary. Goal-oriented

methods are used in a number of applications [13] including pointwise a posteriori
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error estimation [20]. Goal-oriented adaptive finite element methods (GOAFEM) use

error estimators based on a dual problem which involves the function g to guide the

refinement towards an accurate approximation of the quantity of interest. Our results

for convergence of GOAFEM are preceded by [19] for the scaled Laplacian. While we

follow the basic goal-oriented framework outlined in that paper, the convergence proof

for the linear nonsymmetric problem follows that in [6] and [16], establishing contrac-

tion of the quasi-error for both primal and dual problems. For the semilinear problem,

our analysis departs from this framework substantially in order to establish contraction

of a combined primal-dual quasi-error, where in this case the dual problem is coupled

to the primal problem. The strong contraction results presented here are the first for

goal-oriented methods applied to nonsymmetric elliptic and nonlinear problems.

The standard adaptive algorithm iterates the loop

SOLVE → ESTIMATE → MARK → REFINE . (1.1.1)

For goal-oriented adaptive methods, each iteration of the algorithm involves solving

both a primal and a dual problem, calculating an estimate of the error on each element,

marking an appropriate set of elements for refinement and refining the mesh for the next

iteration. We employ a standard strong-form residual-based error indicator as in [6],

[19] and [18] to estimate the error on each element at each iteration of the algorithm.

Non-residual based error indicators may also be employed in adaptive methods, as in [7]

for linear elliptic problems. For goal-oriented adaptive methods, much of the literature

focuses on weak-form residual-based estimators, for example [20, 11, 10, 9, 22, 14, 5].

The advantage of the strong-form indicators in this context is their role in analytically

determining the monotonic decrease of the (combined) quasi-error.

1.1.2 Problems considered

The goal of this research is to prove the convergence of goal-oriented adaptive fi-

nite element methods for a sequence of increasingly general problems. Here we present

our first two steps in this process: A linear nonsymmetric problem and a semilinear

problem. The next step and the focus of our current work is a coupled system of semi-
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linear equations. We take as our starting point the recent results of Mario Mömmer and

Rob Stevenson [19] for the symmetric diffusion problem. Our first results are for the

elliptic problem given in strong form by

−L (u) :=−∇ · (A∇u)+b ·∇u+ cu = f , in Ω,

u = 0, on ∂Ω, (1.1.2)

with weak formulation: find u ∈ H1
0 (Ω) such that

a(u,v) :=
∫

Ω

A∇u ·∇v+b ·∇uv+ cuv dx = f (v), ∀v ∈ H1
0 (Ω) (1.1.3)

where we follow the convention of [8] and associate the function f ∈ L2(Ω) with its

Riesz-representer

f (v) =
∫

Ω

f v dx. (1.1.4)

We make the following assumptions on the problem data:

Assumption 1.1.1. Assumptions on nonsymmetric problem.

1) A : Ω→ Rd×d , Lipschitz and a.e. symmetric positive-definite.

2) b : Ω→ Rd , with bk ∈ L∞(Ω) , and b divergence-free.

3) c : Ω→ R, with c ∈ L∞(Ω), and c(x)≥ 0 for all x ∈Ω.

4) f ,g ∈ L2(Ω).

Following the analyses of [19], [16] and [6] we provide strong contraction re-

sults and complexity estimates for the goal-oriented problem of finding g(u) where u is

the solution of (1.1.3).

Next, we consider the goal-oriented problem for the semilinear PDE given in

strong form by

−N (u) :=−∇ · (A∇u)+b(u) = f , in Ω,

u = 0, on ∂Ω, (1.1.5)
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with weak formulation: find u ∈ H1
0 (Ω) such that

a(u,v)+ 〈b(u),v〉= f (v), ∀v ∈ H1
0 (Ω) (1.1.6)

where

a(u,v) :=
∫

Ω

A∇u ·∇v (1.1.7)

and 〈 · , · 〉 denotes the L2 inner-product. We make the assumptions

Assumption 1.1.2. Assumptions on semilinear problem.

1) A : Ω→ Rd×d , Lipschitz and a.e. symmetric positive-definite.

2) b : Ω×R→ R is monotone (increasing):

b′(ξ )≥ 0, for all ξ ∈ R.

Here and in the remainder of the paper, we write b(u) instead of b(x,u) for sim-

plicity.

3) f ,g ∈ L2(Ω).

4) There are u−,u+ ∈ L∞ which satisfy

u−(x) < u(x),uk(x)≤ u+(x) for almost every x ∈Ω. (1.1.8)

The iterate uk in (1.1.8) is the solution to the discrete problem (1.1.22). The

additional necessary property that b′ is Lipschitz on [u−,u+] is a consequence of (1.1.8).

The a priori assumption (1.1.8) effectively places restrictions on the nonlinearity b(·) or

possibly on the angles of the mesh with weaker restrictions on b as discussed in Chapter

3. In that chapter, we provide strong contraction results for a goal-oriented method

for this problem. We also introduce an appropriate form of the error to establish these

results.
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1.1.3 Norms and Sobolev spaces

In the weak formulations (1.1.3) and (1.1.6) we seek solutions u and consider

test functions v in the Sobolev space H1
0 (Ω). In this section we define this function

space, its norm, and the relation to the energy norm for each problem.

The W k
p (Ω) Sobolev norm is given by

‖u‖p
W k

p (Ω) = ∑
|α|<k

∫
Ω

|Dαu|p dx, 1≤ p < ∞, (1.1.9)

‖u‖W k
∞(Ω) = ∑

|α|<k
ess sup Ω|Dαu|, (1.1.10)

where Dαu denotes the weak partial derivative of u with multi-index α [12]. Then the

space W k
p (Ω) is a subspace of Lp(Ω) and is given by

W k
p (Ω) =

{
u ∈ Lp(Ω)

∣∣∣ ‖u‖W k
p
< ∞

}
. (1.1.11)

Equivalently, we may define the Sobolev space W k
p (Ω) as the closure of the space Ck(Ω)

under the W k
p (Ω) norm given by (1.1.9) for 1 ≤ p < ∞ [4]. The Sobolev spaces are all

Banach spaces [12]. For p = 2 we denote

Hk(Ω) := W k
2 (Ω) (1.1.12)

where the Hk are Hilbert spaces. Finally, denote

H1
0 (Ω) =

{
u ∈ H1(Ω)

∣∣∣ u
∣∣
∂Ω

= 0
}

(1.1.13)

where the restriction to the boundary is meant in the sense of the trace as in [12].

Along with the native H1-norm, we also make use of the energy norm for each

problem. Many of the a posteriori estimates are developed with respect to the energy

norm. For each of (1.1.3) and (1.1.6) define

|||v|||2 := a(v,v). (1.1.14)

In each case this norm is seen to be induced by the symmetric part of the problem. In
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sections 2.2.1 (respectively 3.2), the energy norm for each case is seen to be equivalent

to the native norm. In particular, there is a continuity constant ME with

a(u,v)≤ME ‖u‖H1‖v‖H1, for all u,v ∈ H1
0 (Ω) (1.1.15)

and a coercivity constant mE with

a(v,v)≥ m2
E ‖v‖2

H1, for all v ∈ H1
0 (Ω), (1.1.16)

yielding

m2
E ‖v‖2

H1 ≤ a(v,v)≤ME ‖v‖2
H1. (1.1.17)

1.1.4 Finite element methods

We consider approximating the solution u to (1.1.3) (respectively (1.1.6)) in the

sequence of nested spaces

V0 ⊆ V1 ⊆ V2 ⊆ . . .⊆ V = H1
0 (Ω) (1.1.18)

where each Vk is finite dimensional. A general discussion of finite element spaces and

the finite element method may be found in a number of texts, including [17], [4] and [8].

For the results contained here, let T0 a conforming triangulation of the problem domain

Ω ⊂ Rd, d = 2 or 3. We assume Ω itself is a polyhedral domain, and that T0 captures

the boundary exactly. We consider refining the mesh by the method of newest vertex bi-

section [3], creating a sequence of shape-regular conforming meshes which preserve the

smallest-angle condition. We define the finite element spaces by n-degree polynomials

over each element, employing the notation

VT = H1
0 (Ω)∩Pn(T ), VT := H1

0 (Ω)∩ ∏
T∈T

Pn(T ), and Vk := VTk . (1.1.19)
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From the continuous linear problem (1.1.3), we approximate the solution u by defining

the discrete problem: Find uk ∈ Vk such that

a(uk,v) = f (v), ∀v ∈ Vk. (1.1.20)

The solution uk to (1.1.20) is found by solving a linear system assembled from each

element T ∈Tk.

The discrete space Vk is spanned by a finite-dimensional piecewise polynomial

basis {ϕ j}Mk
j=1. Each ϕ j a local basis function of VT , T ∈Tk can be mapped to a global

reference domain T̂ with corresponding basis function ϕ̂ j. As the basis functions for

each local VT , T ∈Tk map back to the same reference element, we ultimately consider

only N basis functions {ϕ̂ j}N
j=1 corresponding to the basis functions with nonzero sup-

port over a given (interior) element. In the particular case of polynomials of degree n in

dimension d we have N =
(n+d

d

)
.

Writing u as an expansion in basis functions, consider v = ϕi, i = 1, . . . ,Mk. By

linearity of a( · , ·)

a

(
Mk

∑
j=1

α jϕ j,ϕi

)
=

Mk

∑
j=1

α ja
(
ϕ j,ϕi

)
= f (ϕi), i = 1, . . . ,Mk. (1.1.21)

The basis functions ϕ j are chosen with limited support so the matrix a(ϕ j,ϕi),

i, j = 1, . . . ,Mk is highly sparse, enabling the system produced by (1.1.21) to be solved

efficiently by an iterative method [15], [1] (see, for instance [21]). In practice, this sys-

tem is determined by assembling local element matrices over all T ∈Tk. The calculation

of a(ϕ j,ϕi), i, j = 1, . . . ,N, is performed on the reference domain T̂ via a(ϕ̂ j, ϕ̂i). As

the reference basis functions do not change throughout the adaptive algorithm (here, we

enrich the approximation spaces by refining the elements, not through seeking solutions

to higher-order polynomial approximations), this calculation needs only to be performed

once.

For the case of a nonlinear problem as in (1.1.6) we define the discrete problem

as above

a(u j,v)+ 〈b(u j),v〉= f (v), ∀v ∈ V j. (1.1.22)



9

However, the first equality in (1.1.21) will not hold. To handle this situation, the method

as described above is applied to the linearized problem. The nonlinear problem (1.1.22)

is then solved by Newton iteration as described in Apppendix C.

1.1.5 Galerkin orthogonality and Céa’s lemma

One of the key approximation theorems in the finite element method is Céa’s

Lemma [8], which shows that up to a constant, the Galerkin solution is the best approx-

imation in the discrete approximation space

‖u−uk‖H1 ≤C inf
v∈Vk
‖u− v‖H1. (1.1.23)

For the linear problem, let u the solution to (1.1.3) and uk the solution to (1.1.20).

Then

a(u−uk,v) = f (v)− f (v) = 0, for all v ∈ Vk. (1.1.24)

This property is referred to as Galerkin orthogonality. To establish Céa’s lemma, use the

relations (1.1.15) and (1.1.16) between a( · , ·) and the native norm along with (1.1.24)

|||u−uk|||2H1 ≤ m−2
E a(u−uk,u−uk)

= m−2
E a(u−uk,u− v)

≤ ME

m2
E

‖u−uk‖H1‖u− v‖H1, for all v ∈ Vk. (1.1.25)

Canceling one factor of ‖u−uk‖H1 yields the result (1.1.23).

For the nonlinear problem, let u the solution to (1.1.6) and uk the solution to

(1.1.22). Galerkin orthogonality now takes the form

a(u−uk,v)+ 〈b(u)−b(uk),v〉= f (v)− f (v) = 0, for all v ∈ Vk. (1.1.26)

Here we establish (1.1.23) following the discussion in [23]. We start with two observa-
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tions. First, by the monotonicity of b as in Assumption 1.1.2

〈b(u)−b(v),u− v〉 ≥ 0 for all u,v ∈ H1
0 (Ω). (1.1.27)

The second, there exists a constant L with

〈b(u)−b(v),w〉 ≤ L‖u− v‖H1‖w‖H1 for all u,v ∈ H1
0 (Ω)∩ [u−,u+] and w ∈ H1

0 (Ω).

(1.1.28)

The Lipschitz property of b in the native norm follows from the a priori assumption on

u (1.1.8) and bounding the L2 by the H1 norm. Rearranging terms in (1.1.26) for the

test-function v−uk ∈ Vk and applying (1.1.27) and (1.1.28)

a(u−uk,v−uk) =−〈b(u)−b(uk),v−uk〉

= 〈b(uk)−b(u),v−u〉−〈b(uk)−b(u),uk−u〉

≤ 〈b(uk)−b(u),v−u〉

≤ L‖u−uk‖H1‖u− v‖H1. (1.1.29)

Next, by coercivity (1.1.16) followed by (1.1.29) and continuity (1.1.15)

m2
E ‖u−uk‖2

H1 ≤ a(u−uk,u−uk)

= a(u−uk,u− v)+a(u−uk,v−uk)

≤ a(u−uk,u− v)+L‖u−uk‖H1‖u− v‖H1

≤M‖u−uk‖H1‖u− v‖H1 +L‖u−uk‖H1‖u− v‖H1. (1.1.30)

Canceling one factor of ‖u−uk‖H1

‖u−uk‖H1 ≤
M +L

m2
E

‖u− v‖H1 for all v ∈ Vk, (1.1.31)

establishing (1.1.23). Having established this basic approximation property of the finite

element method, we now consider how to approximate g(u)−g(uk), the error in the goal

function.



11

1.1.6 Duality methods

Next we discuss the formation of the dual problem and its relation to the resid-

ual. For goal-oriented adaptive methods, much of the literature focuses on weak-form

residual-based estimators, for example [20, 11, 10, 9, 22, 14, 5]. Below, we show the re-

lation between strong and weak forms of the residual and the different types of estimates

they are used for.

For the goal-oriented problem we seek a functional g(·) of the weak solution u

of the original or primal PDE. The dual problem is introduced to satisfy the relationship

g(ek) = 〈R(uk),z〉, (1.1.32)

where ek = u− uk is the error in the primal approximation and z is the solution to the

dual problem. The residual R(·) is given for linear problem (1.1.2) by

R(v) = f +L (v). (1.1.33)

Integrating over the domain against a test-function yields a weak-form relation

〈R(v),w〉= f (w)−a(v,w), (1.1.34)

corresponding to the weak-form of the problem (1.1.3). Similarly, for the nonlinear

problem (1.1.5) and (1.1.6)

R(v) = f +N (v) and 〈R(v),w〉= f (w)− (a(v,w)+ 〈b(v),w〉) . (1.1.35)

In our analysis we use the convergence properties of both the primal and dual sequences

of iterates, uk and respectively zk to bound the RHS of (1.1.32). In contrast, other meth-

ods as for example [11], [9], [22], and [5] approximate the dual solution z in a higher

order space and project down to the primal finite element space to estimate the RHS

of (1.1.32) by means of Galerkin orthogonality and the relation

〈R(uk),z〉= 〈R(uk),z−πkz〉 ≈ 〈R(uk), z̃−πkz̃〉, (1.1.36)
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where z̃ denotes an approximation of z and πk is the projector onto Vk. The RHS

of (1.1.36) is a computable quantity and may be used as an error indicator either alone

or in conjunction with a primal indicator independent of the dual problem or its so-

lution. Techniques of this form have been numerically shown to effectively guide the

refinement towards an accurate evaluation of the goal function [20, 11, 10, 9, 5]. These

techniques have not, however, been proven to monotonically decrease the error in the

goal function. On the other hand, following the methods in [19] for the symmetric linear

problem, we can take (1.1.32) and bound the RHS by an energy-norm estimate of the

form

|g(ek)| ≤ K
(
|||u−uk|||2 + |||z− zk|||2

)
. (1.1.37)

Following the convergence framework in [16], and [6], we show the quantity on the

RHS of (1.1.37) is bounded by a form of the error which is reduced at each iteration of

the algorithm, proving convergence of the method.

For the linear (divergence-free) elliptic problem with symmetric diffusion coef-

ficient as given by (1.1.3) the dual problem with a∗( · , ·) the formal adjoint of a( · , ·)
given by the RHS of (1.1.38) satisfies the relationship (1.1.32). Integrating by parts on

the convergence term gives

a(u,v) := 〈A∇u,∇v〉+ 〈b ·∇u,v〉+ 〈cu,v〉

= 〈A∇v,∇u〉−〈b ·∇v,u〉+ 〈cv,u〉=: a∗(v,u). (1.1.38)

The dual problem is then defined as: Find z ∈ H1
0 (Ω) such that

a∗(z,v) = g(v), for all v ∈ H1
0 (Ω), (1.1.39)

and by (1.1.38) obtain the property (1.1.32) by

g(ek) = a∗(z,u)−a∗(z,uk) = a(u,z)−a(uk,z) = f (z)−a(uk,z) = 〈R(uk),z〉. (1.1.40)

The convergence and complexity analysis for the goal-oriented method based on dual

problem (1.1.39) is the topic of Chapter 2.

For nonlinear problems, we may not have a formal adjoint available. For the
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problem as given by (1.1.6) we form the dual by linearization. By the integral mean-

value theorem [10] or equivalently generalized Taylor expansion [23]

b(u)−b(uk) =
∫ 1

0
b′(uk + t(u−uk))dt(u−uk) =

∫ 1

0
b′(tu+(1− t)uk)dt(u−uk)

(1.1.41)

yielding

b(u)−b(uk) = Bk(u−uk), Bk :=
∫ 1

0
b′(tu+(1− t)uk)dt. (1.1.42)

Noting Bk = B∗k we define the dual problem: Find z ∈ H1
0 (Ω) such that

a(z,v)+ 〈Bkz,v〉= g(v), for all v ∈ H1
0 (Ω). (1.1.43)

Then by (1.1.6), (1.1.42) and (1.1.43)

g(ek) = a(z,u−uk)+ 〈Bkz,u−uk〉

= a(z,u−uk)+ 〈z,Bk(u−uk)〉

= a(z,u−uk)+ 〈z,b(u)−b(uk)〉

= a(u,z)+ 〈b(u),z〉− (a(uk,z)+ 〈b(uk),z〉)

= f (z)− (a(uk,z)+ 〈b(uk),z〉) = 〈R(uk),z〉, (1.1.44)

which again satisfies the relation (1.1.32). The dual problem as given by (1.1.42) and

(1.1.43) suffers two major drawbacks with respect to determining convergence of an

iterative method. First, the linearized operator Bk itself is not computable as it is a

function of the exact solution u to (1.1.6). Second, it is also a function of a particular

approximate solution, in this case the primal iterate uk. The first problem may be dealt

with by replacing the linearized dual operator as in (1.1.42) with the approximate dual

operator b′(uk). The dual problem defined with this operator does not satisfy the rela-

tion (1.1.32); however, it does yield a computable dual problem for each discrete primal

solution uk. The second problem, an issue in the convergence analysis, may be handled

by introducing a limiting dual operator b′(u), which again is not computable and does
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not satisfy relation (1.1.32); however, it may be used in the analysis to define a suitable

form of error to contract at each iteration. A convergence analysis which handles the

error terms induced by using the approximate and limiting dual operators in place of the

linearized dual operator for the semilinear problem is detailed in Chapter 3.

1.1.7 Estimators, quasi-error and contraction

In this section we introduce the appropriate form of error to show contraction

at each iteration of the goal-oriented algorithm. We also outline the main steps in the

standard contraction framework. We start with the error indicator based on the strong-

form of the residual. The error indicator is given elementwise as

η
2
T (v,T ) := h2

T‖R(v)‖2
L2(T ) +hT‖JT (v)‖2

L2(∂T ), v ∈ VT , (1.1.45)

where the mesh diameter hT = |T |1/d and the residual R(·) is given by (1.1.33) for the

linear and (1.1.35) for the nonlinear primal problems. The dual residuals are defined

analogously. The jump residual for primal and dual problems in all cases is

JT (v) := J[A∇v] ·nK∂T , (1.1.46)

where jump operator J · K is given by

JφK∂T := lim
t→0

φ(x+ tn)−φ(x− tn), (1.1.47)

and n is taken to be the appropriate outward normal defined piecewise on ∂T . The error

estimator is given by the l2 sum of indicators. For the Galerkin solution uk we use the

notation

η
2
k = ∑

T∈Tk

η
2
T (uk,T ). (1.1.48)

As in [16] and [6] for each of the primal and dual problems in the linear non-

symmetric case (1.1.3) and (1.1.39), we establish contraction of the quasi-error given by
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a scaled sum of energy error and error estimator

Q2
k(uk,Tk) := |||u−uk|||2 + γpη

2
k and Q2

k(zk,Tk) := |||z− zk|||2 + γdζ
2
k , (1.1.49)

where γp,γd > 0 and ζk denotes the dual error estimator. For the semilinear case (1.1.6)

and (1.1.43) we see contraction in the combined quasi-error

Q̄k(uk, ẑk) := |||ẑ− ẑk|||2 + γζ
2
k (ẑk)+π|||u−uk|||2 +πγpη

2
k (uk), (1.1.50)

where γ,γp and π > 0. Here, the contraction is stated with respect to the limiting dual

problem. As the dual problem is a function of the primal solution, the contraction of the

dual is coupled to the contraction of the primal quasi-error.

In both linear and nonlinear cases, the contraction argument follows from com-

bining three main estimates as in [16] and [6].

1) Quasi-orthogonality: There exists ΛG > 1 such that

|||u−u2|||2 ≤ ΛG|||u−u1|||2−|||u2−u1|||2.

2) Error estimator as upper bound on error: There exists C1 > 0 such that

|||u−uk|||2 ≤C1η
2
k (uk,Tk), k = 1,2.

3) Estimator reduction: For M the marked set that takes refinement T1→ T2, for

positive constants λ < 1 and Λ1 and any δ > 0

η
2
2 (v2,T2)≤ (1+δ ){η2

1 (v1,T1)−λη
2
1 (v1,M )}+(1+δ

−1)Λ1η
2
0 |||v2− v1|||.

In both cases, these three estimates are shown for both primal and (limiting) dual prob-

lems. In the linear case, the primal and dual quasi-errors can be shown independently

to contract. In the semilinear case, the contraction of the primal error is used as a fourth

key estimate in the contraction of the combined quasi-error.
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1.2 Summary of the papers

1.2.1 Paper 1

In the first paper (Chapter 2), we consider the linear PDE as given by (1.1.2).

We show contraction of the quasi-error for the primal and dual problem, independently

of one another. In particular, there is an α < 1 with

|||u−uk+1|||2 + γpη
2
k+1 ≤ α

2 (|||u−uk|||2 + γpη
2
k
)
, and (1.2.1)

|||z− zk+1|||2 + γdζ
2
k+1 ≤ α

2 (|||z− zk|||2 + γdζ
2
k
)
. (1.2.2)

Putting this together with the bound for the error in the goal function

|g(u)−g(uk)| ≤ 2|||u−uk||||||z− zk||| (1.2.3)

we establish convergence of the method. As in [16] and [18] we assume the standard

initial mesh condition

hs
0‖b‖L∞

C∗µ
−1/2
0 < 1, (1.2.4)

for some s ∈ (0,1] depending on the angles of ∂Ω where ‖b‖L∞
and µ0 are constants

derived from the problem data, C∗ is a global constant and h0 is the maximum mesh

diameter in the initial mesh T0.

We include a brief discussion of approximation classes As. Then assuming the

primal solution u ∈ As and the dual solution z ∈ At , we derive the quasi-optimal com-

plexity estimate

#Tk−#T0 ≤ S(θ)

{
Mp

(
1+

γp

c2

)1/2s

Q−1/s
k (uk,Tk)

+ Md

(
1+

γd

c2

)1/2t

Q−1/t
k (zk,Tk)

}
. (1.2.5)
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1.2.2 Paper 2

In the second paper (Chapter 3), we consider the semilinear problem as given

by (1.1.5). We show the contraction of the combined quasi-error Q̄k(uk, ẑk)

Q̄2
k+1(uk+1, ẑk+1)≤ α

2
DQ̄2

k(uk, ẑk), αD < 1, (1.2.6)

where Q̄k(uk,zk) is given by (1.1.50). We derive a bound for the error in the goal function

|g(u)−g(u j)| ≤
1
2
(1+K1h2s

0 )|||u−u j|||2 +
1
2
(1+K2h2s

0 ), (1.2.7)

for global constants K1 and K2. Putting together (1.2.6) and (1.2.7) we establish conver-

gence of the method. Here we make the initial mesh assumption

hs
0Bm−1

E C∗ < 1, (1.2.8)

for some s ∈ (0,1] depending on the angles of ∂Ω where B and mE are constants de-

rived from the problem data, C∗ is a global constant and h0 is the initial mesh diameter

as above. Lastly, we show some numerical experiments which support our theoretical

results for the goal-oriented method.
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CONVERGENCE OF GOAL-ORIENTED ADAPTIVE FINITE ELEMENT

METHODS FOR NONSYMMETRIC PROBLEMS

MICHAEL HOLST, AND SARA POLLOCK

ABSTRACT. In this article we develop convergence theory for a class of goal-

oriented adaptive finite element algorithms for second order nonsymmetric linear ellip-

tic equations. In particular, we establish contraction and quasi-optimality results for a

method of this type for second order Dirichlet problems involving the elliptic operator

L u = ∇ · (A∇u)−b ·∇u−cu, with A Lipschitz, almost-everywhere symmetric positive

definite (SPD), with b divergence-free, and with c ≥ 0. We first describe the problem

class and review some standard facts concerning conforming finite element discretiza-

tion and error-estimate-driven adaptive finite element methods (AFEM). We then de-

scribe a goal-oriented variation of standard AFEM (GOAFEM). Following the recent

work of Mommer and Stevenson for symmetric problems, we establish contraction of

GOAFEM. We also then show convergence in the sense of the goal function. Our anal-

ysis approach is signficantly different from that of Mommer and Stevenson, combining

the recent contraction frameworks developed by Cascon et. al, by Nochetto, Siebert,

and Veeser, and by Holst, Tsogtgerel, and Zhu. In the last part of the paper we perform

a complexity analysis, and establish quasi-optimal cardinality of GOAFEM. We include

an appendix discussion of the duality estimate as we use it here in an effort to make the

paper more self-contained.
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2.1 Introduction

In this article we develop convergence theory for a class of goal-oriented adap-

tive finite element methods for second order nonsymmetric linear elliptic equations. In

particular, we report contraction and quasi-optimality results for a method of this type

for the problem

−∇ · (A∇u)+b ·∇u+ cu = f , in Ω, (2.1.1)

u = 0, on ∂Ω, (2.1.2)

with Ω ⊂ Rd a polyhedral domain, d = 2 or 3, with A Lipschitz, almost-everywhere

(a.e.) symmetric positive definite (SPD), with b divergence-free, and with c ≥ 0. The

standard weak formulation of this problem reads: Find u ∈ H1
0 (Ω) such that

a(u,v) = f (v), ∀v ∈ H1
0 (Ω), (2.1.3)

where

a(u,v) =
∫

Ω

A∇u ·∇v+b ·∇uv+ cuv dx, f (v) =
∫

Ω

f v dx. (2.1.4)

Our approach is to first describe the problem class in some detail, and review some

standard facts concerning conforming finite element discretization and error-estimate-

driven adaptive finite element methods (AFEM). We will then describe a goal-oriented

variation of standard AFEM (GOAFEM). Following the recent work of Mommer and

Stevenson [10] for symmetric problems, we establish contraction of GOAFEM. We also

show convergence in the sense of the goal function. Our analysis approach is signfi-

cantly different from that of Mommer and Stevenson [10], combining the recent con-

traction frameworks of Cascon et. al [4], of Nochetto, Siebert, and Veeser [11], and

of Holst, Tsogtgerel, and Zhu [8]. We also give a complexity analysis, and establish

quasi-optimal cardinality of GOAFEM.

The goal-oriented problem concerns achieving a target quality in a given linear

functional g : H1
0 (Ω)→ R of the weak solution u ∈ H1

0 (Ω) of the problem (2.1.3). For
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example, g(u) =
∫

Ω
1
|ω|χωu, the average value of u over some domain ω ⊂Ω. By writing

down the adjoint operator, a∗(z,v) = a(v,z), we consider the adjoint or dual problem:

find z ∈ H1
0 (Ω) such that a∗(z,v) = g(v), for all v ∈ H1

0 (Ω). It has been shown for the

symmetric form (b = 0) of problem (2.1.1)–(2.1.2) with piecewise constant SPD diffu-

sion cofficient A (and with c = 0), that by solving the primal and dual problems simul-

taneously, one may converge to an approximation of g(u) faster than by approximating

u then g(u), when forcing contraction in only the primal problem [10]. We will fol-

low the same general approach in order to establish similar goal-oriented AFEM results

for nonsymmetric problems. However, in order to handle nonsymmetry, we will follow

the technical approach in [9, 4, 8], and rely largely on establishing quasi-orthogonality.

In particular, contraction results are established in [9, 4] for (2.1.1)–(2.1.2) in the case

that A is SPD, Lipschitz or piecewise Lipschitz, b is divergence-free, and c≥ 0. In [8],

quasi-orthogonality is used as the basis for establishing contraction of AFEM for two

classes of nonlinear problems. As in these earlier efforts, relying on quasi-orthogonality

will require that we assume that the initial mesh is sufficiently fine, and that the solution

to the dual problem a∗(w,v) = g(v), g ∈ L2(Ω) is sufficiently smooth, e.g. in H2
loc

(Ω).

Following [8], the contraction argument developed in this paper will follow from

first establishing three preliminary results for two successive AFEM approximations u1

and u2, and then applying the Dörfler marking strategy:

1) Quasi-orthogonality (§2.3.1): There exists Λ > 1 such that

|||u−u2|||2 ≤ Λ|||u−u1|||2−|||u2−u1|||2.

2) Error estimator as upper bound on error (§2.3.2): There exists C1 > 0 such that

|||u−uk|||2 ≤C1η
2
k (uk,Tk), k = 1,2.

3) Estimator reduction (§2.3.4): For M the marked set that takes refinement T1→
T2, for positive constants λ < 1 and Λ1 and any δ > 0

η
2
2 (v2,T2)≤ (1+δ ){η2

1 (v1,T1)−λη
2
1 (v1,M }+(1+δ

−1)Λ1η
2
0 |||v2− v1|||.
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The marking strategy used is the original Dörfler strategy; elements are marked for

refinement based on indicators alone. The marked set M must satisfy

∑
T∈M

η
2
k (uk,T )≥ θ

2
η

2
k (uk,Tk).

In the goal-oriented method, a second marked set is chosen based on an error indicator

for the dual problem associated with the given goal functional, and the union of the two

marked sets is then used for refinement.

A main advantage of the approach in [4] is that it does not require an interior

node property. This allows us to establish the necessary results for contraction without

taking full refinements of the mesh at each iteration. This improvement follows from the

use of the local perturbation estimate or local Lipschitz property rather than the estimator

as lower bound on error. We use the standard lower bound estimate as found in [9] for

optimality arguments in the second part of the paper concerning quasi-optimality of the

method.

There are three main notions of error used throughout this paper. The energy er-

ror |||u−uk|||, the quasi-error and the total-error. The energy error is defined by the sym-

metric part of the bilinear form that arises from the given differential operator in (2.1.3).

The quasi-error is the l2 sum of the energy-error and scaled error estimator

Qk(uk,Tk) := (|||u−uk|||2 + γη
2
k )1/2,

and this is the quantity that is reduced at each iteration of the algorithm. In §2.3 the

quasi-error is shown to satisfy

|||u−uk+1|||2 + γη
2
k+1 ≤ α

2 (|||u−uk|||2 + γη
2
k
)
, α < 1.

The total error includes the oscillation term rather than the estimator

Ek(uk,Tk) := (|||u−uk|||2 +osc2
k)

1/2.

The oscillation term captures the higher-frequency oscillations in the residual missed

by the averaging of the finite element method. While the quasi-error is the focus of the
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contraction arguments, it is the total error that will be critical to complexity analysis.

Therefore, we will need to establish various preliminary results for both types of error.

The quasi-optimality of the goal oriented method in §2.4 is developed with re-

spect to the total error which is shown to satisfy Cea’s lemma. The cardinality result

#Tk−#T0 ≤ Sθ

{
Mp

(
1+

γp

c2

)1/2s

Q−1/s
k (uk,Tk)

+Md

(
1+

γd

c2

)1/2t

Q−1/t
k (zk,Tk)

}

bounds the growth of the adaptive mesh with respect to the quasi-error of both problems.

An equivalence between the quasi-error and total error is established in §2.4.

A final brief comment is in order concerning the notation used here compared to

that in [4] and the related literature. In [4], the number of times each marked element is

refined is denoted b. In this article, each marked element is refined once. Therefore, b

will be reserved for the convection term in the nonsymmetric problem. The constant C

will denote a generic but global constant that may depend on the data and the condition

of the initial mesh T0, and may change from step to step.

Outline of the paper. The remainder of the paper is structured as follows. In

§2.2, we first describe the problem class and review some standard facts concerning con-

forming finite element discretization and error-estimate-driven adaptive finite element

methods (AFEM). In §2.2.3, we then describe a goal-oriented variation of the standard

approach to AFEM (GOAFEM). Following the recent work of Mommer and Stevenson

for symmetric problems, in §2.3 we establish contraction of goal-oriented AFEM. We

also then show convergence in §2.3.6 in the sense of the goal function. Our analysis

approach is signficantly different, combining the recent contraction frameworks devel-

oped by Cascon et. al [4], Nochetto, Siebert, and Veeser [11], and by Holst, Tsogtgerel,

and Zhu [8]. In §2.4, we consider complexity questions, and establish quasi-optimal

cardinality of GOAFEM. We recap the results in §2.5, and point out some remaining

open problems.
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2.2 Problem class, discretization, goal-oriented AFEM

2.2.1 Problem class, weak formulation, spaces and norms

Consider the nonsymmetric problem (2.1.3), where as in (2.1.4) we have

a(u,v) = 〈A∇u,∇v〉+ 〈b ·∇u,v〉+ 〈cu,v〉.

Here we have introduced the notation 〈·, ·〉 for the L2 inner-product over Ω ⊂ Rd . The

adjoint or dual problem is: Find z ∈ H1
0 (Ω) such that

a∗(z,v) = g(v) for all v ∈ H1
0 (Ω) (2.2.1)

where a∗( · , ·) is the formal adjoint of a( · , ·), and where the functional is defined

through

g(u) =
∫

Ω

gu dx, (2.2.2)

for some given g ∈ L2(Ω). We will make the following assumptions on the data:

Assumption 2.2.1 (Problem data). The problem data D = (A,b,c, f ) and dual problem

data D∗ = (A,−b,c,g) satisfy

1) A : Ω→ Rd×d , Lipschitz, and a.e. symmetric positive-definite:

ess inf x∈Ωλmin(A(x)) = µ0 > 0, (2.2.3)

ess sup x∈Ωλmax(A(x)) = µ1 < ∞. (2.2.4)

2) b : Ω→ Rd , with bk ∈ L∞(Ω) , and b divergence-free.

3) c : Ω→ R, with c ∈ L∞(Ω), and c(x)≥ 0 for all x ∈Ω.

4) f ,g ∈ L2(Ω).

The native norm is the Sobolev H1 norm given by

‖v‖2
H1 = 〈∇v,∇v〉+ 〈v,v〉. (2.2.5)
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The Lp norm of a vector valued function v over domain ω is defined here as the l2 norm

of the Lp(ω) norm of each component

‖v‖Lp(ω) =

(
d

∑
j=1

(∫
ω

vp
j

)2/p
)1/2

, p = 1,2, . . .

‖v‖L∞(ω) =

(
d

∑
j=1

(
ess sup

ω

v j

)2
)1/2

. (2.2.6)

Similarly, the Lp norm of a matrix valued function M over domain ω is defined as the

Frobenius norm of the Lp(ω) norm of each component

‖M‖Lp(ω) =

(
d

∑
i, j=1

(∫
ω

Mp
i j

)2/p
)1/2

, p = 1,2, . . .

‖M‖L∞(ω) =

(
d

∑
i j=1

(
ess sup

ω

Mi j

)2
)1/2

. (2.2.7)

We note that one could employ other equivalent discrete lp norms in the definitions

(2.2.6) and (2.2.7), however this choice simplifies the analysis.

Continuity of a( · , ·) follows from the Hölder inequality, and bounding the L2

norm of the function and its gradient by the H1 norm

a(u,v)≤ (µ1 +‖b‖L∞
+‖c‖L∞

)‖u‖H1‖v‖H1 = Mc‖u‖H1‖v‖H1. (2.2.8)

Coercivity follows from the Poincaré inequality with constant CΩ and the divergence-

free condition

a(v,v)≥ µ0|v|2H1 ≥CΩµ0‖v‖2
H1 = m2

E ‖v‖2
H1, (2.2.9)

where the coercivity constant m2
E := CΩµo. Continuity and coercivity imply existence

and uniqueness of the solution by the Lax-Milgram Theorem [7]. The adjoint operator

a∗( , ) is given by

a∗(v,u) := a(u,v), u,v ∈ H1
0 (Ω).
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Integration by parts on the convection term and the divergence-free condition imply

a∗(z,v) := 〈A∇z,∇v〉−〈b ·∇z,v〉+ 〈cz,v〉. (2.2.10)

Define the energy semi-norm by

|||v|||2 := a(v,v). (2.2.11)

Non-negativity follows directly from the coercivity estimate (2.2.9)

|||v|||2 ≥ m2
E ‖v‖2

H1 , (2.2.12)

which establishes the energy semi-norm as a norm. Putting this together with the reverse

inequality

|||v|||2 ≤ µ1|∇v|2L2
+‖c‖L∞

‖v‖2
L2

=⇒ |||v||| ≤ME ‖v‖H1 , (2.2.13)

establishes the equivalence between the native and energy norms with the constant ME =

(µ1 +‖c‖L∞
)1/2.

2.2.2 Finite element approximation

We employ a standard conforming piecewise polynomial finite element approx-

imation below.

Assumption 2.2.2 (Finite element mesh). We make the following assumptions on the

underlying simplex mesh:

1) The initial mesh T0 is conforming.

2) The mesh is refined by newest vertex bisection [2], [10] at each iteration.

3) The initial mesh T0 is sufficiently fine. In particular, it satisfies (2.3.6).

Based on assumptions 2.2.2 we have the following mesh constants.

1) Define

hT := max
T∈T

hT , where hT = |T |1/d. (2.2.14)
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In particular, h0 is the initial mesh diameter.

2) Define the mesh constant γN = 2γr where

γr =
h0

hmin
and hmin = min

T∈T0
hT

then for any two elements T, T̃ in the same generation

hT ≤ γrhT̃

and as neighboring elements may differ by at most one generation for any two

neighboring elements T and T ′

hT ≤ 2γrhT ′ = γNhT ′. (2.2.15)

3) The minimal angle condition satisfied by newest vertex bisection implies the

meshsize hT is comparable to hσ , the size of any true-hyperface σ of T . In par-

ticular, there is a constant γ̄

hσ

hT
≤ γ̄

2 for all T. (2.2.16)

Let T the set of conforming meshes derived from the initial mesh T0. Define

TN ⊂ T by

TN = {T ∈ T
∣∣ #T −#T0 ≤ N}.

For a conforming mesh T1 with a conforming refinement T2 we say T2 ≥ T1. The set

of refined elements is given by

R1→2 := RT1→T2 := T1 \ (T2∩T1). (2.2.17)

An overlay of two meshes T1 ≥T0 and T2 ≥T0 where T2 is not generally a refinement
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of T1 is given by

T1⊕T2 := {T ∈T1
∣∣T ⊆ T ′ for some T ′ ∈T2}∪{T ∈T2

∣∣T ⊆ T ′ for some T ′ ∈T1}
(2.2.18)

and is itself conforming. Define the finite element space

VT := H1
0 (Ω)∩ ∏

T∈T
Pn(T ) and Vk := VTk . (2.2.19)

For subsets ω ⊆T ,

VT (ω) := H1
0 (Ω)∩∏

T∈ω

Pn(T ), (2.2.20)

where Pn(T ) is the space of polynomials degree degree n over T . Denote the patch

about T ∈T

ωT := T ∪{T ′ ∈T
∣∣ T ∩T ′ is a true-hyperface of T}. (2.2.21)

For a d-simplex T , an true-hyperface is a d−1 dimensional face of T , e.g., a face in 3D

or an edge in 2D. Define the discrete primal problem: Find uk ∈ Vk such that

a(uk,vk) = f (vk), vk ∈ Vk, (2.2.22)

and the discrete dual problem

a∗(zk,vk) = g(vk), vk ∈ Vk. (2.2.23)

2.2.3 Goal oriented AFEM (GOAFEM)

As in [10] the goal oriented adaptive finite element method (GOAFEM) is based

on the standard AFEM algorithm:

SOLVE → ESTIMATE → MARK → REFINE .

In the goal oriented method, one enforces contraction of the quasi-error in both the

primal problem and an associated dual problem. As shown in section §2.3.6, the error
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in the goal-function satisfies the bound

|g(u)−g(uk)|= |a(u−uk,z− zk)| ≤ 2|||u−uk||||||z− zk|||.

This motivates driving down the energy-error in both the primal and dual problems at

each iteration. As noted in [4] the residual-based error estimator does not exhibit mono-

tone behavior in general, although it is monotone non-increasing with respect to nested

mesh refinement when applied to the same (coarse) function. The quasi-error is shown

to contract for each problem for which mesh refinement satisfies the Dörfler property.

However, refining the mesh with respect to the primal problem does not guarantee the

quasi-error in the dual problem will be non-increasing, and vice-versa. As such, the

procedures SOLVE and ESTIMATE are performed for each of the primal and dual prob-

lems. The marked set is taken to be the union of marked sets from the primal and dual

problems, each chosen to satisfy the Dörfler property. This method produces a sequence

of refinements for which both the error in the primal and dual problems contract at each

step.

Procedure SOLVE. The contraction result supposes the exact Galerkin solution

is found on each mesh refinement. In practice a linear-time iterative method is employed

so that the Galerkin solution is found up to a given tolerance.

Procedure ESTIMATE. The estimation of the error on each element is deter-

mined by a standard residual-based estimator. The residuals over element interiors and

jump-residuals over the boundaries are based on the local strong forms of the elliptic

operator and its adjoint as follows.

L (v) = ∇ · (A∇v)−b ·∇v− cv; L ∗(v) = ∇ · (A∇v)+b ·∇v− cv. (2.2.24)

The residuals for the primal and dual problems using the sign convention in [4] are:

R(v) := f +L (v); R∗(v) := g+L ∗(v), v ∈ VT . (2.2.25)

While the primal and dual solutions u and z of (2.1.3) and (2.2.1) respectively satisfy

f (z) = a(u,z) = a∗(z,u) = g(u)



32

the residuals for the primal and dual problems are in general different. The jump residual

for the primal and dual problems is

JT (v) := J[A∇v] ·nK∂T (2.2.26)

where jump operator J · K is given by

JφK∂T := lim
t→0

φ(x+ tn)−φ(x− tn) (2.2.27)

and n is taken to be the appropriate outward normal defined piecewise on ∂T . On

boundary edges σb we have

J[A∇v] ·nKσb ≡ 0

so that J[A∇v] ·nK∂T = J[A∇v] ·nK∂T∩Ω. For clarity, we will also employ the notation

RT (v) := R(v)
∣∣
T , v ∈ VT ,

and similarly for the other strong form operators. The error indicator is given as

η
p
T (v,T ) := hp

T‖R(v)‖p
L2(T ) +hp/2

T ‖JT (v)‖p
L2(∂T ), v ∈ VT . (2.2.28)

The dual error-indicator is then given by

ζ
p
T (w,T ) := hp

T‖R
∗(w)‖p

L2(T ) +hp/2
T ‖JT (w)‖p

L2(∂T ), w ∈ VT . (2.2.29)

The error estimators are given by the lp sum of error indicators over elements in the

space where p = 1 or 2.

η
p
T (v) := ∑

T∈T
η

p
T (v,T ), v ∈ VT . (2.2.30)

The dual energy estimator is:

ζ
p
T (w) := ∑

T∈T
ζ

p
T (w), w ∈ VT . (2.2.31)



33

The contraction results for the quasi-error presented below will be shown to hold for

p = 1,2 where the error estimator and oscillation are defined in terms of the lp norm.

While complexity results are shown only for p = 2, the contraction results for p = 1 are

useful for nonlinear problems; see [8].

For analyzing oscillation, for v ∈ VT let Π2
m the orthogonal projector defined

by the best L2 approximation in Pm over mesh T and P2
m = I−Π2

m. Define now the

oscillation on the elements T ∈T for the primal problem by

oscT (v,T ) := hT‖P2
2n−2R(v)‖L2(T ) (2.2.32)

and analogously for the dual problem. For subsets ω ⊆T set

oscp
T (v,ω) := ∑

T∈ω

oscp
T (v,T ). (2.2.33)

The data estimator and data oscillation, identical for both the primal and dual problems,

are given by

η
p
T (D,T ) := hp

T

(
‖divA‖p

L∞(T ) +h−p
T ‖A‖

p
L∞(ωT ) +‖c‖

p
L∞(T ) +‖b‖

p
L∞(T )

)
, (2.2.34)

oscp
T (D,T ) := hp

T

(
‖P∞

n−1divA‖p
L∞(T ) +h−p

T ‖P
∞
n A‖p

L∞(T )

+hp
T‖P

∞
n−2c‖p

L∞(T ) +‖P
∞
2n−2c‖p

L∞(T ) +‖P
∞
n−1b‖p

L∞(T )

)
. (2.2.35)

The data estimator and oscillation over the mesh T or a subset ω ⊂T are given by the

maximum data estimator (oscillation) over elements in the mesh or subset: For ω ⊆T

ηT (D,ω) = max
T∈ω

ηT (D,T ) and oscT (D,ω) = max
T∈ω

oscT (D,T ).

The data estimator and data oscillation on the initial mesh

η0 := ηT0(D,T0), and osc0 := oscT0(D,T0).

As the grid is refined, the data estimator and data oscillation terms satisfy the mono-
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tonicity property [4] for refinements T2 ≥T1

η2(D,T2)≤ η1(D,T1) and osc2(D,T2)≤ osc1(D,T1). (2.2.36)

Procedure MARK. The Dörfler marking strategy for the goal-oriented problem

is based on the following steps as in [10]:

1) Given θ ∈ (0,1), mark sets for each of the primal and dual problems:

• Mark a set Mp ⊂Tk such that,

∑
T∈Mp

η
2
k (uk,T )≥ θ

2
η

2
k (uk,Tk) (2.2.37)

• Mark a set Md ⊂Tk such that,

∑
T∈Md

ζ
2
k (zk,T )≥ θ

2
ζ

2
k (zk,Tk) (2.2.38)

2) Let M = Mp ∪Md the union of sets found for the primal and dual problems

respectively.

The set M differs from that in [10], where the set of lesser cardinality between

Mp and Md is used. In the case of the nonsymmetric problem the error reduced at each

iteration is the quasi-error rather than the energy error as in the symmetric problem [10].

This error for each problem is guaranteed to contract based on the refinement satisfying

the Dörfler property. As such, refining the mesh with respect to one problem does not

guarantee the quasi-error in the other problem is nonincreasing. Sets Mp and Md with

optimal cardinality (up to a factor of 2) can be chosen in linear time by binning the

elements rather than performing a full sort [10].

Procedure REFINE. The refinement (including the completion) is performed

according to newest vertex bisection [2]. The complexity and other properties of this

procedure are now well-understood, and will simply be exploited here.
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2.3 Contraction and convergence theorems

The key elements of the main contraction argument constructed below are quasi-

orthogonality 2.3.1, error estimator as upper-bound on energy-norm error 2.3.2 and es-

timator reduction 2.3.4. Estimator-reduction is shown via the local-perturbation esti-

mate 2.3.3. The local perturbation of the oscillation is presented here and used in §2.4.

Mesh refinements T1 and T2 (respectively T j) are assumed conforming, and u j is as-

sumed the Galerkin solution on refinement T j. The following results hold for both the

primal and dual problems which differ by the sign of the convection term; therefore,

they are established here only for the primal problem.

2.3.1 Quasi-orthogonality

Orthogonality in the energy-norm |||u−u2|||2 = |||u−u1|||2−|||u2−u1|||2 does not

generally hold in the nonsymmetric problem. We use the weaker quasi-orthogonality

result to establish contraction of AFEM (GOAFEM). The following is a variation on

Lemma 2.1 in [9] (see also [8]).

Lemma 2.3.1 (Quasi-orthogonality). Let the problem data satisfy Assumption 2.2.1 and

the mesh satisfy conditions (1) and (2) of Assumption 2.2.2. Let T1,T2 ∈ T with T2 ≥
T1. Let uk ∈ Vk the solution to (2.2.22), k = 1,2. There exists a constant C∗ > 0

depending on the problem data D and initial mesh T0, and a number 0 < s≤ 1 dictated

only by the angles of ∂Ω, such that if the meshsize h0 of the initial mesh satisfies Λ̄ :=

C∗hs
0‖b‖L∞

µ
−1/2
0 < 1, then

|||u−u2|||2 ≤ Λ|||u−u1|||2−|||u2−u1|||2, (2.3.1)

where

Λ := (1−C∗hs
0‖b‖L∞

µ
−1/2
0 )−1.

Equality holds (usual orthogonality) when b = 0 in Ω, in which case the problem is

symmetric.
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Proof. The proof follows close that of Lemma 2.1 in [9]. Let

e2 := u−u2, e1 := u−u1, and ε1 := u2−u1.

By Galerkin orthogonality

|||e1|||2 = a(e1,e1) = |||e2|||2 + |||ε1|||2 +a(ε1,e2). (2.3.2)

Rearranging and applying the divergence-free condition on the convection term

|||e2|||2 = |||e1|||2−|||ε1|||2−2〈b ·∇ε1,e2〉.

Applying Hölder’s inequality and coercivity (2.2.9) |ε1|H1 ≤ µ
−1/2
0 |||ε1||| followed by

Young’s inequality with constant δ to be determined,

−2〈b ·∇ε1,e2〉 ≤ δ‖e2‖2
L2

+
‖b‖2

L∞

δ µ0
|||ε1|||2. (2.3.3)

By a duality argument for some C∗ > 0 assuming u ∈ H1+s(Ω) for some 0 < s ≤ 1

depending on the angles of ∂Ω

‖e2‖L2 ≤C∗hs
0|||e2|||. (2.3.4)

The details of this argument as described in the appendix §2.6 may also be found in [1]

and [5]. Applying (2.3.4) and (2.3.3) to (2.3.2),

(1−δC2
∗h

2s
0 )|||u−u2|||2 ≤ |||u−u1|||2−

(
1−
‖b‖2

L∞

δ µ0

)
|||u1−u2|||2. (2.3.5)

Choose δ to equate coefficients

δC2
∗h

2s
0 =

‖b‖2
L∞

δ µ0
=⇒ δ =

‖b‖L∞

C∗hs
0
√

µ0
,
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then

|||u−u2|||2 ≤
(

1−‖b‖L∞
C∗hs

0µ
−1/2
0

)−1
|||u−u1|||2−|||u1−u2|||2.

Assuming the initial mesh as characterized by h0 satisfies

Λ̄ = ‖b‖L∞
C∗hs

0µ
−1/2
0 < 1, (2.3.6)

the quasi-orthogonality result holds.

Note that by (2.3.2) we also have

|||ε1|||2 = |||e1|||2−|||e2|||2−2〈b ·∇e2,ε1〉. (2.3.7)

Similarly to (2.3.3)

−2〈b ·∇e2,ε1〉 ≥ −2|〈b ·∇e2,ε1〉| ≥ −δ‖ε1‖2
L2
−
‖b‖2

L∞

δ µ0
|||e2|||2, (2.3.8)

which under the same assumptions yields the estimate

|||u2−u1|||2 ≥ (1+ Λ̄)−1|||u−u1|||2−|||u−u2|||2, (2.3.9)

where Λ̄ < 1 =⇒ (1+ Λ̄)−1 > 1/2.

2.3.2 Error estimator as global upper-bound

We now recall the property that the error estimator is a global upper bound on

the error. The proof is fairly standard; see e.g. [10] (Proposition 4.1), [9] (3.6), and [8].

Lemma 2.3.2 (Error estimator as global upper-bound). Let the problem data satisfy

Assumption 2.2.1 and the mesh satisfy conditions (1) and (2) of Assumption 2.2.2. Let

T1,T2 ∈T with T2≥T1. Let uk ∈Vk the solution to (2.2.22), k = 1,2 and u the solution

to (2.1.3). Let

G = G(T2,T1) := {T ⊂T1
∣∣ T ∩ T̃ 6= /0 for some T̃ ∈T1, T̃ /∈T2}.
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Then for global constant C1 depending on the problem data D and initial mesh T0

|||u2−u1||| ≤C1η1(u1,G) (2.3.10)

and in particular

|||u−u1||| ≤C1η1(u1,T1). (2.3.11)

2.3.3 Local perturbation

The local perturbation property established in [4], analogous to the local Lipshitz

property in [8], is a key step in establishing the contraction result. This is a minor varia-

tion on Proposition 3.3 in [4] which deals with a symmetric problem. Here, we include

a convection term in the estimate. In particular, (2.3.12) shows that the difference in the

error indicators over an element T between two functions in a given finite element space

may be bounded by a fixed factor of the native norm over the patch ωT of the difference

in functions. In contrast with the analogous result in [4] the estimate (2.3.13) involves a

fixed factor of the native norm over an individual element rather than a patch as by the

continuity of A the oscillation term does not involve the jump residual.

We include the proof of (2.3.12) for completeness. The proof of (2.3.13) may

be found in [4] with the final result inferred by the absence of the jump residual in the

oscillation term.

Lemma 2.3.3 (Local perturbation). Let the problem data satisfy Assumption 2.2.1 and

the mesh satisfy condition (1) of Assumption 2.2.2. Let T ∈ T. For all T ∈ T and for

any v,w ∈ VT

ηT (v,T )≤ ηT (w,T )+ Λ̄1ηT (D,T )‖v−w‖H1(ωT ) (2.3.12)

oscT (v,T )≤ oscT (w,T )+ Λ̄2oscT (D,T )‖v−w‖H1(T ) (2.3.13)

where recalling (2.2.21) ωT is the union of T with elements in T sharing a true-

hyperface with T . The constants Λ̄1, Λ̄2 > 0 depend on the initial mesh T0, the di-

mension d and the polynomial degree n.
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Proof of (2.3.12). From (2.2.28)

η
p
T (v,T ) := hp

T‖R(v)‖p
L2(T ) +hp/2

T ‖JT (v)‖p
L2(∂T ), v ∈ VT . (2.3.14)

Denote ηT (v,T ) by η(v,T ). Set e = v−w. By linearity

R(v) = R(w+ e) = f +L (w+ e) = f +L (w)+L (e) = R(w)+L (e)

and

J(v) = J(w+ e) = J(w)+ J(e).

For p = 1 by the triangle inequality

η(v,T ) = hT‖R(w)+L (e)‖L2(T ) +h1/2
T ‖J(w)+ J(e)‖L2(∂T )

≤ η(w,T )+hT‖L (e)‖L2(T ) +h1/2
T ‖J(e)‖L2(∂T ).

For p = 2 using the generalized triangle-inequality√
(a+b)2 +(c+d)2 ≤

√
a2 + c2 +b+d, for a,b,c,d > 0 (2.3.15)

we have

η(v,T ) =
(

h2
T‖R(w)+L (e)‖2

L2(T ) +hT‖J(w)+ J(e)‖2
L2(∂T )

)1/2

≤ η(w,T )+hT‖L (e)‖L2(T ) +h1/2
T ‖J(e)‖L2(∂T ).

Consider the second term on the RHS hT‖L (e)‖L2(T ). By definition (2.2.24) of L ( · ),
the product rule applied to the diffusion term and the triangle-inequality

‖L (e)‖L2(T ) ≤ ‖divA ·∇e‖L2(T ) +‖A : D2e‖L2(T ) +‖ce‖L2(T ) +‖b ·∇e‖L2(T )
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where D2e is the Hessian of e. Consider each term. The first diffusion term

‖divA ·∇e‖L2(T ) ≤ ‖divA‖L∞(T )‖∇e‖L2(T ) (2.3.16)

by the inequality

‖v · z‖L2(T ) ≤ ‖v‖L∞(T )‖z‖L2(T ), v ∈ L∞(T ), z ∈ L2(T ). (2.3.17)

Applying (2.3.17) and inverse-estimate [3] to the second diffusion term

‖A : D2e‖L2(T ) ≤ ‖A‖L∞(T )‖D2e‖L2(T )

≤CIh−1
T ‖A‖L∞(T )‖∇e‖L2(T ). (2.3.18)

For the reaction term

‖ce‖L2(T ) ≤ ‖c‖L∞(T )‖e‖L2(T ). (2.3.19)

For the convection term applying (2.3.17)

‖b ·∇e‖L2(T ) ≤ ‖b‖L∞(T )‖∇e‖L2(T ). (2.3.20)

Consider the the jump-residual term ‖J(e)‖L2(∂T ). For each interior true-hyperface σ =

T ∩T ′, T,T ′ ∈T by (2.2.27)

J(e)
∣∣
σ

:= lim
t→0+

(A∇e)(x+ tnσ )− lim
t→0−

(A∇e)(x− tnσ )

= nσ · (A∇e)
∣∣
T −nσ · (A∇e)

∣∣
T ′ (2.3.21)

where (A∇e)
∣∣
T is understood to refer to the product of the limiting value of A∇e as the

element boundary is approached from the interior of T . By the triangle-inequality

‖J(e)‖L2(σ) ≤ ‖nσ · (A∇e)
∣∣
T‖L2(σ) +‖nσ · (A∇e)

∣∣
T ′‖L2(σ).
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By bounds for the inner-product with a unit normal and a matrix-vector product

‖φ ·n‖L2(σ) ≤ ‖φ‖L2(σ), φ ∈ L2(σ), (2.3.22)

‖Mφ‖L2(T ) ≤ ‖M‖L∞(T )‖φ‖L2(T ), M ∈ L∞(T ), φ ∈ L2(T ) (2.3.23)

obtain

‖nσ · (A∇e)
∣∣
T‖L2(σ) ≤ ‖(A∇e)

∣∣
T‖L2(σ) ≤ ‖A

∣∣
T‖L∞(σ)‖∇e

∣∣
T‖L2(σ). (2.3.24)

Applying the trace theorem and an inverse inequality to ‖∇e
∣∣
T‖L2(σ) via the inequality

‖φ‖L2(σ) ≤Ch−1/2
T ‖φ‖L2(T ), φ ∈ L2(T ) (2.3.25)

we have

‖∇e
∣∣
T‖L2(σ) ≤CT (γ̄)d−1h−1/2

T ‖∇e‖L2(T ). (2.3.26)

By the Lipschitz property of A

‖A
∣∣
T‖L∞(σ) = ‖A‖L∞(σ) ≤ ‖A‖L∞(T ). (2.3.27)

By (2.3.24), (2.3.26), (2.3.27) and comparability of mesh diameters (2.2.15)

‖J(e)‖L2(σ) ≤ 2CT (γ̄)d−1
γ

1/2
N h−1/2

T ‖A‖L∞(ωT )‖∇e‖L2(ωT ).

Element T has at most d +1 interior true-hyperfaces yielding

‖J(e)‖L2(∂T ) ≤ 2(d +1) CT (γ̄)d−1
γ

1/2
N h−1/2

T ‖A‖L∞(ωT )‖∇e‖L2(ωT )

= CJh−1/2
T ‖A‖L∞(ωT )‖∇e‖L2(ωT ).
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Putting together the terms from L and from the jump residual,

η(v,T )≤ η(w,T )+hT
(
‖divA‖L∞(T ) +CIh−1

T ‖A‖L∞(T )

+ ‖c‖L∞(T ) +‖b‖L∞(ω)
)
‖e‖H1(T ) +h1/2

T CJh−1/2
T ‖A‖L∞(ωT )‖e‖H1(ωT )

≤ η(w,T )+CTOT ′ ηT (D,T )‖v−w‖H1(ωT )

where CTOT ′ differs by a factor of 2 for p = 1,2.

2.3.4 Estimator reduction

We now establish one of the three key results we need, namely estimator re-

duction. This result is a minor variation of [4] Corollary 2.4 and is stated here for

completeness.

Theorem 2.3.4 (Estimator reduction). Let the problem data satisfy Assumption 2.2.1

and the mesh satisfy conditions (1) and (2) of Assumption 2.2.2. Let T1 ∈ T, M ⊂ T1

and T2 = REFINE(T1,M ). For p = 1 let

Λ1 := (d +2)2
Λ̄

2
1m−2

E and λ := (1−2−1/2d)2 > 0

and for p = 2 let

Λ1 := (d +2)Λ̄2
1m−2

E and λ := 1−2−1/d > 0

with Λ̄1 from 2.3.3 (Local Perturbation). Then for any v1 ∈ V1 and v2 ∈ V2 and δ > 0

η
2
2 (v2,T2)≤(1+δ )

{
η

2
1 (v1,T1)−λη

2
1 (v1,M )

}
+(1+δ

−1)Λ1η
2
0 |||v2− v1|||2.

(2.3.28)

Proof. The proofs for p = 1 and p = 2 are similar. For p = 1 it is necessary to sum over

elements before squaring and for p = 2 square first then sum over elements.

Proof for the case p = 1. By the local Lipschitz property (2.3.12)

η2(v2,T )≤ η2(v1,T )+ Λ̄1η2(D,T )‖v2− v1‖H1(ωT ). (2.3.29)
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Summing over all elements T ∈ T2, the sum of norms over ωT covers each element at

most (d + 2) times as each patch ωT is the union of element T and the (up to) d + 1

elements sharing a true-hyperface with T . Then by the coercivity (2.2.12) over Ω

η2(v2,T2)≤ η2(v1,T2)+(d +2)Λ̄1mE
−1

η
2
2 (D,T2)|||v2− v1|||. (2.3.30)

Squaring (2.3.30) and applying Young’s inequality with constant δ to the cross-term,

η
2
2 (v2,T2)≤ (1+δ )η2

2 (v1,T2)+(1+δ
−1)(d +2)2

Λ̄
2
1m−2

E η
2
2 (D,T2)|||v2− v1|||2

= (1+δ )η2
2 (v1,T2)+(1+δ

−1)Λ1η
2
2 (D,T2)|||v2− v1|||2. (2.3.31)

For an element T ∈M marked for refinement, let T2,T := {T ′ ∈ T2
∣∣ T ′ ⊂ T}.

As v1 ∈V1 has no discontinuities across element boundaries in T2,T , we have J(v1) = 0

on true hyperfaces in the interior of T2,T .

Recall the element diameter hT = |T |1/d . For an element T marked for refine-

ment, T ′ must be a proper subset of T , in particular a product of at least one bisection

so that

|T ′| ≤ 1
2
|T | ↔ |T ′|1/d ≤ 1

21/d
|T |1/d ↔ hT ′ ≤

1
21/d

hT . (2.3.32)

Then

∑
T ′∈T2,T

η2(v1,T ′)≤ ∑
T ′∈T2,T

hT ′‖R(v1)‖L2(T ′) + ∑
T ′∈T2,T

h1/2
T ′ ‖J(v)‖L2(∂T ′∩∂T )

≤ 2−1/dhT ∑
T ′∈T2,T

(
‖R(v1)‖L2(T ′)

)
+2−1/2dh1/2

T ‖J(v)‖L2(∂T )

≤ 2−1/2d
(

hT‖R(v1)‖L2(T ) +h1/2
T ‖J(v)‖L2(∂T )

)
= 2−1/2d

η1(v1,T ). (2.3.33)

For an element T /∈M , that is T ′ = T the indicator is reproduced

η2(v1,T ′) = η1(v1,T ). (2.3.34)

Sum over all T ∈ T2 by estimates (2.3.33), (2.3.34) writing the sum of indicators over
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the T1 \M as the total estimator less the indicators over the refinement set M . Let the

refined set R := {T ∈T2
∣∣ T ′ ⊂ T̃ for some T̃ ∈M } then

η2(v1,T2) = ∑
T∈T2

η2(v1,T )

= ∑
T∈T2\R

η2(v1,T )+ ∑
T∈R

η2(v1,T )

≤ η1(v1,T1)−η1(v1,M )+2−1/2d
η1(v1,M )

= η1(v1,T1)−λ1 η1(v1,M ) (2.3.35)

where λ1 = 1−2−1/2d < 1. Squaring (2.3.35)

η
2
2 (v1,T2)≤ η

2
1 (v1,T1)+λ

2
1 η

2
1 (v1,M )−2λ

2
1 η

2
1 (v1,M )

= η
2
1 (v1,T1)−λ η

2
1 (v1,M ) (2.3.36)

where λ = λ 2
1 = (1−2−1/2d)2. Applying (2.3.36) to (2.3.31) and applying monotonicity

of the data-estimator

η
2
2 (v2,T2)≤ (1+δ )

(
η

2
1 (v1,T1)−λ η

2
1 (v1,M )

)
+(1+δ

−1)Λ2
1η

2
0 (D,T0)|||v2− v1|||2.

The proof for the case p = 2 is similar and may be found in [4].

2.3.5 Contraction of AFEM

We now establish the main contraction results. The contraction result 2.3.5 is a

modification of [4] Theorem 4.1. Here we use quasi-orthogonality to establish contrac-

tion of each of the nonsymmetric problems (2.1.3) and (2.2.1).

Theorem 2.3.5 (GOAFEM contraction). Let the problem data satisfy Assumption 2.2.1

and the mesh satisfy Assumption 2.2.2. Let u the solution to (2.1.3). Let θ ∈ (0,1], and

let {Tk,Vk,uk}k≥0 be the sequence of meshes, finite element spaces and discrete solu-

tions produced by GOAFEM. Then there exist constants γ > 0 and 0 < α < 1, depending
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on the initial mesh T0 and marking parameter θ such that

|||u−uk+1|||2 + γη
2
k+1 ≤ α

2 (|||u−uk|||2 + γη
2
k
)
. (2.3.37)

The analogous result holds for the dual problem with {Tk,Vk,zk}k≥0 the sequence of

meshes, finite element spaces and discrete solutions produced by GOAFEM.

Proof. Denote

ek = u−uk, ek+1 = u−uk+1 and εk = uk+1−uk.

Let

ηk = ηk(uk,Tk), ηk(Mk) = ηk(uk,Mk) and ηk+1 = ηk+1(uk+1,Tk+1).

By the result of Estimator Reduction 2.3.4, for any δ > 0

η
2
k+1 ≤ (1+δ )

{
η

2
k −λη

2
k (Mk)

}
+(1+δ

−1)Λ1η
2
0 |||εk|||2.

Multiplying this inequality by positive constant γ (to be determined) and adding the

quasi-orthogonality estimate |||ek+1|||2 ≤ Λ|||ek|||2−|||εk|||2 obtain

|||ek+1|||2 + γη
2
k+1 ≤ Λ|||ek|||2−|||εk|||2 + γ(1+δ )

{
η

2
k −λη

2
k (Mk)

}
+ γ(1+δ

−1)Λ1η
2
0 |||εk|||2. (2.3.38)

Choose γ to eliminate |||εk||| the error between consecutive estimates by setting

γ(1+δ
−1)Λ1η

2
0 = 1 ⇐⇒ γ =

1
(1+1/δ )Λ1η2

0
⇐⇒ γ(1+δ ) =

δ

Λ1η2
0
. (2.3.39)

Applying (2.3.39) to (2.3.38) obtain

|||ek+1|||2 + γη
2
k+1 ≤ Λ|||ek|||2 + γ(1+δ )η2

k − γ(1+δ )λη
2
k (Mk). (2.3.40)



46

By the Dörfler marking strategy η2
k (Mk)≥ θ 2η2

k so that

|||ek+1|||2 + γη
2
k+1 ≤ Λ|||ek|||2 + γ(1+δ )η2

k − γ(1+δ )λθ
2
η

2
k . (2.3.41)

Split the last term by factors of β and (1−β ) for any β ∈ (0,1) to arrive at

|||ek+1|||2 + γη
2
k+1 ≤ Λ|||ek|||2 + γ(1+δ )η2

k −βγ(1+δ )λθ
2
η

2
k

− (1−β )γ(1+δ )λθ
2
η

2
k . (2.3.42)

Applying the upper-bound estimate (2.3.11) |||ek|||2 ≤C1η2
k to the term multiplied by β

then by (2.3.39)

|||ek+1|||2 + γη
2
k+1 ≤ Λ|||ek|||2−

βγ(1+δ )λθ 2

C1
|||ek|||2 + γ(1+δ )η2

k

− (1−β )γ(1+δ )λθ
2
η

2
k (2.3.43)

= Λ|||ek|||2−β
δλθ 2

C1Λ1η2
0
|||ek|||2 + γ(1+δ )η2

k

− (1−β )γ(1+δ )λθ
2
η

2
k (2.3.44)

=
(

Λ−β
δλθ 2

C1Λ1η2
0

)
|||ek|||2 + γ(1+δ )

(
1− (1−β )λθ

2)
η

2
k

(2.3.45)

= α
2
1 (δ ,β )|||ek|||2 + γα

2
2 (δ ,β )η2

k (2.3.46)

where

α
2
1 (δ ,β ) := Λ−β

λθ 2

C1Λ1η2
0

δ , α
2
2 (δ ,β ) := (1+δ )

(
1− (1−β )λθ

2) . (2.3.47)

Choose δ small enough so that

α
2 := max{α2

1 ,α2
2}< 1.
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To ensure such a δ exists in light of the quasi-orthogonality constant Λ > 1 observe

α
2
1 < 1 when δ > (Λ−1)

C1Λ1η2
0

βλθ 2

and

α
2
2 < 1 when δ <

(
1− (1−β )λθ

2)−1−1 =
(1−β )λθ 2

1− (1−β )λθ 2

so to obtain an interval of positive measure where δ may be found we require

(Λ−1)
C1Λ1η2

0
βλθ 2 <

(1−β )λθ 2

1− (1−β )λθ 2

placing a second constraint on the quasi-orthogonality constant

Λ < 1+
λ 2θ 4β (1−β )

C1Λ1η2
0 (1− (1−β )λθ 2)

(2.3.48)

where 0 < β < 1 and θ < 1 may be chosen. In order to place bounds on the growth rate

of the mesh, we further require θ < θ∗ given by (2.4.5) as discussed in section §2.4.

Notice the choice of δ small enough to satisfy α2 < 1 is always possible, as each

term may be independently driven below unity by a sufficiently small value of δ , so long

as the quasi-orthogonality constant Λ is sufficiently close to one. For a discussion on

the optimal contraction factor see Remark 4.3 in [4]; see also the discussion in [8].

2.3.6 Convergence of GOAFEM

We now derive a bound on error in the goal function.

Theorem 2.3.6 (GOAFEM functional convergence). Let the problem data satisfy As-

sumption 2.2.1 and the mesh satisfy Assumption 2.2.2. Let u the solution to (2.1.3)

and z the solution to (2.2.1). Let θ ∈ (0,1], and let {Tk,Vk,uk,zk}k≥0 be the se-

quence of meshes, finite element spaces and discrete primal and dual solutions pro-

duced by GOAFEM. Let γp the constant γ from Theorem 2.3.5 applied to the primal

problem (2.2.22) and γd the constant γ from Theorem 2.3.5 applied to the dual (2.2.23).

Then for constant α < 1 as determined by Theorem 2.3.5
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|g(u)−g(uk)| ≤ 2
{

α
2k (|||u−u0|||2 + γpη

2
0 (u0,T0)

)
− γpη

2
k

}1/2

×
{

α
2k (|||z− z0|||2 + γdζ

2
0 (z0,T0)

)
− γdζ

2
k

}1/2
.

Proof. On the primal side for all vk ∈ Vk

a(u−uk,vk) = a(u,vk)−a(uk,vk) = f (vk)− f (vk) = 0,

the primal Galerkin orthogonality property. On the dual side, g(u)= a∗(z,u) and g(uk)=

a∗(z,uk,) so that

g(u)−g(uk) = a∗(z,u−uk)

= a(u−uk,z)

= a(u−uk,z− zk). (2.3.49)

Define an inner-product α by the symmetric part of a( · , ·)

α(v,w) = 〈A∇v,∇w〉+ 〈cv,w〉,

then

|||v|||2 = a(v,v) = α(v,v),

and

a(v,w) = α(v,w)+ 〈b ·∇v,w〉.

Then as α(·, ·) is a symmetric bilinear form on Hilbert space; it is an inner product and it

induces a norm identical to the energy norm induced by a( · , ·). As such we may apply

the Cauchy-Schwarz inequality [6] to α and we’re left to handle the convection term.

a(u−uk,z− zk) = α(u−uk,z− zk)+ 〈b ·∇(u−uk),z− zk〉

≤ |||u−uk||||||z− zk|||+ 〈b ·∇(u−uk),z− zk〉. (2.3.50)
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By Hölder’s inequality followed by a duality estimate as in §2.6 on the dual error

and coercivity on the primal,

〈b ·∇(u−uk),z− zk〉 ≤ ‖b‖L∞
C∗hs

0µ
−1/2
0 |||z− zk||||||u−uk|||. (2.3.51)

Recalling Λ̄ = ‖b‖L∞
C∗hs

0µ
−1/2
0

a(u−uk,z− zk)≤ |||u−uk||||||z− zk|||+ Λ̄|||u−uk||||||z− zk|||. (2.3.52)

Under assumption (2.3.6) (Λ̄ < 1) on the initial mesh and from (2.3.49),

|g(u)−g(uk)|= |a(u−uk,z− zk)| ≤ 2|||u−uk||||||z− zk|||. (2.3.53)

From 2.3.5 there is an α < 1 such that for the primal problem with estimator ηk

|||u−uk+1|||2 ≤ α
2 (|||u−uk|||2 + γpη

2
k
)
− γpη

2
k+1 (2.3.54)

and for the dual problem with estimator ζk

|||z− zk+1|||2 ≤ α
2 (|||z− zk|||2 + γdζ

2
k
)
− γdζ

2
k+1. (2.3.55)

Iterating, we have from (2.3.54) and (2.3.55)

|||u−uk|||2 + γpη
2
k ≤ α

2k (|||u−u0|||2 + γpη
2
0
)

(2.3.56)

|||z− zk|||2 + γdζ
2
k ≤ α

2k (|||z− z0|||2 + γdζ
2
0
)
. (2.3.57)

From (2.3.53), (2.3.56) and (2.3.57) obtain the contraction of error in quantity

of interest

|g(u)−g(uk)| ≤ 2
{

α
2k (|||u−u0|||2 + γpη

2
0 (u0,T0)

)
− γpη

2
k

}1/2

×
{

α
2k (|||z− z0|||2 + γdζ

2
0 (z0,T0)

)
− γdζ

2
k

}1/2
, (2.3.58)
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or more simply

|g(u)−g(uk)|+ γpη
2
k + γdζ

2
k ≤ α

2k (|||u−u0|||2 + γpη
2
0 (u0,T0)

+|||z− z0|||2 + γdζ
2
0 (z0,T0)

)
(2.3.59)

= α
2kQ2

0 (2.3.60)

with Q0 the quasi-error on the initial mesh.

2.4 Quasi-optimal cardinality of GOAFEM

In this section we establish the quasi-optimality of GOAFEM. The result in

§2.4.5 follows from bounding the cardinality of the marked set for each of the pri-

mal and dual problems at each iteration as shown in Lemma 2.4.9. This is achieved by

assuming the primal and dual solutions belong to appropriate approximation classes as

discussed in §2.4.4, the optimality assumptions addressed in §2.4.2, and the supporting

results below. Under the optimality assumptions, the error-indicator as an upper-bound

on energy-error as shown in §2.4.1 and a bound for the oscillation term as the mesh is

refined as shown in §2.4.2, a suitable reduction in global error between two consecutive

iterations implies the respective refinement set satisfies the Dörfler property. We address

the effect of quasi-orthogonality on the necessary reduction to achieve this result.

The estimator as global lower bound on total error in §2.4.1 is used to relate

the total-error to the quasi-error in §2.4.5, connecting the contraction property for the

quasi-error established in §2.3 to the quasi-optimality of the total error in §2.4.3 which

shows the total error satisfies Céa’s Lemma.

2.4.1 Estimator as global lower bound and localized upper bound

We start with two fairly standard results that will be needed in the complexity

analysis. The global lower bound may be found in [9] Lemma 3.1 and a similar result

in [10] Proposition 4.3 and Corollary 4.4. The localized upper bound is established

in [4] Lemma 3.6.
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Lemma 2.4.1 (Global lower bound). Let the problem data satisfy Assumption 2.2.1 and

the mesh satisfy Assumption 2.2.2. Let T1,T2 ∈ T and T2 ≥ T1 a full refinement. Let

uk ∈ Vk the solution to (2.2.22), k = 1,2. Then there is a global constant c2 > 0 such

that

c2η
2
1 (u1,T1)≤ |||u−u1|||2 +osc2

1(u1,T1). (2.4.1)

Lemma 2.4.2 (Localized upper bound). Let the problem data satisfy Assumption 2.2.1

and the mesh satisfy conditions (1) and (2) of Assumption 2.2.2. Let T1,T2 ∈ T with

T2 ≥ T1. Let R := RT1→T2 the set of refined elements. Let uk ∈ Vk the solution

to (2.2.22), k = 1,2. Then there is a global constant C1 with

|||u2−u1|||2 ≤C1η
2
1 (u1,R). (2.4.2)

2.4.2 Optimality assumptions and optimal marking

In this section we consider the assumptions on marking parameter θ and the

marking strategy which allow us to characterize the growth of the adaptive mesh at each

iteration with respect to the total error in 2.4.5.

We first consider oscillation on the refined mesh, following closely [4], Corollary

3.5.

Lemma 2.4.3 (Oscillation on refined mesh). Let the problem data satisfy Assump-

tion 2.2.1 and the mesh satisfy condition (1) of Assumption 2.2.2. Let T1,T2 ∈ T with

T2 ≥T1. Let Λ2 = Λ̄2
2m−2

E with Λ̄2 from (2.3.13). Then for all v1 ∈ V1 and v2 ∈ V2

osc2
1(v1,T1∩T2)≤ 2osc2

2(v2,T1∩T2)+2Λ2osc2
0|||v1− v2|||2, (2.4.3)

where osc2
0 := osc2

T0
(D,T0).

Proof. For all elements T in the intersection T ∈T1∩T2

osc1(v1,T ) = osc2(v1,T ).
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Applying this, and noting v1 ∈V1 ⊂V2 and osc j(D,T )≤ osc0(D,T ), j = 1,2, we have

from (2.3.13)

osc2(v1,T )≤ osc2(v2,T )+ Λ̄2osc0‖v−w‖2
H1(T ).

Squaring and applying Young’s inequality with ε = 1 yields

osc2
1(v1,T )≤ 2osc2

2(v2,T )+2Λ̄
2
2osc2

0‖v1− v2‖2
H1(T ). (2.4.4)

Summing over all T ∈T1∩T2 and bounding the norm over T1∩T2 to the entire domain

to apply the coercivity estimate (2.2.9)

osc2
1(v1,T1∩T2)≤ 2osc2

2(v2,T1∩T2)+2Λ2osc2
0|||v1− v2|||2.

We now discuss some basic assumptions for complexity analysis. The optimality

assumptions follow those found in [4] with modifications in (2.4.5) to account for the

non-symmetric problem, the continuity of A and the goal-oriented method.

Assumption 2.4.4 (Optimality assumptions). Assume the following conditions.

1) The marking parameter θ satisfies θ ∈ (0,θ∗) with

θ∗ =
c2

1+C1(1+ Λ̄+2Λ2osc2
0)

, with osc0 = osc2
0(D,T0) (2.4.5)

and Λ̄ given by (2.3.6). As the data oscillation given by (2.2.35) is identical for

the primal and dual problems and the other constants depend only on global data,

θ∗ may be assumed the same for both the primal an dual problems.

2) A marked set Mk of optimal cardinality (up to a factor of two) is selected

(see [10]).

3) The distribution of refinement edges on T0 satsifies condition (b) of section 4

in [12].
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We now consider a basic result on optimal marking. This lemma is a variation

of Lemma 5.9 in [4], modified to use quasi-orthogonality 2.3.1 rather than Galerkin

orthogonality.

Lemma 2.4.5 (Optimal marking). Let the problem data satisfy Assumption 2.2.1 and

the mesh satisfy Assumption 2.2.2. Let T1,T2 ∈ T. Let uk ∈ Vk the solution to (2.2.22),

k = 1,2. Let the marking parameter θ satisfy condition (1) of Assumption 2.4.4.

Let T2 ≥T1 satisfy

|||u−u2|||2 +osc2
2 ≤

µ

α

(
|||u−u1|||2 +osc2

1
)

(2.4.6)

which implies

α|||u−u2|||2 +osc2
2 ≤ µ

(
|||u−u1|||2 +osc2

1
)

(2.4.7)

for µ := 1
2(1− θ 2

θ 2
∗
) and α =(1+Λ̄), Λ̄∈ (0,1) given by (2.3.6) in the quasi-orthogonality

argument and where

osc1 = osc1(u1,T1), osc2 = osc2(u2,T2), and η1 = η1(u1,T1).

Then the set R := RT1→T2 satisfies the Dörfler property

η1(u1,R)≥ θη1(u1,T1).

Proof. (See [4] Lemma 5.9). As 0 < 2µ < 1, multiply inequality (2.4.1) by 1− 2µ to

obtain

(1−2µ)c2η
2
1 ≤ |||u−u1|||2 +osc2

1−2µ
(
|||u−u1|||2 +osc2

1
)
.

Applying (2.4.7)

(1−2µ)c2η
2
1 ≤ |||u−u1|||2−α|||u−u2|||2 +osc2

1−2osc2
2.

Rearranging terms obtain

osc2
1−2osc2

2 ≥ (1−2µ)c2η
2
1 +α|||u−u2|||2−|||u−u1|||2. (2.4.8)
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By the second quasi-orthogonality estimate (2.3.9)

(1+ Λ̄)|||u−u2|||2−|||u−u1|||2 ≥−(1+ Λ̄)|||u1−u2|||2

where 0 < Λ̄ < 1. Applying (2.4.2)

(1+ Λ̄)|||u−u2|||2−|||u−u1|||2 ≥−(1+ Λ̄)C1η
2
1 (u1,R). (2.4.9)

Combining (2.4.9) with (2.4.8) obtain

osc2
1−2osc2

2 ≥ (1−2µ)c2η
2
1 − (1+ Λ̄)C1η

2
1 (u1,R). (2.4.10)

For refined elements T ∈R use the dominance of the estimator over the oscillation

osc2
1(u1,T )≤ η

2
1 (u1,T ).

For elements T ∈T1∩T2 (2.4.3) yields

osc2
1(u1,T1∩T2)−2osc2

2(u2,T1∩T2)≤ 2Λ2osc2
0|||u1−u2|||2.

Then

osc2
1(u1,T1)−2osc2

2(u2,T2)≤ η
2
1 (u1,R)+2Λ2osc2

0|||u1−u2|||2.

Applying (2.4.2) to the last term

osc2
1(u1,T1)−2osc2

2(u2,T2)≤ (1+2C1Λ2osc2
0)η

2
1 (u1,R). (2.4.11)

Rearranging terms in (2.4.11) and applying (2.4.10)

η
2
1 (u1,R)≥

(1−2µ)c2η2
1 − (1+ Λ̄)C1η2

1 (u1,R)
(1+2C1Λ2osc2

0)
.
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Combining like terms obtain

η
2
1 (u1,R)≥ (1−2µ)c2

1+C1(1+ Λ̄+2Λ2osc2
0)

η
2
1 .

Applying the definitions of µ and θ∗ obtain the result

η
2
1 (u1,R)≥ θ

2
η

2
1 .

Due to the use of quasi-orthogonality, the required assumption (2.4.7) is stronger

than

|||u−u2|||2 +osc2
2 ≤ µ

(
|||u−u1|||2 +osc2

1
)

the condition in [4] for the symmetric problem, but it is also weaker than

|||u−u2|||2 +osc2
2 ≤

µ

α

(
|||u−u1|||2 +osc2

1
)

where α = 1+ Λ̄ > 1, formally similar to the symmetric estimate. We may impose this

stronger condition for ease of analysis, however in practice this says that the increase

in error-reduction we require of the finer mesh needs only come from the energy-norm

error, not the oscillation.

We recall a standard result on the mesh overlap, see [4] Lemma 3.7.

Lemma 2.4.6 (Overlay of meshes). Let the mesh satisfy condition (1) of Assumption

2.2.2. Let T1,T2 ∈ T. Then the overlay T = T1⊕T2 is conforming and satisfies

#T ≤ #T1 +#T2−#T0.

2.4.3 Quasi-optimality of total errror

We show the total error satisfies Céa’s Lemma; e.g. see [4] Lemma 5.2. This ver-

sion appropriate for the non-symmetric problem relies quasi-orthogonality 2.3.1 rather

than Galerkin orthogonality.
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Theorem 2.4.7 (Quasi-optimality of total error). Let the problem data satisfy Assump-

tion 2.2.1 and the mesh satisfy Assumption 2.2.2. Let T1 ∈ T. Let u the solution

of (2.1.3) and u1 ∈ V1 the solution of (2.2.22). Then there is a constant CD depend-

ing on the initial mesh T0 and the problem data D such that

|||u−u1|||2 +osc2
1(u1,T1)≤CD inf

v∈V1

(
|||u− v|||2 +osc2

1(v,T1)
)
. (2.4.12)

Proof. For ε > 0 choose vε ∈ V1 with

|||u− vε |||2 +osc2
1(vε ,T1)≤ (1+ ε) inf

v∈V1

(
|||u− v|||2 +osc2

1(v,T1)
)
.

By (2.4.3) with T2 = T1 obtain

osc2
1(v1,T1)≤ 2osc2

1(vε ,T1)+2Λ2osc2
0|||u1− vε |||2. (2.4.13)

By the same reasoning as (2.3.1) obtain

|||u−u1|||2 + |||u1− vε |||2 ≤ Λ|||u− vε |||2

which implies

|||u−u1|||2 ≤ Λ|||u− vε |||2 and |||u1− vε |||2 ≤ Λ|||u− vε |||2. (2.4.14)

From (2.4.13) and (2.4.14) obtain

|||u−u1|||2 +osc2
1(u1,T1)≤ Λ|||u− vε |||2 +2osc2

1(vε ,T1)+2Λ2osc2
0|||u1− vε |||2

≤ Λ
(
1+2Λ2osc2

0
)
|||u− vε |||2 +2osc1(vε ,T1).

Set CD := max{2,Λ
(
1+2Λ2osc2

0
)
} then

|||u−u1|||2 +osc2
1(u1,T1)≤CD

(
|||u− vε |||2 +osc1(vε ,T1)

)
≤CD(1+ ε) inf

v∈V1

(
|||u− v|||2 +osc2

1(v,T1)
)
.
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Letting ε → 0 establishes the result.

2.4.4 Approximation classes and approximation property

For problem with solution, forcing function and data (u, f ,D) and dual problem

(z,g,D∗), membership in an appropriate approximation class says the solution u (respec-

tively z) may be approximated within a given tolerance by finite element approximation

while the cardinality of the mesh required to achieve the tolerance satisfies (2.4.18).

For N > 0 let TN the set of conforming triangulations generated from the initial

mesh T0 such that the increase in cardinality is at most N

TN := {T ∈ T
∣∣ #T −#T0 ≤ N}.

For s > 0 define the standard approximation classes for solutions based on the energy

error

As :=
{

v ∈ V
∣∣ sup

N>0
(Ns inf

T ∈TN
inf

vT ∈VT

|||v− vT |||< ∞

}
(2.4.15)

and for L2 data

¯As :=
{

g ∈ L2(Ω)
∣∣ sup

N>0
(Ns inf

T ∈TN
‖h(g−Π

2
2n−2g)‖L2(Ω)) < ∞

}
. (2.4.16)

Define a measure of approximation based on the total error

σ(N;v, f ,D) := inf
T ∈TN

inf
vT ∈VT

(
|||v− vT |||2 +osc2

T (vT ,T )
) 1

2

and denote the total error of vT ∈ VT by

E(v,T ) :=
(
|||v− vT |||2 +osc2

T (vT ,T )
)1/2

and the approximation class based on the total error for s > 0

As :=
{

(v, f ,D)
∣∣ |v, f ,D|s := sup

N>0
(Ns

σ(N;v, f ,D)) < ∞

}
. (2.4.17)

See [4] Lemma 5.3 and Lemma 5.4 for a discussion on the relation between the classes
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As,As and ¯As. The results in this paper are developed with respect to the class As based

on the total error.

Membership of the primal and dual solutions in the approximation classes As

and At is applied via the use of the two properties discussed in this section.

Lemma 2.4.8 (Approximation property). Let the mesh satisfy condition (1) of Assump-

tion 2.2.2. Let u the solution to (2.1.3). Assume u ∈ As and σ(1;u, f ,D) > 0. Then

given ε > 0 there is a global constant C depending only on the initial mesh T0 and the

problem data D, a partition Tε ∈T and a vε ∈ VTε
such that

C|u, f ,D|s ≥ (#T0−Tε)s
ε (2.4.18)

E(vε ,Tε)≤ ε. (2.4.19)

Proof. By (2.4.17) and property of the supremum, for any N > 0

|u, f ,D|s ≥ Ns
σ(N;u, f ,D) (2.4.20)

where N = #T − #T0. Given ε > 0 consider all N > 0 such that σ(N;u, f ,D) ≥ ε . If

there is no such N, let Nε = 1. By (2.4.20)

|u, f ,D|s ≥ σ1 =
σ1

ε
ε where σ1 := σ(1;u, f ,D).

Applying the assumption σ(1;u, f ,D) > 0

ε

σ1
|u, f ,D|s ≥ ε

establishing (2.4.18) with C = ε/σ1. Also

σ(1;u, f ,D) = inf
T ∈T1

inf
v∈VT1

E(v,T ) < ε

so there is Tε ∈T1 and vε ∈VTε
so that E(vε ,Tε)≤ ε establishing (2.4.19). Otherwise,

there is N > 0 with σ(N;u, f ,D) ≥ ε . As the infimum over the total error goes to zero
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as N→ ∞ this holds for finitely many N so define

K := max{N > 0
∣∣ σ(N;u, f ,D)≥ ε}. (2.4.21)

By (2.4.20) and (2.4.21)

|u, f ,D|s ≥ Ks
σ(K;u, f ,D)≥ Ks

ε. (2.4.22)

Let Nε = 2K.

|u, f ,D|s ≥ Ks
ε = 2−sNs

εε =⇒ C|u, f ,D|s ≥ Ns
εε

with C = 2s establishing (2.4.18). By (2.4.21) and property of the infimum with Nε > K

σ(Nε ;u, f ;D) = inf
T ∈TNε

inf
v∈Vε

E(v,T )≤ inf
T ∈TNK

inf
v∈Vε

E(v,T ) < ε

implying E(vε ,Tε)≤ ε for some Tε ∈ Tε and a vε ∈ VTε
establishing (2.4.19).

2.4.5 Cardinality of Mk and quasi-optimality of the mesh

The results on the cardinality of Mk and quasi-optimality are variations on [4]

Lemma 5.10 and Theorem 5.11. Here we address the goal-oriented method discussed

in 2.2.3.

Lemma 2.4.9 (Cardinality of Mk). Let the problem data satisfy Assumption 2.2.1 and

the mesh satisfy Assumption 2.2.2. Assume conditions (1) and (2) of Assumption 2.4.4.

Let u the solution of (2.1.3) and z the solution of (2.2.1). Let {Tk,Vk,uk,zk}k≥0 the se-

quence of meshes, finite element spaces and discrete primal and dual solutions produced

by GOAFEM. If (u, f ,D) ∈ As and (z,g,D∗) ∈ At we have

#Mk ≤ 2C

{
(1+ Λ̄)1/2s

(
1− θ 2

θ 2
∗

)−1/2s

|u, f ,D|1/s
s C1/2s

D E−1/s
k (uk,Tk)

+(1+ Λ̄)1/2t
(

1− θ 2

θ 2
∗

)−1/2t

|z,g,D∗|1/t
t C1/2t

D E−1/t
k (zk,Tk)

}
(2.4.23)

where CD is the constant from (2.4.12) and the total errors in the primal and dual prob-
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lems

E2
k (uk,Tk) := |||u−uk|||2 +osc2

k(uk,Tk)

E2
k (zk,Tk) := |||z− zk|||2 +osc2

k(zk,Tk).

Proof. Set µ̃ = 1
2

(
1− θ 2

θ 2
∗

)
(1+ Λ̄)−1 with Λ̄ given by (2.3.6).

ε
2
p := µ̃C−1

D E2
k (uk,Tk), and ε

2
d := µ̃C−1

D E2
k (zk,Tk).

As (u, f ,D) ∈ As, by the properties in section 2.4.4 there is a Tp ∈ T and a vp ∈ VTp

such that

#Tp−#T0 ≤C|u, f ,D|1/s
s ε

−1/s
p (2.4.24)

|||u− vp|||2 +osc2
Tp

(vp,Tp)≤ ε
2
p. (2.4.25)

Similarly for (z,g,D∗) ∈ At , there is a Td ∈ T and a wd ∈ VTd such that

#Td−#T0 ≤C|z,g,D∗|1/t
t ε

−1/t
d (2.4.26)

|||z−wd|||2 +osc2
Td

(wd,Td)≤ ε
2
d . (2.4.27)

Let T2 := Tk ⊕ (Tp ⊕Td) as in Lemma 2.4.6. Let u2 ∈ V2 the Galerkin solution

to (2.2.22) and z2 ∈ V2 the respective solution to (2.2.23) . See there is a reduction in

the total error by a factor of µ̃ from uk to u2 (respectively zk to z2). Since T2 ≥ Tp by

Theorem 2.4.7, monotonicity of infimum over total error and (2.4.25)

|||u−u2|||2 +osc2
2(u2,T2)≤CD inf

v∈V2

(
|||u− v|||2 +osc2

2(v,T2)
)

≤CDε
2
p

= µ̃
(
|||u−uk|||2 +osc2

k(uk,Tk)
)
. (2.4.28)

Similarly for the dual problem

|||z− z2|||2 +osc2
2(z2,T2)≤ µ̃

(
|||z− zk|||2 +osc2

k(zk,Tk)
)
. (2.4.29)
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This satisfies the hypothesis (2.4.6) in each problem so applying 2.4.2 the refining subset

R := RTk→T2 ⊂ Tk satisfies the Dörfler property for θ ≤ θ∗. The marking procedure

selects a subset for marking Mk ⊂ Tk of minimal cardinality up to a factor of two so

that by Lemma 2.4.6

#Mk ≤ 2#R ≤ 2(#T2−#Tk)≤ 2
{
(#Tp−#T0)+(#Td−#T0)

}
. (2.4.30)

By (2.4.30), (2.4.24), the definition of εp and εd , (2.4.28) and the definition of µ

#Mk ≤ 2
{
(#Tp−#T0)+(#Td−#T0)

}
≤ 2C

{
|u, f ,D|1/s

s ε
−1/s
p + |z,g,D∗|1/t

t ε
−1/t
d

}
= 2C

{
(1+ Λ̄)1/2s

(
1− θ 2

θ 2
∗

)−1/2s

|u, f ,D|1/s
s C1/2s

D E−1/s
k (uk,Tk)

+(1+ Λ̄)1/2t
(

1− θ 2

θ 2
∗

)−1/2t

|z,g,D∗|1/t
t C1/2t

D E−1/t
k (zk,Tk).

}

Theorem 2.4.10 (Quasi-optimality). Let the problem data satisfy Assumption 2.2.1 and

the mesh satisfy Assumption 2.2.2. Let Assumption 2.4.4 be satisfied by GOAFEM. Let u

the solution of (2.1.3) and z the solution of (2.2.1). Let {Tk,Vk,uk,zk}k≥0 the sequence

of meshes, finite element spaces and discrete primal and dual solutions produced by

GOAFEM. Let (u, f ,D) ∈ As and (z,g,D∗) ∈ At . Then

#Tk−#T0 ≤ Sθ

{
Mp

(
1+

γp

c2

)1/2s

Q−1/s
k (uk,Tk)

+ Md

(
1+

γd

c2

)1/2t

Q−1/t
k (zk,Tk)

}
.

Proof. Let the total error in primal and dual problems Ek(uk,Tk) and Ek(zk,Tk) as in
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Lemma 2.4.9. Denote the quasi-error in each problem by

Q2
k(uk,Tk) := |||u−uk|||2 + γpη

2
k (uk,Tk),

Q2
k(zk,Tk) := |||z− zk|||2 + γdζ

2
k (zk,Tk).

As shown in [2] Theorem 2.4 there is a global constant C f which satisfies

#Tk−#T0 ≤C f

k−1

∑
j=0

#M j for all k ≥ 1

and by (2.4.23)

#Mk ≤ 2C

{
(1+ Λ̄)1/2s

(
1− θ 2

θ 2
∗

)−1/2s

|u, f ,D|1/s
s C1/2s

D E−1/s
k (uk,Tk)

+(1+ Λ̄)1/2t
(

1− θ 2

θ 2
∗

)−1/2t

|z,g,D∗|1/t
t C1/2t

D E−1/t
k (zk,Tk)

}

then we have

#Tk−#T0 ≤Mp

k−1

∑
j=0

Ek(uk,Tk)−1/s +Md

k−1

∑
j=0

Ek(zk,Tk)−1/t (2.4.31)

with the constants

Mp := 2C fC(1+ Λ̄)1/2s
(

1− θ 2

θ 2
∗

)−1/2s

|u, f ,D|1/s
s C1/2s

D

Md := 2C fC(1+ Λ̄)1/2t
(

1− θ 2

θ 2
∗

)−1/2t

|z,g,D∗|1/t
t C1/2t

D .

From the domination of the error estimator over the oscillation and the lower bound on

total error (2.4.1) we have the equivalence of the total error and quasi-error

|||u−u j|||2 + γposc2
j(u j,T j)≤ |||u−u j|||2 + γpη

2
j (u j,T j)

≤
(

1+
γp

c2

)
E2

j (u j,T j). (2.4.32)
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or

E−1/s
j (u j,T j)≤

(
1+

γp

c2

)1/2s

Q−1/s
j (u j,T j) (2.4.33)

and similarly for the dual problem

E−1/t
j (z j,T j)≤

(
1+

γd

c2

)1/2t

Q−1/t
j (z j,T j). (2.4.34)

By the contraction result on the quasi-error (3.4.39) for 0≤ j ≤ k−1

Q2
k(uk,Tk)≤ α

2(k− j)Q2
j(u j,T j) and Q2

k(zk,Tk)≤ α
2(k− j)Q2

j(z j,T j). (2.4.35)

Putting together (2.4.31), (2.4.33) and (2.4.35) obtain

#Tk−#T0 ≤Mp

k−1

∑
j=0

Ek(uk,Tk)−1/s +Md

k−1

∑
j=0

Ek(zk,Tk)−1/t

≤

{
Mp

(
1+

γp

c2

)1/2s

Qk(uk,Tk)−1/s

+Md

(
1+

γd

c2

)1/2t

Qk(zk,Tk)−1/t

}
k

∑
j=1

α
j/s

where the geometric series in α < 1 is bounded by Sθ = α1/s(1−α1/s)−1. Then

#Tk−#T0 ≤ Sθ

{
Mp

(
1+

γp

c2

)1/2s

Qk(uk,Tk)−1/s

+Md

(
1+

γd

c2

)1/2t

Qk(zk,Tk)−1/t

}

≤ Sθ

{
Mp

(
1+

γp

c2

)1/2s (
|||u−uk|||2 + γposc2

k(uk,Tk)
)−1/2s

+ Md

(
1+

γd

c2

)1/2t (
|||z− zk|||2 + γdosc2

k(zk,Tk)
)−1/2t

}
.

As seen in (2.4.32) the total error and quasi-error are equivalent up to a constant so this

result may be viewed with respect to either the quasi- or total-error.
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2.5 Conclusion

In this article we developed convergence theory for a class of goal-oriented adap-

tive finite element methods for second order nonsymmetric linear elliptic equations. In

particular, we established contraction and quasi-optimality results for a method of this

type for the elliptic problem (2.1.1)–(2.1.2) with A Lipschitz, almost-everywhere sym-

metric positive definite (SPD), with b divergence-free, and with c≥ 0. We first described

the problem class in some detail, with a brief review of conforming finite element dis-

cretization and error-estimate-driven adaptive finite element methods (AFEM). We then

described a goal-oriented variation of standard AFEM (GOAFEM). Following the recent

work of Mommer and Stevenson [10] for symmetric problems, we established contrac-

tion of GOAFEM. We also showed convergence in the sense of the goal function. Our

analysis approach was signficantly different from that of Mommer and Stevenson [10],

and involved the combination of the recent contraction frameworks of Cascon et. al [4],

Nochetto, Siebert, and Veeser [11], and of Holst, Tsogtgerel, and Zhu [8]. We also did

a careful complexity analysis, and established quasi-optimal cardinality of GOAFEM.

Problems that were not yet addressed include allowing for jump discontinuities

in the diffusion cofficient, and allowing for lower-order nonlinear terms. We will address

both of these aspects in a future work.

2.6 Appendix

Duality

We include an appendix discussion of the duality argument used in the quasi-

orthogonality estimate in an effort to make the paper more self-contained.

Let u ∈ H1
0 (Ω) the variational solution to (2.1.3) and u1 ∈ V1 the Galerkin solu-

tion to (2.2.22). Assume for any g ∈ L2(Ω) the solution w to the dual problem (2.2.1)

belongs to H2(Ω)∩H1
0 (Ω) and

|w|H2(Ω) ≤ KR‖g‖L2(Ω). (2.6.1)
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Then

‖u−u1‖L2 ≤Ch0|||u−u1|||. (2.6.2)

If w ∈ H2
loc(Ω)∩H1

0 (Ω) but w /∈ H2(Ω) due to the angles of a nonconvex poly-

hedral domain Ω then w ∈ H1+s for some 0 < s < 1 where s depends on the angles of

∂Ω. Assume in this case for any g ∈ L2

|w|H1+s(Ω) ≤ KR‖g‖L2(Ω) (2.6.3)

then

‖u−u1‖L2 ≤Chs
0|||u−u1|||. (2.6.4)

As discussed in [5], [6] and [1] the regularity assumptions are reasonable based

on the continuity of the diffusion coefficients ai j and the convection and reaction coeffi-

cients bi and c in L∞(Ω).

Proof of (2.6.2): The proof follows the duality arguments in [1] and [3].

Let w ∈ H1
0 (Ω) the solution to the dual problem

a∗(w,v) = 〈u−u1,v〉, v ∈ H1
0 (Ω). (2.6.5)

Let I h a global interpolator based on refinement T1. Assume I hw is C0 and

the corresponding shape functions have approximation order m. For m = 2

‖w−I hw‖H1 ≤CI hT1|w|H2. (2.6.6)

As discussed in [1] the interpolation estimate over reference element T̂ fol-

lows from the Bramble-Hilbert lemma applied to the bounded linear functional f (û) =

〈û−I hû, v̂〉 where v̂∈Ht(T̂ ) is arbitrary then set to û−I hû. The Sobolev semi-norms

for t = 0,1 over elements T ∈ T are bounded via change of variables to the reference

element. Summing over T ∈T and combining semi-norms into a norm estimate estab-

lishes (2.6.6).

By (2.6.1) we have the bound

|w|H2 ≤ KR‖u−u1‖L2. (2.6.7)
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By the identity a(v,y) = a∗(y,v) write the primal form of the variational problems

a(u,v) = f (v), v ∈ H1
0 (Ω) (2.6.8)

a(u1,v) = f (v), v ∈ V1 (2.6.9)

a(v,w) = 〈u−u1,v〉, v ∈ H1
0 (Ω). (2.6.10)

Taking v = u−u1 ∈ H1
0 in (2.6.10)

a(u−u1,w) = 〈u−u1,u−u1〉= ‖u−u1‖2
L2

. (2.6.11)

Combining (2.6.8) and (2.6.9) we have the Galerkin orthogonality result

a(u−u1,v) = 0, v ∈ V1. (2.6.12)

Then by (2.6.11) and (2.6.12) noting the interpolant of the dual solution I hw ∈ V1

‖u−u1‖2
L2

= a(u−u1,w) = a(u−u1,w−I hw). (2.6.13)

Starting with (2.6.13) and applying continuity (2.2.8), interpolation estimate (2.6.6) and

elliptic regularity (2.6.7)

‖u−u1‖2
L2
≤Mc‖u−u1‖H1‖w−I hw‖H1

≤Mc‖u−u1‖H1CI hT1|w|H2

≤ KRMcCI h0‖u−u1‖H1‖u−u1‖L2 .

Canceling one factor of ‖u−u1‖L2 and applying coercivity (2.2.9)

‖u−u1‖L2 ≤
Mc

mE
CI KRh0|||u−u1|||. (2.6.14)

Depending on the regularity of the boundary ∂Ω the solution w may have less

regularity: w ∈ H2
loc(Ω) but w /∈ H2(Ω). In particular, we may have w ∈ H1+s for some
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s ∈ (0,1). In that case obtain the more general estimate

‖w−I hw‖H1 ≤ C̃I hs
0|w|1+s

yielding

‖u−u1‖L2 ≤
Mc

mE
C̃I KRhs

0|||u−u1|||.

The value of s is found by considering all corners of boundary ∂Ω. Writing the

interior angle at each corner by ω = π/α it holds for α > 0 and arbitrary ε > 0

ω = π/α =⇒ w ∈ H1+α−ε

and if π/(p j +1)≤ ω ≤ π/p j for a set of integers p j characterizing the corners

of ∂Ω

‖w−I hw‖H1 ≤Chs|w|1+s

where s = min{p j,1} and s = 1 in the case of a smooth boundary or a convex polyhedral

domain. Details may be found in [1] and [13].
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CONVERGENCE OF GOAL-ORIENTED ADAPTIVE FINITE ELEMENT

METHODS FOR SEMILINEAR PROBLEMS

MICHAEL HOLST, SARA POLLOCK, AND YUNRONG ZHU

ABSTRACT. In this article we develop convergence theory for a class of goal-

oriented adaptive finite element algorithms for second order semilinear elliptic equa-

tions. We first introduce several approximate dual problems, and briefly discuss the tar-

get problem class. We then review some standard facts concerning conforming finite el-

ement discretization and error-estimate-driven adaptive finite element methods (AFEM).

We include a brief summary of a priori estimates for semilinear problems, and then de-

scribe goal-oriented variations of the standard approach to AFEM (GOAFEM). Follow-

ing the recent approach of Mommer-Stevenson and Holst-Pollock for linear problems,

we establish a contraction result for the primal problem. We then develop some addi-

tional estimates that make it possible to establish contraction of the combined primal-

dual quasi-error, and subsequently show convergence in the sense of the quantity of

interest. Numerical experiments support the theoretical results.



71

3.1 Introduction

In this article we develop convergence theory for a class of goal-oriented adap-

tive finite element methods for second order semilinear equations. In particular, we

establish strong contraction results for a method of this type for the problem:{
N (u) :=−∇ · (A∇u)+b(u) = f , in Ω,

u = 0, on ∂Ω,
(3.1.1)

with f ∈ L2(Ω) and Ω⊂Rd (d = 2 or 3) a polyhedral domain. We consider the problem

with A : Ω→ Rd×d Lipschitz and almost-everywhere (a.e.) symmetric positive definite

(SPD). The standard weak formulation of the primal problem reads: Find u ∈ H1
0 (Ω)

such that

〈N (u),v〉 := a(u,v)+ 〈b(u),v〉= f (v), ∀v ∈ H1
0 (Ω), (3.1.2)

where

a(u,v) =
∫

Ω

A∇u ·∇v dx. (3.1.3)

In many practical applications, one is more interested in certain physical quanti-

ties of the solution, referred to as “quantities of interest”, such as (weighted) averages,

flow rates or velocities. These quantities of interest are usually charactered by the value

g(u), where u is the solution and g is a linear functional associated with a particular

“goal”. Given a numerical approximation uh to the solution u, goal-oriented error esti-

mates use duality techniques rather than the energy norm alone to estimate the error in

the quantity of interest . The solution of the dual problem can be interpreted as the gen-

eralized Green’s function, or the influence function with respect to the linear functional,

which often quantifies the stability properties of the computed solution. There has been

a lot of recent work on developing reliable and accurate a posteriori error estimators for

goal-oriented adaptivity, see [12, 4, 5, 14, 35, 13, 18, 19, 30] and the references cited

therein.

Our interest in this paper is developing a goal-oriented adaptive algorithm for

semilinear problems (3.1.2) along with a corresponding strong contraction result, fol-
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lowing the recent approach in [32, 23] for linear problems. One of the main challenges

in the nonlinear problem that we don’t see in the linear case is the dependence of the

dual problem on the primal solution u. As it is not practical to work with a dual prob-

lem we cannot accurately form, we develop a method for semilinear problems in which

adaptive mesh refinement is driven both by residual-based approximation to the error in

u, and in a sequence of approximate dual problems which only depend on the numerical

solution from the previous step. While globally reducing the error in the primal problem

necessarily yields a good approximation to the goal error g(u−uh), methods of the type

we describe here bias the error reduction in the direction of the goal-function g in the

interest of achieving an accurate approximation in fewer adaptive iterations.

Contraction of the adaptive finite element algorithm for the (primal) semilinear

problem (3.1.2) has been established in [25] and [22]. Here we recall the contraction

argument for the primal problem and use a generalization of this technique to establish

the contraction of a linear combination of the primal and limiting dual quasi-errors by

means of a computable sequence of approximate dual problems. We relate this result to

a bound on the error in the quantity of interest. Following [25], the contraction argu-

ment follows from first establishing three preliminary results for two successive AFEM

approximations u1 and u2, and respectively ẑ1 and ẑ2 of the primal and limiting dual

problems.

1) Quasi-orthogonality: There exists ΛG > 1 such that

|||u−u2|||2 ≤ ΛG|||u−u1|||2−|||u2−u1|||2.

2) Error estimator as upper bound on error: There exists C1 > 0 such that

|||u−uk|||2 ≤C1η
2
k (uk,Tk), k = 1,2.

3) Estimator reduction: For M the marked set that takes refinement T1→ T2, for

positive constants λ < 1 and Λ1 and any δ > 0

η
2
2 (v2,T2)≤ (1+δ ){η2

1 (v1,T1)−λη
2
1 (v1,M )}+(1+δ

−1)Λ1η
2
0 |||v2− v1|||.
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For the primal problem, the mesh at each iteration may be marked for refinement with

respect to the error indicators following the Dörfler marking strategy (cf. [11]). In the

case of the dual, the limiting estimator as used in the contraction argument is related

to a computable quantity. This quantity is the dual estimator, based on the residual

of the approximate dual sequence. The mesh is marked for refinement with respect to

this set of error indicators, which correspond to the approximate dual problem at each

iteration. The transformation between limiting and approximate dual estimators couples

the contraction of error in the limiting dual to the primal problem. The final result is the

contraction of what we refer to here as the combined quasi-error

Q̄2(u j, ẑ j) := |||ẑ− ẑ j|||2 + γζ
2
2 (ẑ j)+π|||u−u j|||2 +πγpη

2
2 (u j),

which is the sum of the quasi-error as in [8] for the limiting dual problem and a multiple

of the quasi-error for the primal problem. The contraction of this property as shown in

Theorem 3.5.9 establishes the contraction of the error in the goal function as shown in

Corollary 3.5.10.

Our analysis is based on the recent contraction framework for semilinear and

more general nonlinear problems developed by Holst, Tsogtgerel, and Zhu [25], and

by Bank, Holst, Szypowski and Zhu [2], and those for linear problems developed by

Cascon, Kreuzer, Nochetto and Siebert [8], and by Nochetto, Siebert, and Veeser [34].

In addressing the goal-oriented problem we base our framework on that of Mommer

and Stevenson [32] for symmetric linear problems and Holst and Pollock [23] for non-

symmetric problems. We note also two other recent convergence results in the literature

for goal-oriented adaptive methods applied to self-adjoint linear problems, namely [10]

and [33], both providing convergence rates in agreement with those in [32]. The analysis

of the goal-oriented method for nonlinear problems is signficantly more complex than

the previous analysis for linear problems in [32, 23]. Here, we are faced with analyzing

linearized and approximate dual sequences as opposed to a single dual problem in order

to establish contraction with respect to the quantity of interest. However, this approach

allows us to establish a contraction result for the goal-oriented method, which appears to

be the first result of this type for nonlinear problems. The linearized dual in the context

of goal-oriented adaptive methods is described below, following e.g. Estep et. al in [14]
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and [15].

Outline of the paper. The remainder of the paper is structured as follows. In

§3.2, we introduce the approximate, linearized and limiting dual problems. We briefly

discuss the problem class and review some standard facts concerning conforming fi-

nite element discretization and error-estimate-driven adaptive finite element methods

(AFEM). In §3.2.2 we include a brief summary of a priori estimates for the semilin-

ear problem. In §3.3, we describe a goal-oriented variation of the standard approach to

AFEM (GOAFEM). In §3.4 we discuss contraction theorems for the primal problem.

In §3.5 we introduce additional estimates necessary for the contraction of the combined

quasi-error and convergence in the sense of the quantity of interest. Lastly, in §3.6 we

present some numerical experiments that support our theoretical results.

3.2 Preliminaries

In this section, we state both the (nonlinear) primal problem and its finite ele-

ment discretization. We then introduce the linearized dual problem, and consider some

variants of this problem which are of use in the subsequent computation and analysis.

Consider the semilinear problem (3.1.2), where as in (3.1.3) we define the bilin-

ear form

a(u,v) = (A∇u,∇v)

with (·, ·) denoting the L2 inner-product over Ω⊂ Rd . We make the following assump-

tions on the data:

Assumption 3.2.1 (Problem data). The problem data D = (A,b, f ) satisfies

1) A : Ω→ Rd×d is Lipschitz continuous and a.e. symmetric positive-definite with

ess inf x∈Ωλmin(A(x)) = µ0 > 0,

ess sup x∈Ωλmax(A(x)) = µ1 < ∞.

2) b : Ω×R→ R is smooth on the second argument. Here and in the remainder of

the paper, we write b(u) instead of b(x,u) for simplicity. Moreover, we assume
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that b is monotone (increasing):

b′(ξ )≥ 0, for all ξ ∈ R.

3) f ∈ L2(Ω).

The native norm is the Sobolev H1 norm given by ‖v‖2
H1 = (∇v,∇v) + (v,v).

Continuity of a( · , ·) follows from the Hölder inequality, and bounding the L2 norm of

the function and its gradient by the H1 norm

a(u,v)≤ µ1‖u‖H1‖v‖H1 = ME ‖u‖H1‖v‖H1. (3.2.1)

Define the energy semi-norm by the principal part of the differential operator |||v|||2 :=

a(v,v). The coercivity of a( · , ·) follows from the Poincaré inequality with constant CΩ

a(v,v)≥ µ0|v|2H1 ≥CΩµ0‖v‖2
H1 = m2

E ‖v‖2
H1, (3.2.2)

which establishes the energy semi-norm as a norm. Putting this together with (3.2.1)

establishes the equivalence between the native and energy norms.

3.2.1 Linearized dual problems

Given a linear funcitonal g ∈ L2(Ω), the objective in goal-oriented error estima-

tion is to relate the residual to the error in the quantity of interest. This involves solving

a dual problem whose solution z satisfies the relation g(u−uh) = 〈R(uh),z〉. In the linear

case, the appropriate dual problem is the formal adjoint of the primal (cf. [31, 23]). For

b nonlinear, the primal problem (3.1.2) does not have an exact formal adjoint. In this

case we obtain the dual by linearization. Formally, given a numerical approximation u j

to the exact solution u, the residual is given by

R(u j) := f −N (u j) = N (u)−N (u j).



76

If z j ∈ H1
0 (Ω) solves the following linearized dual problem

a(z j,v)+ 〈B jz j,v〉= g(v), ∀v ∈ H1
0 (Ω), (3.2.3)

where g(v) :=
∫

Ω
gvdx and the operator B j is given by

B j :=
∫ 1

0
b′(ξ u+(1−ξ )u j) dξ =

∫ 1

0
b′(u j +(u−u j)ξ ) dξ , (3.2.4)

then the goal-oriented error g(e j) can be represented exactly by the inner product of z j

and R(u j):

g(e j) = 〈R(u j),z j〉.

In fact, by definition of the residual R(u j), we have

〈z j,R(u j)〉= a(z j,e j)+ 〈z j,b(u)−b(u j)〉= a(z j,e j)+ 〈B jz j,v〉= g(e j).

Here we used the integral mean value identity:

b(u)−b(u j) =
∫ 1

0
b′(u j +(u−u j)ξ ) dξ (u−u j) = B j(u−u j).

The derivation and numerical use of the linearized dual problem is further discussed

in [15, 14, 21].

Unfortunately, the dual problem (3.2.3) is not practical because the operator B j

depends on the exact solution u. In order to define a computable dual operator, we

introduce the approximate operator b′(u j), which lead to the following approximate

dual problem: Find ẑ j ∈ H1
0 (Ω) such that

a(ẑ j,v)+ 〈b′(u j)ẑ j,v〉= g(v), ∀v ∈ H1
0 (Ω). (3.2.5)

The equation (3.2.5) is instrumental for defining a computable a posteriori error indica-

tor for the dual problem.

A further difficulty arises in the analysis of the goal-oriented adaptive algorithm

driven by the a posteriori error estimators for the approximate dual problem (3.2.5). Due
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to the dependence on u j, (3.2.5) changes at each step of the adaptive algorithm. This

is one of the essential differences of the nonlinear problem as compared to the linear

cases in the previous literature (cf. [32, 23]). To handle this obstacle, we introduce the

limiting dual problem: Find ẑ ∈ H1
0 (Ω) such that

a(ẑ,v)+ 〈b′(u)ẑ,v〉= g(v), ∀v ∈ H1
0 (Ω). (3.2.6)

While the operator b′(u) is a function of the exact solution u and is not a computable

quantity, it is the operator used in the limit of both the linearized dual (3.2.3) and approx-

imate dual problems (3.2.5) as u j→ u. Therefore, both the linearized and approximate

sequences approach the same limiting problem (3.2.6). Our contraction result in Theo-

rem 3.5.9 is written with respect to the limiting dual problem as defined by the operator

b′(u).

3.2.2 Finite Element Approximation

For a given conforming, shape-regular triangulation T of Ω consisting of close

simplices T ∈T , we define the finite element space

VT := H1
0 (Ω)∩ ∏

T∈T
Pn(T ) and Vk := VTk , (3.2.7)

where Pn(T ) is the space of polynomials degree degree n over T . For any subset S ⊆
T ,

VT (S ) := H1
0 (Ω)∩∏

T∈S
Pn(T ). (3.2.8)

Given a triangulation T , we denote hT := maxT∈T hT where hT := |T |1/d. In

particular, we denote h0 := hT0 for an initial (conforming, shape-regular) triangulation

T0 of Ω. Then the adaptive algorithm discussed below generates a nested sequence of

conforming refinements {Tk}, with Tk ≥T j for k≥ j meaning that Tk is a conforming

triangulation of Ω based on certain refinements of T j. With this notation, we also simply

denote by Vk := VTk the finite element space defined on Tk.

The finite element approximation of the primal problem (3.1.2) reads: Find uk ∈
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Vk such that

a(uk,vk)+ 〈b(uk),vk〉= f (vk), vk ∈ Vk, (3.2.9)

and the finite element approximation of (3.2.5) linearized about u j is given by: Find

ẑ j
k ∈ Vk such that

a(ẑ j
k,vk)+ 〈b′(u j)ẑ

j
k,vk〉= g(vk) for all vk ∈ Vk. (3.2.10)

Finally, for the purpose of analysis, we require the discrete limiting dual problem (cf.

(3.2.6)) given by: Find ẑk ∈ Vk such that

a(ẑk,vk)+ 〈b′(u)ẑk,vk〉= g(vk) for all vk ∈ Vk. (3.2.11)

Existence and uniqueness of solutions to the primal problems (3.1.2) and (3.2.9)

follow from standard variational or fixed-point arguments as in [38] and [29]. For the

dual problems (3.2.5)-(3.2.6) and (3.2.10)-(3.2.11) the existence and uniqueness of so-

lutions follow from the standard Lax-Milgram Theorem as in [17], since we assumed

that b′(ξ )≥ 0.

We make the following assumption on the a priori L∞ bounds of the solutions to

the primal problems (3.1.2) and (3.2.9):

Assumption 3.2.2 (A priori bounds). Let u and uk be the solution to (3.1.2) and (3.2.9),

respectively. We assume that there are u−,u+ ∈ L∞ which satisfy

u−(x)≤ u(x),uk(x)≤ u+(x) for almost every x ∈Ω. (3.2.12)

Remark 3.2.3. The L∞ bound on u follows from the standard maximum principle, as

discussed in [3, Theorem 2.4] and [24, Theorem 2.3]. There has been a lot of literature

on the L∞ bounds on the discrete solution, usually with additional angle condition of the

triangulation (cf. [28, 26, 27, 24] and the references cited therein). On the other hand,

if b satisfies the (sub)critical growth condition, as stated in [3, Assumption (A4)], then

the L∞ bounds on the discrete solution uk are satisfied without angle conditions on the

mesh, see [3] for more details.

Assumption 3.2.1 together with Assumption 3.2.2 yield the following properties
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on the continuous and discrete solutions as summarized below.

Proposition 3.2.4. Let the problem data satisfy Assumption 3.2.1 and Assumption 3.2.2.

The following properties hold:

1) b is Lipschitz on [u−,u+]∩H1
0 (Ω) for a.e. x ∈Ω with constant B.

2) b′ is Lipschitz on [u−,u+]∩H1
0 (Ω) for a.e. x ∈Ω with constant Θ.

3) Let ẑ the solution to (3.2.6), ẑ j
j the solution to (3.2.10) and let ẑ j the solution

to (3.2.11). Then there are z−,z+ ∈ L∞ which satisfy

z−(x) < ẑ(x), ẑ j(x), ẑ
j
j(x)≤ z+(x) for almost every x ∈Ω, j ∈ N. (3.2.13)

3.3 Goal Oriented AFEM

In this section, we describe the goal oriented adaptive finite element method

(GOAFEM), which is based on the standard AFEM algorithm:

SOLVE → ESTIMATE → MARK → REFINE .

Below, we explain each procedure.

Procedure SOLVE. The procedure SOLVE involves solving (3.2.9) for u j, computing

b′(u j) to form problem (3.2.10) and solving (3.2.10) for ẑ j
j. In the analysis that follows,

we assume for simplicity that the exact Galerkin solution is found on each mesh refine-

ment. In practice the nonlinear problem (3.2.9) may be solved by a standard inexact

Newton + multilevel algorithm as in [2]. The approximate dual problem (3.2.10) may

be solved by any standard linear-time iterative method.

Procedure ESTIMATE. We use a fairly standard residual-based element-wise error es-

timator for both primal and approximate dual problems. Recall that the residual of

the primal problem is given by R(v) = f −N (v) with N (v) = −∇ · (A∇v) + b(v).

For the limiting and approximate dual problems, we define the local strong form by

L̂ ∗(v) :=−∇ · (A∇v)+b′(u)(v), and L̂ ∗
j (v) :=−∇ · (A∇v)+b′(u j)(v). The limiting
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and approximate dual residuals given respectively by

R∗(v) := g− L̂ ∗(v), and R̂∗j(v) := g− L̂ ∗
j (v). (3.3.1)

The jump residual for both the primal and linearized dual problems is:

JT (v) := J[A∇v] ·nK∂T ,

where J · K is given by JφK∂T := limt→0 φ(x + tn)− φ(x− tn)and n is taken to be the

appropriate outward normal defined on ∂T . On boundary edges σb we have J[A∇v] ·
nKσb ≡ 0 so that J[A∇v] · nK∂T = J[A∇v] · nK∂T∩Ω. The error indicator for the primal

problem (3.2.9) is given by

η
2
T (v,T ) := h2

T‖R(v)‖2
L2(T ) +hT‖JT (v)‖2

L2(∂T ), v ∈ VT . (3.3.2)

Similarly, the dual error-indicator is given by the approximate residual

ζ
2
T , j(w,T ) := h2

T‖R̂∗j(w)‖2
L2(T ) +hT‖JT (w)‖2

L2(∂T ), w ∈ VT . (3.3.3)

This dual indicator is defined in terms of the approximate dual operator b′(u j) as this is a

computable quantity given an an approximation u j. In addition, for purpose of analysis

we define the limiting dual error-indicator by

ζ
2
T (w,T ) := h2

T‖R̂∗(w)‖2
L2(T ) +hT‖JT (w)‖2

L2(∂T ), w ∈ VT . (3.3.4)

We remark that the limiting dual indicator as given by (3.3.4) is not computable. For

any given subset S ⊂ T , the error estimators on S are given by the l2 sum of error

indicators over elements in the space.

η
2
T (v,S ) := ∑

T∈S
η

2
T (v,T ), v ∈ VT .
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The dual energy estimator is:

ζ
2
T , j(w,S ) := ∑

T∈S
ζ

2
T , j(w,T ), w ∈ VT ,

and the limiting estimator

ζ
2
T (w,S ) := ∑

T∈S
ζ

2
T (w,T ), w ∈ VT .

To simplify the notation, below we will omit “S ” in the above definitions if S = T

and we will use ηk to denote ηTk , and similarly use ζk,· to denote ζTk,·.

As in [8] it is not difficult to verify that the indicators for the primal and ap-

proximate (respectively limiting) dual problems satisfy the monotonicity property for

v ∈ V(T1) and T2 ≥T1

η2(v,T2)≤ η1(v,T1), ζ2, j(v,T2)≤ ζ1, j(v,T1) and ζ2(v,T2)≤ ζ1(v,T1). (3.3.5)

For an element T ∈T2∩T1

η2(v,T ) = η1(v,T ), ζ2, j(v,T ) = ζ1, j(v,T ) and ζ2(v,T ) = ζ1(v,T ). (3.3.6)

Procedure MARK. The Dörfler marking strategy for the goal-oriented problem is based

on the following steps as in [32]:

1) Given θ ∈ (0,1), mark sets for each of the primal and dual problems:

• Mark a set Mp ⊂Tk such that

η
2
k (uk,Mp)≥ θ

2
η

2
k (uk,Tk). (3.3.7)

• Mark a set Md ⊂Tk such that

ζ
2
k,k(ẑ

k
k,Md)≥ θ

2
ζ

2
k,k(ẑ

k
k,Tk). (3.3.8)

2) Let M = Mp ∪Md the union of sets found for the primal and dual problems
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respectively.

As in [23] the set M differs from that in [32], where the set of lesser cardinality between

Mp and Md is used. As seen in (3.3.8) the mesh is marked with respect to the dual

indicators of the approximate-sequence solutions ẑk
k as these are computable quantities.

Sets Mp and Md with optimal cardinality (up to a factor of 2) can be chosen in linear

time by binning the elements rather than performing a full sort [32].

Procedure REFINE. The refinement (including the completion) is performed according

to newest vertex bisection which was first proposed in [36]. It has been proved that the

bisection procedure will preserve the shape-regularity of the initial triangulation T0.

The complexity and other properties of this procedure are now well-understood (see for

example [6] and the references cited therein), and will simply be exploited here.

3.4 Contraction for the primal problem

Here we discuss the contraction of the primal problem (3.1.2), recalling results

from [25], [24] and [2]. The contraction argument relies on three main convergence

results, namely quasi-orthogonality, error-estimator as upper bound on error and esti-

mator reduction. We include the analogous results here for the limiting dual problem

when they are identical or nearly identical.

3.4.1 Quasi-orthogonality

Orthogonality in the energy-norm |||u−u2|||2 = |||u−u1|||2−|||u2−u1|||2 does not

generally hold in the semilinear problem. We rely on the weaker quasi-orthogonality re-

sult to establish contraction of AFEM (GOAFEM). The proof of the quasi-orthogonality

relies on the following L2-lifting property.

Lemma 3.4.1 (L2-lifting). Let the problem data satisfy Assumption 3.2.1 and Assump-

tion 3.2.2. Let u be the exact solution to (3.1.2), and u1 ∈ V1 the Galerkin solution

to (3.2.9). Let w ∈ H1+s(Ω)∩H1
0 (Ω) for some 0 < s ≤ 1 be the solution to the dual
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problem: Find w ∈ H1
0 (Ω) such that

a(w,v)+ 〈B1w,v〉= 〈u−u1,v〉, v ∈ H1
0 (Ω), (3.4.1)

where the operator B1 is defined by B1 :=
∫ 1

0 b′(ξ u +(1− ξ )u1) dξ . As in [9, 16, 1]

we assume the regularity

|w|H1+s(Ω) ≤ KR‖u−u1‖L2(Ω) (3.4.2)

based on the continuity of the diffusion coefficients ai j and B1 ∈ L∞(Ω) . Then

‖u−u1‖L2 ≤C∗hs
0|||u−u1|||. (3.4.3)

Proof. The proof follows the standard duality arguments in [1], [23] and [7], adapted

for the semilinear problem. Let I h : H1
0 (Ω)→ V1 be a quasi-interpolator, satisfying

‖w−I hw‖H1 ≤CI hs
T1
|w|H1+s (3.4.4)

‖w−I hw‖L2 ≤ ĈI h1+s
T1
|w|H1+s. (3.4.5)

as discussed in [1], [37] and [23].

Consider the linearized dual problem (3.4.1) with v = u−u1 ∈H1
0 (Ω) expressed

in primal form

a(u−u1,w)+ 〈B1(u−u1),w〉= ‖u−u1‖2
L2

. (3.4.6)

By Galerkin orthogonality, for I hw ∈ V1

a(u−u1,I
hw)+ 〈B1(u−u1),I hw〉= 0. (3.4.7)

Subtracting (3.4.7) from (3.4.6)

a(u−u1,w−I hw)+ 〈b(u)−b(u1),w−I hw〉= ‖u−u1‖2
L2

. (3.4.8)

Then by (3.2.1) continuity of a( · , ·), the Hölder inequality and Lipschitz continuity of
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b (Proposition 3.2.4):

‖u−u1‖2
L2
≤ME ‖u−u1‖H1‖w−I hw‖H1 +B‖u−u1‖L2‖w−I hw‖L2. (3.4.9)

By coercivity (3.2.2), interpolation estimate (3.4.4), and regularity (3.4.2) on the first

term on the RHS of (3.4.9)

ME ‖u−u1‖H1‖w−I hw‖H1 ≤
ME

mE
CI hs

0|||u−u1||||w|H1+s

≤ ME

mE
KRCI hs

0|||u−u1|||‖u−u1‖L2. (3.4.10)

For the second term of (3.4.9), apply (3.4.5) followed by (3.4.2) and coercivity to the

interpolation error yielding

B‖u−u1‖L2‖w−I hw‖L2 ≤ BĈI h1+s
0 ‖u−u1‖L2|w|H1+s

≤ KRBĈI h1+s
0 ‖u−u1‖L2‖u−u1‖L2

≤ (m−1
E KRBĈI h0)hs

0‖u−u1‖L2|||u−u1|||. (3.4.11)

Applying (3.4.10) and (3.4.11) to (3.4.9), we obtain

‖u−u1‖L2 ≤ m−1
E KR

(
ME CI +BĈI h0

)
hs

0|||u−u1|||. (3.4.12)

This completes the proof.

Remark 3.4.2. This proof yields the related result for ui ∈ Vi the solution to (3.2.9),

i = 1,2

‖u2−u1‖L2 ≤C∗hs
0|||u2−u1|||. (3.4.13)

The proof of (3.4.13) follows by replacing u by u2 in 3.4.1. In particular, the dual

problem (3.4.1) is replaced by: Find w ∈ V2 such that

a(w,v)+ 〈B12w,v〉= (u2−u1,v), v ∈ V2, (3.4.14)

where the operator B12 :=
∫ 1

0 b′(ξ u2 +(1−ξ )u1) dξ .
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Remark 3.4.3. As the dual problem (3.4.1) changes at each iteration, so may the reg-

ularity constant as given by (3.4.2) as well as the interpolation constants as given

by (3.4.4) and (3.4.5). As such, the previous lemma shows a C∗,k for k = 1,2, . . .. As

the algorithm is run finitely many times, we consolidate these C∗,k into a single constant

C∗ for simplicity of presentation.

Now we are in position to show the quasi-orthogonality.

Lemma 3.4.4 (Quasi-orthogonality). Let the problem data satisfy Assumption 3.2.1 and

Assumption 3.2.2. Let T1,T2 be two conforming triangulation of Ω with T2 ≥ T1. Let

u ∈ H1
0 (Ω) the exact solution to (3.1.2), ui ∈ Vi the solution to (3.2.9), i = 1,2. There

exists a constant C∗ > 0 depending on the problem data D and initial mesh T0, and a

number 0 < s≤ 1 related to the angles of ∂Ω, such that if the meshsize h0 of the initial

mesh satisfies Λ̄ := Bm−1
E C∗hs

0 < 1, then

|||u−u2|||2 ≤ Λ|||u− v̄|||2−|||u2− v̄|||2, ∀v̄ ∈ V2, (3.4.15)

and in particular for v̄ = u1 ∈ V1 ⊂ V2

|||u−u2|||2 ≤ ΛG|||u−u1|||2−|||u2−u1|||2, (3.4.16)

where

Λ := (1−Bm−1
E C∗hs

0)
−1 and ΛG := (1−BC2

∗h
2s
0 )−1

and C∗ is the constant from Lemma 3.4.1.

Proof. For any given v̄ ∈ V2, we have

|||u−u2|||2 = |||u− v̄|||2−|||v̄−u2|||2 +2a(u−u2, v̄−u2). (3.4.17)

By Galerkin orthogonality

a(u−u2,v)+ 〈b(u)−b(u2),v〉= 0 for all v ∈ V2, (3.4.18)
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and taking v = v̄−u2 in (3.4.18), we have

2a(u−u2, v̄−u2)≤ 2|〈b(u)−b(u2), v̄−u2〉|

≤ 2B‖u−u2‖L2‖v̄−u2‖L2. (3.4.19)

Here we used Hölder inequality and the Lipschitz property on b (cf. Proposition 3.2.4).

In the case of (3.4.15) applying L2-lifting Lemma 3.4.1 to the first factor on the

RHS and (3.2.2) coercivity to the second followed by Young’s inequality, we obtain

2B‖u−u2‖L2‖v̄−u2‖L2 ≤ 2Bm−1
E C∗hs

0|||u−u2||||||v̄−u2|||

≤ Bm−1
E C∗hs

0|||u−u2|||2 +Bm−1
E C∗hs

0|||v̄−u2|||2. (3.4.20)

Applying (3.4.20) via (3.4.19) to (3.4.17)

(1−Bm−1
E C∗hs

0)|||u−u2|||2 ≤ |||u− v̄|||2− (1−Bm−1
E C∗hs

0)|||v̄−u2|||2.

Assuming Λ̄ := Bm−1
E C∗hs

0 < 1, we have

|||u−u2|||2 ≤ Λ|||u− v̄|||2−|||v̄−u2|||2 (3.4.21)

with Λ = (1−Bm−1
E C∗hs

0)
−1.

In the case of (3.4.16) applying L2-lifting (Lemma 3.4.1) to each norm on the

RHS of (3.4.19) by means of Remark 3.4.2 then applying Young’s inequality

2B‖u−u2‖L2‖u1−u2‖L2 ≤ 2Bh2s
0 C2
∗ |||u−u2||||||u1−u2|||

≤ Bh2s
0 C2
∗ |||u−u2|||2 +BC2

∗h
2s
0 |||u1−u2|||2. (3.4.22)

Following the same procedure as above yields

|||u−u2|||2 ≤ ΛG|||u−u1|||2−|||u1−u2|||2 (3.4.23)

with ΛG = (1−BC2
∗h

2s
0 )−1 with the weaker mesh assumption Λ̄G := BC2

∗h
2s
0 < 1.

We note that the second Galerkin orthogonality estimate (3.4.23) sharpens our
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results but is not essential to establishing them.

3.4.2 Error Estimator as Global Upper-bound

The second key result for the contraction of the primal problem is the error es-

timator as a global upper bound on the energy error, up to a global constant. The result

for the semilinear problem is established in [25] and [2] with a clear generalization to

the approximate dual sequence, also see [8] and [31] for the linear cases. The proof of

this result follows from the general a posteriori error estimation framework developed

in [39, 40].

Lemma 3.4.5 (Error estimator as global upper-bound). Let the problem data satisfy

Assumption 3.2.1 and Assumption 3.2.2. Let Tk be a conforming refinement of T0. Let

u ∈ H1
0 (Ω) and uk ∈ Vk be the solutions to (3.1.2) and (3.2.9), respectively. Similarly,

let ẑ ∈ H1
0 (Ω) and ẑk ∈ Vk be the solutions to (3.2.6) and (3.2.11), respectively. Then

there is a global constant C1 depending only on the problem data D and initial mesh T0

such that

|||u−uk||| ≤C1ηk(uk) (3.4.24)

and

|||ẑ− ẑk||| ≤C1ζk(ẑk). (3.4.25)

3.4.3 Estimator Reduction

The local Lipschitz property as in [25], analogous to the local perturbation prop-

erty established in [8], is a key step in establishing estimator reduction leading to the

contraction result. For any T ∈T , we denote

ωT := T ∪{T ′ ∈T
∣∣ T ∩T ′ is a true-hyperface of T}. (3.4.26)

Here, for a d-simplex T , a true-hyperface is a d−1 sub-simplex of T , e.g., a face in 3D

or an edge in 2D. We also define the data estimator on each element T ∈T as

η
2
T (D,T ) = h2

T

(
‖divA‖2

L∞(T ) +h−2
T ‖A‖

2
L∞(ωT ) +B2

)
, (3.4.27)
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and denote ηT (D,S ) = maxT∈S ηT (D,T ) for any subset S ⊆ T . In particular, we

denote by η0 := ηT0(D,T0) the data estimator on the initial mesh. As the grid is refined,

the data estimator satisfies the monotonicity property for refinements T2 ≥T1 (cf. [8]):

η2(D,T2)≤ η1(D,T1). (3.4.28)

Lemma 3.4.6 (Local Lipschitz Property). Let the problem data satisfy Assumption 3.2.1

and Assumption 3.2.2. Let T be a conforming refinement of T0. Then for all T ∈ T

and for any v,w ∈ VT

|ηT (v,T )−ηT (w,T )| ≤ Λ̄1ηT (D,T )‖v−w‖H1(ωT ). (3.4.29)

The constant Λ̄1 > 0 depends on the dimension d and the initial mesh T0.

Proof. The proof follows those in [8] and [23]. We sketch the proof below. From (3.3.2)

η
2
T (v,T ) := h2

T‖R(v)‖2
L2(T ) +hT‖JT (v)‖2

L2(∂T ), v ∈ VT . (3.4.30)

Set e = v−w and by definition of the residual, we get

R(v) = f −N (w+ e)

= f +∇ · (A∇w)−b(w)+∇ · (A∇e)−
∫ 1

0
b′(w+ξ e) dξ e

= R(w)+D(e),

where D(e) := ∇ ·(A∇e)−
∫ 1

0 b′(w+ξ e) dξ e. Using the generalized triangle-inequality√
(a+b)2 +(c+d)2 ≤

√
a2 + c2 +b+d, for a,b,c,d > 0

and linearity of the jump residual we have

ηT (v,T ) =
(

h2
T‖R(w)+D(e)‖2

L2(T ) +hT‖J(w)+ J(e)‖2
L2(∂T )

)1/2

≤ ηT (w,T )+hT‖D(e)‖L2(T ) +h1/2
T ‖J(e)‖L2(∂T ). (3.4.31)
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For the second term of (3.4.31), by triangle inequality we obtain

‖D(e)‖L2(T ) ≤ ‖∇ · (A∇e)‖L2(T ) +
∥∥∥∥∫ 1

0
b′(w+ξ e) dξ e

∥∥∥∥
L2(T )

. (3.4.32)

By the inverse inequality, the diffusion term satisfies the bound

‖∇ · (A∇e)‖L2(T ) ≤ ‖divA ·∇e‖L2(T ) +‖A : D2e‖L2(T )

≤
(
‖divA‖L∞(T ) +CIh−1

T ‖A‖L∞(T )
)
‖∇e‖L2(T ), (3.4.33)

where D2e is the Hessian of e. The second term in (3.4.32) is bounded by∥∥∥∥∫ 1

0
b′(w+ξ e) dξ e

∥∥∥∥
L2(T )

≤ B‖e‖L2(T ). (3.4.34)

The jump term in (3.4.31) satisfies

‖J(e)‖L2(∂T ) ≤ 2(d +1) CT h−1/2
T ‖A‖L∞(ωT )‖∇e‖L2(ωT )

= CJh−1/2
T ‖A‖L∞(ωT )‖∇e‖L2(ωT ), (3.4.35)

where CT depends on the shape-regularity of the triangulation. Putting together (3.4.31),

(3.4.33), (3.4.34) and (3.4.35), we obtain

ηT (v,T )≤ ηT (w,T )+hT
(
‖divA‖L∞(T ) +(CI +CJ)h−1

T ‖A‖L∞(ωT ) +B
)
‖e‖H1(ωT )

≤ ηT (w,T )+CTOT ηT (D,T )‖v−w‖H1(ωT ). (3.4.36)

This completes the proof.

The local perturbation property as demonstrated in Lemma 3.4.6 (respectively,

Lemma 3.5.4 below) leads to estimator reduction, one of the three key ingredients for

contraction of the both the primal and combined quasi-errors. This result holds for both

the primal and limiting dual problems, whose proof can be found in [8, Corollary 2.4]

or [23, Theorem 3.4].

Theorem 3.4.7 (Estimator reduction). Let the problem data satisfy Assumption 3.2.1

and Assumption 3.2.2. Let T1 be a conforming refinements of T0, M ⊂ T1 be the
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marked set, and T2 = REFINE(T1,M ). Let

Λ1 := (d +2)Λ̄2
1m−2

E and λ := 1−2−1/d > 0

with Λ̄1 from Lemma 3.4.6 (local Lipschitz property). Then for any v1 ∈V1 and v2 ∈V2

and δ > 0

η
2
2 (v2,T2)≤(1+δ )

{
η

2
1 (v1,T1)−λη

2
1 (v1,M )

}
+(1+δ

−1)Λ1η
2
0 |||v2− v1|||2.

(3.4.37)

Analogously for the limiting dual problem

ζ
2
2 (v2,T2)≤(1+δ )

{
ζ

2
1 (v1,T1)−λζ

2
1 (v1,M )

}
+(1+δ

−1)Λ1η
2
0 |||v2− v1|||2.

(3.4.38)

The contraction of the primal (semilinear) problem is established in [25] and [22]

based on Lemma 3.4.4, Lemma 3.4.5 and Theorem 3.4.7 as discussed above.

Theorem 3.4.8 (Contraction of the primal problem). Let the problem data satisfy As-

sumption 3.2.1 and Assumption 3.2.2. Let u the solution to (3.1.2). Let θ ∈ (0,1], and let

{T j,V j,u j} j≥0 be the sequence of meshes, finite element spaces and discrete solutions

produced by GOAFEM. Then there exist constants γp > 0 and 0 < α < 1, depending on

the initial mesh T0 and marking parameter θ such that

|||u−u j+1|||2 + γpη
2
j+1 ≤ α

2 (|||u−u j|||2 + γpη
2
j
)
. (3.4.39)

3.5 Contraction and Convergence of GOAFEM

In this section, we discuss the contraction and convergence of the GOAFEM

described in §3.3. In particular, we show that the GOAFEM algorithm generates a se-

quence {T j,V j,u j, ẑ j} j≥0 which contracts not only in the primal error as shown in §3.4,

but also in a linear combination of the primal and limiting dual error. We emphasize that

it would be difficult to derive convergence results in terms of problem (3.2.3) or (3.2.5),

because at each refinement the problem is changing. So we show contraction in terms
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of the error in the limiting dual problem (3.2.6) as the target equation is fixed over the

entire adaptive algorithm. Our approach to contraction in this section again relies on

three main components: quasi-orthogonality, error-estimator as upper bound on error

and estimator reduction. Here we discuss the relevant results for the limiting dual prob-

lem with an emphasis on those that differ significantly from the corresponding results

for the primal problem. Note the limiting dual problem is not computable. We connect

the error for the limiting dual problem to the computable quantities in the GOAFEM al-

gorithm. For this purpose, we introduce Lemma 3.5.7, converting between limiting and

approximate estimators in order to apply the Dörfler property to a computable quantity;

and Lemma 3.5.8, bounding the discrete error between approximate and limiting dual

solutions in terms of the primal error. We put these results together in Theorem 3.5.9

to establish the contraction of the combined quasi-error. Finally, the contraction of this

form of the error is related to the error in the quantity of interest in Corollary 3.5.10.

3.5.1 Quasi-orthogonality for Limiting-dual Problem

Similar to the proof of the quasi-orthogonality for the primal problem, we make

use of an L2-lifting argument for the limiting-dual problem. Let ẑ ∈ H1
0 (Ω) and ẑ1 ∈ V1

be the solutions to (3.2.6) and (3.2.11), respectively. We again use the duality argument,

and introduce the problem: Find y ∈ H1
0 (Ω) such that

a(y,v)+ 〈b′(u)y,v〉= (ẑ− ẑ1,v) for all v ∈ H1
0 (Ω) (3.5.1)

Then we have the following L2-lifting result for the limiting-dual problem.

Lemma 3.5.1 (Limiting-dual L2-lifting). Let the problem data satisfy Assumption 3.2.1

and Assumption 3.2.2. Let T1 be a conforming triangulation, and ẑ∈H1
0 (Ω) and ẑ1 ∈V1

be the solutions to (3.2.6) and (3.2.11), respectively. Assume that the solution y to (3.5.1)

belongs to H1+s(Ω)∩H1
0 (Ω) for some 0 < s≤ 1 such that

|y|H1+s(Ω) ≤ K̄R‖ẑ− ẑ1‖L2(Ω). (3.5.2)
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Then

‖ẑ− ẑ1‖ ≤ Ĉ∗hs
0|||ẑ− ẑ1|||. (3.5.3)

Proof. The proof follows that of Lemma 3.4.1. As in (3.4.12), we obtain for the limiting

dual estimate (3.5.3)

‖ẑ− ẑ1‖L2 ≤ m−1
E K̄R

(
ME C̄I +BC̆I h0

)
hs

0|||ẑ− ẑ1|||. (3.5.4)

Remark 3.5.2. To apply L2-lifting to the difference between two Galerkin solutions,

ẑ2 ∈ V2 and ẑ1 ∈V1 where T2 ≥T1, we use the same proof with (3.5.1) replaced by the

problem: Find y ∈ V2 such that

a(y,v)+ 〈b′(u)y,v〉= 〈ẑ2− ẑ1,v〉 for all v ∈ V2. (3.5.5)

By means of Lemma 3.5.1, we obtain the quasi-orthogonality for the limiting-

dual problem.

Lemma 3.5.3 (Quasi-orthogonality for Limiting Dual Problem). Let the problem data

satisfy Assumption 3.2.1, and T1,T2 be two conforming triangulations with T2 ≥ T1.

Let ẑ ∈H1
0 (Ω) the solution to (3.2.6) and ẑi ∈Vi the solution to (3.2.11), i = 1,2. There

exists a constant Ĉ∗ > 0 depending on the problem data D and initial mesh T0, and a

number 0 < s≤ 1 related to the regularity of (3.5.1), such that for sufficiently small h0

we have

|||ẑ− ẑ2|||2 ≤ Λ̂|||ẑ− v̄|||2−|||ẑ2− v̄|||2, ∀v̄ ∈ V2, (3.5.6)

and in particular for v̄ = ẑ1

|||ẑ− ẑ2|||2 ≤ Λ̂G|||ẑ− ẑ1|||2−|||ẑ2− ẑ1|||2 (3.5.7)

where

Λ̂ := (1−Bm−1
E Ĉ∗hs

0)
−1 and Λ̂G := (1−BĈ2

∗h
2s
0 )−1
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and Ĉ∗ is the constant from Lemma 3.5.1.

Proof. The proof follows same arguments as in Lemma 3.4.4, except that in place of the

inequality in (3.4.18) we have for the limiting dual problem

a(u−u2,v)+ 〈b′(u)(ẑ− ẑ2),v〉= 0 for all v ∈ V2, (3.5.8)

yielding

2a(ẑ− ẑ2, v̄− ẑ2)≤ 2B‖ẑ− ẑ2‖L2‖v̄− ẑ2‖L2, (3.5.9)

as in (3.4.19). The rest of the proof is similar to Lemma 3.4.4, and we omit it here.

3.5.2 Estimator Perturbations for Dual Sequence

As we have seen in Theorem 3.4.7, the local Lipschitz (local perturbation) prop-

erty (cf. Lemma 3.4.6) plays a key role in deriving the estimator reduction property used

to convert between estimators on different refinement levels in both the primal and lim-

iting dual problems. The following lemma gives similar local Lipschitz properties for

the approximate and limiting dual problems on a given refinement level.

Lemma 3.5.4 (Local Lipschitz Property for Dual Estimators). Let the problem data

satisfy Assumption 3.2.1 and Assumption 3.2.2. Let T be a conforming refinement of

T0. Then for all T ∈T and for any v,w ∈ VT , it holds that

|ζT , j(v,T )−ζT , j(w,T )| ≤ Λ̄1ηT (D,T )‖v−w‖H1(ωT ). (3.5.10)

In particular, for the error indicator of the limiting dual problem we have

|ζT (v,T )−ζT (w,T )| ≤ Λ̄1ηT (D,T )‖v−w‖H1(ωT ). (3.5.11)

The constant Λ̄1 > 0 depends on the dimension d and the regularity of the initial mesh

T0.

Proof. The proof follows those in [8], [23] and is nearly identical to Lemma 3.4.6. It is
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sketched here. To prove (3.5.10), by (3.3.3) we have

ζ
2
T , j(v,T ) := h2

T‖R̂∗j(v)‖2
L2(T ) +hT‖JT (v)‖2

L2(∂T ), v ∈ VT . (3.5.12)

Setting e = v−w and applying linearity to the definition of the dual residual as given

by (3.3.1), we obtain

R̂∗j(v) = g+ L̂ ∗
j (w+ e) = R̂∗j(w)+ L̂ ∗

j (e).

By the same reasoning as (3.4.31), we get

ζT , j(v,T )≤ ζT , j(w,T )+hT‖L̂ ∗
j (e)‖L2(T ) +h1/2

T ‖J(e)‖L2(∂T ). (3.5.13)

The term L̂ ∗
j (respectively L̂ ∗ for the limiting dual) in (3.5.13) satisfies the same bound

as the analogous term D in (3.4.31) of Lemma 3.4.6. Hence the bounds (3.5.10)

and (3.5.11) hold with the same constants as in (3.4.29).

With the help of Lemma 3.5.4, we are able to derive the following corollary,

which addresses the error induced by switching between error indicators corresponding

to the approximate and limiting dual problems on a given element.

Corollary 3.5.5. Let the problem data satisfy Assumption 3.2.1 and Assumption 3.2.2.

Let T be a conforming refinement of T0, and u,u j are the solutions to (3.1.2) and (3.2.9)

problems, respectively. Let Θ and KZ the constants given in Proposition 3.2.4. For all

T ∈T and for v,w ∈ VT ∩ [z−,z+] the dual indicator on T satisfies

|ζT , j(v,T )−ζT ,k(w,T )| ≤ Λ̄1ηT (D,T )‖v−w‖H1(ωT ) +ΘKZhT‖u j−uk‖L2(T ).

(3.5.14)

In particular, for T = T1, we have for the limiting estimator

|ζ1,1(v,T )−ζ1(w,T )| ≤ Λ̄1η1(D,T )‖v−w‖H1(ωT ) +ΘKZhT‖u−u1‖L2(T ), (3.5.15)

|ζ1(w,T )−ζ1,1(v,T )| ≤ Λ̄1η1(D,T )‖v−w‖H1(ωT ) +ΘKZhT‖u−u1‖L2(T ). (3.5.16)

Proof. By the definition of the residuals for the approximate dual problems, for any
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w ∈ VT we have

R̂∗j(w) = g+∇ · (A∇w)+b′(uk)w+
(
b′(u j)−b′(uk)

)
w

= R̂∗k(w)+
(
b′(u j)−b′(uk)

)
w. (3.5.17)

Using (3.5.17) in the definition of the dual indicator (3.3.3) and applying a generalized

triangle inequality

ζT , j(w,T ) =
(

h2
T‖R̂∗k(w)+(b′(u j)−b′(uk))w‖2

L2(T ) +hT‖JT (w)‖2
L2(∂T )

)1/2

≤
(

h2
T‖R̂∗k(w)‖2

L2(T ) +hT‖JT (w)‖2
L2(∂T )

)1/2
+hT‖b′(u j)−b′(uk)w‖L2(T )

≤ ζT ,k(w,T )+ΘKZhT‖u j−uk‖L2(T ). (3.5.18)

Applying (3.5.10) in Lemma 3.5.4 to the estimate (3.5.18), we obtain (3.5.14).

As an immediate consequence of Corollary 3.5.5, we have the following results

on the error induced by switching between dual estimators over a collection of elements

on a given refinement level. This estimate plays a key role in the contraction argument

below, as we apply it to switching between the estimator for the limiting dual and the

computed error estimators for the approximate dual problems in the GOAFEM algo-

rithm.

Corollary 3.5.6. Let the hypotheses of Corollary 3.5.5 hold. Then for any subsets

M1,M2 ⊆T1 and arbitrary δ1,δ2,δA,δB > 0

ζ
2
1 (v,M1)≥ (1+δ1)−1(1+δA)−1

ζ
2
1,1(w,M1)

− (1+δ1)−1
δ
−1
A Θ

2K2
Zh2

0‖u−u1‖2
L2
− (d +2)δ−1

1 Λ̄
2
1η

2
0‖v−w‖2

H1

(3.5.19)

ζ
2
1,1(w,M2)≥ (1+δ2)−1(1+δB)−1

ζ
2
1 (v,M2)

− (1+δ2)−1
δ
−1
B Θ

2K2
Zh2

0‖u−u1‖2
L2
− (d +2)δ−1

2 Λ̄
2
1η

2
0‖v−w‖2

H1.

(3.5.20)

Proof. The conclusions follow by squaring inequality (3.5.15) (respectively (3.5.16)),

applying Young’s inequality twice, and then summing over element T ∈M1 (respec-
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tively T ∈M2). The H1 norm is summed over all elements T ∈ T1 counting each

element d +2 times, the maximum number of elements in each patch ωT .

3.5.3 Contraction of GOAFEM

The main contraction argument Theorem 3.5.9 follows after two more lemmas.

The first combines a sequence of estimates to convert the non-computable limiting es-

timator for the dual problem to a computable quantity, apply the Dörfler property and

then convert back. The second relates the difference between the Galerkin solutions of

the limiting and approximate dual problems to the primal error. Motivated by estimator

reduction for the limiting dual problem as in equation (3.4.38)

ζ
2
2 (ẑ2,T2)≤(1+δ )

{
ζ

2
1 (ẑ1,T1)−λζ

2
1 (ẑ1,M )

}
+(1+δ

−1)Λ1η
2
0 |||ẑ2− ẑ1|||2

(3.5.21)

the following lemma addresses the conversion between the limiting estimator ζ 2
1 (ẑ1,M )

and and the computable estimator ζ 2
1,1(ẑ

1
1,M ) necessary for marking the mesh for re-

finement.

Lemma 3.5.7. Let the problem data satisfy Assumption 3.2.1 and Assumption 3.2.2. Let

Θ and KZ as given by Proposition 3.2.4, C∗ as given by Lemma 3.4.1 and Λ1 as given in

Lemma 3.4.7. Let

u the solution to (3.1.2), u1 the solution to (3.2.9),

ẑ the solution to (3.2.6), ẑ1 the solution to (3.2.11) ẑ1
1 the solution to (3.2.10).

Let ζ1,1(ẑ1
1,M ) satisfy the Dörfler property for M ⊂T1: ζ 2

1,1(ẑ
1
1,M )≥ θ 2ζ 2

1,1(ẑ
1
1,T1).
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Then for arbitrary δ1,δ2,δA,δB > 0 there is a δ4 > 0 such that

−ζ
2
1 (ẑ1,M )≤− βθ 2

(1+δ4)
ζ

2
1 (ẑ1,T1)−

(1−β )θ 2

(1+δ4)C2
1
|||ẑ− ẑ1|||2

+
(

θ 2

(1+δA)(1+δ2)δB
+

1
δ A

)
Θ2K2

ZC2
∗h

2(1+s)
0

(1+δ1)
|||u−u1|||2

+
(

θ 2

(1+δ1)(1+δA)δ2
+

1
δ 1

)
Λ1η

2
0 (D,T0)|||ẑ1− ẑ1

1|||2. (3.5.22)

Proof. From Corollary 3.5.6, L2-lifting 3.4.1 and coercivity (3.2.2)

−ζ
2
1 (ẑ1,M )≤−(1+δ1)−1(1+δA)−1

ζ
2
1,1(ẑ

1
1,M )

+(1+δ1)−1
δ
−1
A Θ

2K2
Zh2

0‖u−u1‖2
L2

+δ
−1
1 Λ̄

2
1(d +2)η2

0‖ẑ1− ẑ1
1‖2

H1

≤−(1+δ1)−1(1+δA)−1
ζ

2
1,1(ẑ

1
1,M )

+(1+δ1)−1
δ
−1
A Θ

2K2
ZC2
∗h

2(1+s)
0 |||u−u1|||2 +δ

−1
1 Λ1η

2
0 |||ẑ1− ẑ1

1|||2

(3.5.23)

with Λ1 := Λ̄2
1(d +2)m−2

E . The Dörfler property may be applied to the first term on the

RHS of (3.5.23)

−ζ
2
1,1(ẑ

1
1,M )≤−θ

2
ζ

2
1,1(ẑ

1
1). (3.5.24)

Converting back to he limiting estimator by (3.5.20) in Corollary 3.5.6

−ζ
2
1,1(ẑ

1
1)≤−(1+δ2)−1(1+δB)−1

ζ
2
1 (ẑ1,M )

+(1+δ2)−1
δ
−1
B Θ

2K2
ZC2
∗h

2(1+s)
0 |||u−u1|||2 +δ

−1
2 Λ1η

2
0 |||ẑ1− ẑ1

1|||2.
(3.5.25)

Define δ4 by

(1+δ4) := (1+δ1)(1+δ2)(1+δA)(1+δB). (3.5.26)

Then by plugging (3.5.24) and (3.5.25) in the first term on the RHS of (3.5.23), we
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obtain

−ζ
2
1 (ẑ1,M )≤−θ

2(1+δ4)−1
ζ

2
1 (ẑ1)+

(
θ

2(1+δA)−1(1+δ2)−1
δ
−1
B +δ

−1
A

)
× (1+δ1)−1

Θ
2K2

ZC2
∗h

2(1+s)
0 |||u−u1|||2

+
(
θ

2(1+δ1)−1(1+δA)−1
δ
−1
2 +δ

−1
1
)

Λ1η
2
0 |||ẑ1− ẑ1

1|||2. (3.5.27)

Finally, we split the first term on the RHS of (3.5.27) into two pieces for some β ∈
(0,1), and apply the upper-bound estimate (3.4.25) in Lemma 3.4.5 to the second piece

yielding

−ζ
2
1 (ẑ1,M )≤−βθ

2(1+δ4)−1
ζ

2
1 (ẑ1)− (1−β )θ 2(1+δ4)−1C−2

1 |||ẑ− ẑ1|||2

+
(
θ

2(1+δA)−1(1+δ2)−1
δ
−1
B +δ

−1
A

)
(1+δ1)−1

Θ
2K2

ZC2
∗h

2(1+s)
0 |||u−u1|||2

+
(
θ

2(1+δ1)−1(1+δA)−1
δ
−1
2 +δ

−1
1
)

Λ1η
2
0 |||ẑ1− ẑ1

1|||2.

This completes the proof.

We may convert |||ẑ1− ẑ1
1||| in the last term on the RHS of (3.5.22) to the error

|||u−u1||| as stated in the following lemma.

Lemma 3.5.8. Let the problem data satisfy Assumption 3.2.1 and Assumption 3.2.2. Let

Θ and KZ the constants given in Proposition 3.2.4 and C∗ and Ĉ∗ the constants given by

Lemmas 3.4.1 and 3.5.1, respectively. Let

u the solution to (3.1.2), u1 the solution to (3.2.9),

ẑ1 the solution to (3.2.11), ẑ1
1 the solution to (3.2.10).

Then

|||ẑ1− ẑ1
1||| ≤ΘKZC∗Ĉ∗h2s

0 |||u−u1|||. (3.5.28)

Proof. Recall that

ẑ1 solves a(ẑ1,v)+ 〈b′(u)ẑ1,v〉= g(v), for all v ∈ V1, (3.5.29)

ẑ1
1 solves a(ẑ1

1,v)+ 〈b′(u1)ẑ1
1,v〉= g(v), for all v ∈ V1. (3.5.30)
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Subtracting (3.5.30) from (3.5.29) and rearranging terms, we get

a(ẑ1− ẑ1
1,v)+ 〈(b′(u)−b′(u1))ẑ1,v〉= 〈b′(u1)(ẑ1

1− ẑ1),v〉, v ∈ V1. (3.5.31)

In particular, for v = ẑ1− ẑ1
1 ∈ V1 equation (3.5.31) yields

|||ẑ1− ẑ1
1|||2 =−〈(b′(u)−b′(u1))ẑ1, ẑ1− ẑ1

1〉−〈b′(u1)(ẑ1− ẑ1
1), ẑ1− ẑ1

1〉

≤ −〈(b′(u)−b′(u1))ẑ1, ẑ1− ẑ1
1〉 (3.5.32)

where in the last inequality, we used the monotonicity assumption of b in Assump-

tion (3.2.1). Now applying the Lipschitz property of b′, the a priori L∞ bounds on the

dual solution ẑ1 (cf. Proposition 3.2.4), and both primal and dual L2 lifting in (3.5.32),

we obtain

|||ẑ1− ẑ1
1|||2 ≤ΘKZ‖u−u1‖L2‖ẑ1− ẑ1

1‖L2

≤ΘKZC∗Ĉ∗h2s
0 |||u−u1||||||ẑ1− ẑ1

1||| (3.5.33)

from which the result follows.

Now we are in position to show the contraction of GOAFEM in terms of the

combined quasi-error which is a linear combination of the energy errors and error esti-

mators in primal and limiting dual problems.

Theorem 3.5.9 (Contraction of GOAFEM). Let the problem data satisfy Assumption

3.2.1 and Assumption 3.2.2. Let

u the solution to (3.1.2), u j the solution to (3.2.9),

ẑ the solution to (3.2.6), ẑ j the solution to (3.2.11).

Let θ ∈ (0,1], and let {T j,V j} j≥0 be the sequence of meshes and finite element spaces

produced by GOAFEM. Let γp > 0 as given by Theorem 3.4.8. Then for sufficient small
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mesh size h0, there exist constants γ > 0,π > 0 and αD ∈ (0,1) such that

|||ẑ− ẑ2|||2 + γζ
2
2 (ẑ2)+π|||u−u2|||2 +πγpη

2
2 (u2)

≤ α
2
D
(
|||ẑ− ẑ1|||2 + γζ

2
1 (ẑ1)+π|||u−u1|||2 +πγpη

2
1 (u1)

)
. (3.5.34)

Proof. For simplicity, we denote η0 = η0(D,T0) and ζk(ẑk) = ζk(ẑk,Tk), k = 1,2. By

the estimator reduction for the limiting dual problem (3.4.38), for arbitrary δ > 0 we

have

ζ
2
2 (ẑ2)≤(1+δ )

{
ζ

2
1 (ẑ1)−λζ

2
1 (ẑ1,M )

}
+(1+δ

−1)Λ1η
2
0 |||ẑ2− ẑ1|||2, (3.5.35)

where λ = 1−2−1/d. Recall the quasi-orthogonality estimate in the limiting dual prob-

lem from Lemma 3.5.3

|||ẑ− ẑ2|||2 ≤ Λ̂G|||ẑ− ẑ1|||2−|||ẑ2− ẑ1|||2. (3.5.36)

Adding (3.5.36) to a positive multiple γ (to be determined) of (3.5.35) and applying the

results of Lemmas 3.5.7 and 3.5.8 obtain

|||ẑ− ẑ2|||2 + γζ
2
2 (ẑ2)≤ A|||ẑ− ẑ1|||2 + γMζ

2
1 (ẑ1)+D|||u−u1|||2

+
(
γ(1+δ

−1)Λ1η
2
0 −1

)
|||ẑ2− ẑ1|||2. (3.5.37)

We first set γ := (1+δ−1)−1Λ
−1
1 η

−2
0 to eliminate the last term in (3.5.37). This yields

|||ẑ− ẑ2|||2 + γζ
2
2 (ẑ2)≤ A|||ẑ− ẑ1|||2 + γMζ

2
1 (ẑ1)+D|||u−u1|||2, (3.5.38)

where the coefficients A and M of (3.5.38) are given by

A = Λ̂G− (1−β )λθ
2
δ (1+δ4)−1C−2

1 Λ
−1
1 η

−2
0 (3.5.39)

M = (1+δ )(1−βλθ
2(1+δ4)−1) (3.5.40)

where δ4 satisfies (1+δ4) := (1+δ1)(1+δ2)(1+δA)(1+δB) as was given in (3.5.26).

For contraction, we require A < 1 and M < 1 for the coefficients defined by
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(3.5.39) and (3.5.40), that is, we need to choose a β ∈ (0,1) such that

δ

1+δ

1+δ4

λθ 2 < β < 1− (Λ̂G−1)ΛC

δ

1+δ4

λθ 2 , (3.5.41)

with ΛC := C2
1Λ1η2

0 . To demonstrate the existence of such a β , set

δ4 = δ =
1
2

λθ
2. (3.5.42)

Then we require the mesh size h0 sufficiently small, such that

Λ̂G < 1+
λ 2θ 4

2(2+λθ 2)ΛC
, (3.5.43)

for the given θ ∈ (0,1). Note the conditions (3.5.42) and (3.5.43) guarantee that the

interval in (3.5.41) is nonempty, so there exists a β such that

1
2

< β < 1− (Λ̂G−1)ΛC

λθ 2

(
1+

2
λθ 2

)
.

It remains to control the last term in (3.5.38). For simplicity, we assume δ1 =

δ2 = δA = δB =: δC. Then the coefficient D in (3.5.38) is given by

D = δλΘ
2K2

ZC2
∗h

2s
0

(
θ 2 +(1+δC)2

(1+δC)2δC

)(
h2

0

Λ1η2
0 (1+δC)

+Ĉ2
∗h

2s
0

)
. (3.5.44)

To control the primal error term with the coefficient D as given by (3.5.44), we add

a positive multiple π (to be determined) of the primal contraction result (3.4.39) of

Theorem 3.4.8 to (3.5.39) yieding

|||ẑ− ẑ2|||2 + γζ
2
2 (ẑ2)+π|||u−u2|||2 +πγpη

2
2 (u2)

≤ A|||ẑ− ẑ1|||2 + γMζ
2
1 (ẑ1)+(D+α

2
π)|||u−u1|||2 +α

2
πγPη

2
1 (u1). (3.5.45)

We choose π to ensure D+α2π < π , namely,

π >
D

1−α2 (3.5.46)
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and set

α
2
D := max

{
A,M,

D+α2π

π
,α2
}

< 1. (3.5.47)

Then the combined quasi-error satisfies the contraction property (3.5.34).

For simplicity, we denote by

Q̄2(u j, ẑ j) = |||ẑ− ẑ j|||2 + γζ
2
j (ẑ j)+π|||u−u j|||2 +πγpη

2
j (u j)

the combined quasi-error in (3.5.34). The following corollary gives the contraction of

the error in the goal function, which is determined by the contraction of the combined

quasi-error.

Corollary 3.5.10. Let the assumptions in Theorem 3.5.9 hold. Then the error in the goal

function is controlled by a constant multiple of the square of the combined quasi-error,

i.e.,

|g(u)−g(u j)| ≤CQ̄2
j(u j, ẑ j)≤ α

2 j
D CQ̄2

0(u0, ẑ0). (3.5.48)

Proof. Choosing the test function v = u− u j in (3.2.6), and by linearity and Galerkin

orthogonality for the primal problem, we obtain

g(u)−g(u j) = a(ẑ,u)+ 〈b′(u)ẑ,u〉−a(ẑ,u j)−〈b′(u)ẑ,u j〉

= a(u−u j, ẑ)+ 〈b′(u)(u−u j), ẑ〉

= a(u−u j, ẑ)+ 〈B j(u−u j), ẑ〉+ 〈(b′(u)−B j)(u−u j), ẑ〉

= a(u−u j, ẑ− ẑ j)+ 〈b(u)−b(u j), ẑ− ẑ j〉+ 〈(b′(u)−B j)(u−u j), ẑ〉.
(3.5.49)

The third term in the last line of (3.5.49) represents the error induced by switching from

(3.2.6) to (3.2.3). This term may be bounded in terms of the constants and L∞ estimates

in Proposition 3.2.4 and

‖b′(u)−B j‖=
∥∥∥∥∫ 1

0
b′(u)−b′

(
u j +ξ (u−u j)

)
dξ

∥∥∥∥≤ Θ

2
‖u−u j‖,



103

yielding

〈(b′(u)−B j)(u−u j), ẑ〉 ≤ KZ‖b′(u)−B j‖L2‖u−u j‖L2

≤ 1
2

ΘKZ‖u−u j‖2
L2

. (3.5.50)

Then by (3.5.49), (3.5.50), the Cauchy-Schwarz inequality and L2-lifting as in Lem-

mas 3.4.1 and 3.5.1

|g(u)−g(u j)| ≤ |||u−u j||||||ẑ− ẑ j|||+B‖u−u j‖L2‖ẑ− ẑ j‖L2 +
1
2

ΘKZ‖u−u j‖2
L2

≤ (1+BC∗Ĉ∗h2s
0 )|||u−u j||||||ẑ− ẑ j|||+

1
2

ΘKZC2
∗h

2s
0 |||u−u j|||2

≤ 1
2
(
1+(ΘKZC∗+BĈ∗)C∗h2s

0
)
|||u−u j|||2 +

1
2
(1+BC∗Ĉ∗h2s

0 )|||ẑ− ẑ j|||2.

(3.5.51)

Therefore the error in the goal function is bounded above by a constant multiple of the

square of the combined quasi-error Q̄2(u j, ẑ j). Thus (3.5.48) follows by the contraction

result in Theorem 3.5.9.

3.6 Numerical Experiments

Here we present some numerical experiments implemented using FETK [20],

which is a fairly standard set of finite element modeling libraries for approximating the

solutions to systems of nonlinear elliptic and parabolic equations. In these experiments,

we consider Ω = [0,1]2 and try to solve the following model problem:

N (u) :=−∆u+3u3 = f , (3.6.1)

with homogeneous Dirichlet boundary condition. Here the source function f is chosen

such that the exact solution is given by

u(x,y) =
sin(πx)sin(πy)

2(x−0.5)2 +2(y−0.5)2 +10−3 .
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We solve the nonlinear problem using both the AFEM and the GOAFEM algorithms.

Figure 3.1 shows a typical adaptive mesh as well as the solution of this semilinear equa-

tion.

Finite element mesh

Figure 3.1: The mesh and finite element solution to the model problem after 12
GOAFEM iterations.

In the adaptive algorithms, we use the Dörfler marking strategies: (3.3.7) for the

primal problem and (3.3.8) for the dual problem, with the same parameter θ = 0.4. For

the primal nonlinear problem (3.6.1), at each refinement we use a Newton-type iteration

to solve the resulting nonlinear system of algebraic equations, which reduces the nonlin-

ear residual to the tolerance ‖F(u)‖L2 ≤ 10−7. On the initial triangulation, we use a zero

initial guess for the Newton iteration; then for each subsequent refinement, we interpo-

late the numerical solution from the previous step to the current triangulation and then

use it as the initial guess for the Newton iteration. By doing this, we have a good initial

guess for the Newton iteration so that one could expect a quadratic convergence rate of

the nonlinear iterations. In fact, according to our numerical experiments, it usually takes

4 or 5 Newton iterations to reach the setting tolerance.

To test the performance of the GOAFEM algorithm, we take the goal function

g = 100e−100((x−0.5)2+(y−0.5)2), (3.6.2)

so that it captures the singularity of the solution to (3.6.1). Thus the error in goal func-
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Figure 3.2: The reduction rate in the goal error |g(u−uh)|.

tional |g(u−uh)| gives us an error by weighted average. Figure 3.2 shows the reduction

rate of the goal error |g(u−uh)| for the GOAFEM algorithm. The oscillation at the first

a few iterations in Figure 3.2 reflects the fact that the mesh size is not small enough,

which is one of the requirements in our theory. But after a few iterations, the goal error

reduces at certain rate, which was predicted by Theorem 3.5.48. This result confirms

our theory.

For comparison with the standard AFEM algorithm, we also show in Figure 3.3

the error reduction in H1 semi-norm |u−uh|H1 for both AFEM and GOAFEM algo-

rithms with the same goal function given in (3.6.2). As one can see from Figure 3.3,

reducing H1 error to the same magnitude with both algorithms, the GOAFEM algorithm

takes about 5 fewer refinement steps than the standard AFEM algorithm.

3.7 Conclusion

In this article we developed convergence theory for a class of goal-oriented adap-

tive finite element algorithms for second order semilinear elliptic equations. We first

introduced several approximate dual problems, and briefly discussed the target problem

class. We then reviewed some standard facts concerning conforming finite element dis-

cretization and error-estimate-driven adaptive finite element methods (AFEM). We in-
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cluded a brief summary of a priori estimates for semilinear problems, and then described

goal-oriented variations of the standard approach to AFEM (GOAFEM). Following the

recent work of Mommer-Stevenson and Holst-Pollock for linear problems, we estab-

lished contraction of GOAFEM for the primal problem. We also developed some ad-

ditional estimates that make it possible to establish contraction of the combined quasi-

error, and showed convergence in the sense of the quantity of interest. Some simple

numerical experiments confirmed these theoretical predictions. Our analysis was based

on the recent contraction frameworks for the semilinear problem developed by Holst,

Tsogtgerel, and Zhu and Bank, Holst, Szypowski and Zhu and those for linear prob-

lems as in Cascon, Kreuzer, Nochetto and Siebert, and Nochetto, Siebert, and Veeser.

In addressing the goal-oriented problem we based our approach on that of Mommer

and Stevenson for symmetric linear problems and Holst and Pollock for nonsymmetric

problems. However, unlike the linear case, we were faced with tracking linearized and

approximate dual sequences in order to establish contraction with respect to the quantity

of interest.

In the present paper we assume the primal and approximate dual solutions are

solved on the same mesh at each iteration. The determination of strong convergence

results for a method which solves the primal (nonlinear) problem on a coarse mesh and

the dual on a fine mesh is the subject of future investigation.
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Appendix A

Inverse Inequality

The inverse estimate shown here is a simplification of the one found in [2], The-

orem 4.5.11. This estimate is used throughout many of the proofs in the second and

third chapters, so we include this appendix to help the reader.

Let ω a bounded domain in Rd and v ∈ V(ω), with dim(V) < ∞. For example,

ω = T and V = VT . Then there is a constant C, independent of hω = |ω|1/d , with

|v|H1(ω) ≤Ch−1
ω ‖v‖L2(ω).

Proof. Change variables to reference domain K with diam (K) = 1. By the affine trans-

formation ξ = a+ |ω|−1x, define

K := {a+ |ω|−1x
∣∣ x ∈ ω}= {ξ (x)

∣∣ x ∈ ω}. (A.0.1)

Now define

v̂(ξ ) := v(x). (A.0.2)

By the chain rule for each j = 1, . . . ,d

∂v
∂ξ j

=
∂v
x j

∂x j

∂ξ j
= |ω|−1/d ∂v

x j
, or more compactly v,ξ j = |ω|−1/dv,x j . (A.0.3)
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Then dξ = dξ1
· · ·dξd

= |ω|−1dx, and applying (A.0.2) and (A.0.3) for each j = 1, . . . ,d

∫
ξ∈K
|v̂(ξ ),ξ j |

2dξ =
∫

x∈ω

|ω|2/d|v(x),x j |
2|ω|−1dx = |ω|(2−d)/d

∫
x∈ω

|v(x),x j |
2dx.

(A.0.4)

Summing (A.0.4) over squares of partial derivatives to obtain the gradient squared

∫
K
|∇ξ v̂|2dξ = |ω|(2−d)/d

∫
ω

|∇xv|2dx ⇐⇒ |v̂|2H1(K) = |ω|(2−d)/d|v|2H1(ω). (A.0.5)

By the same change of variables,

∫
K
|v̂|2dξ = |ω|−1

∫
ω

|v|2dx ⇐⇒ ‖v̂‖2
L2(K) = |ω|−1‖v‖2

L2(ω). (A.0.6)

By equivalence of H1(K) and L2(K) norms over finite-dimensional spaces, there is a

constant C with

|v̂|2H1(K) ≤ ‖v̂‖
2
H1(K) ≤C‖v̂‖2

L2(K). (A.0.7)

By (A.0.5), (A.0.6) and (A.0.7), we have finally

|ω|(2−d)/d|v|2H1(ω) ≤C|ω|−1‖v‖2
L2(ω) ⇐⇒ |v|H1(ω) ≤C|ω|−1/d‖v‖L2(ω). (A.0.8)

A more general result may be obtained by applying technique this to derivatives

of higher degree, as in [2].

Remark A.0.1. This proof is an example of a common technique in finite element anal-

ysis, and in particular a posteriori error analysis, in which a change of variables is

made to a reference domain where a property (here, equivalence of norms) is applied to

bound a quantity modulo a constant C, which may be a function of the domain. Here

we define our reference domain by an affine map from the element domain to satisfy

|K| ≡ 1. By this method, we establish C as independent of the volume (or diameter) of

T . The reference element K = K(T ) defined this way is not the same for all elements T ,

only its volume is the same. As such, the constant C = C(K(T )) is not necessarily the

same for each element T , and it may contain factors relating to shape-regularity. These
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factors may be absorbed into a global constant C by merit of a shape regular mesh as

produced by e.g., newest vertex bisection. Otherwise, the shape regularity factors could

similarly be determined by a transformation from the barycentric coordinates of K(T )

(or T directly) to a global reference domain K̂.



Appendix B

Quasi-Interpolant Estimates

Here we establish the quasi-interpolant estimates given by (B.0.3) and (B.0.4).

The proof follows the discussion of quasi-interpolants as given in [7]. These results

are used in the proof of the estimator as a global upper bound on the energy error for

the symmetric problem as in [8]. The discussion is included here as while the upper-

bound estimate is a standard result, the details of this particular estimate are difficult to

locate in the literature. Both the definition of the quasi-interpolant and the proof of the

estimate are similar in form to the Scott-Zhang interpolant as given in [6] and [9]. The

main difference between the two interpolants is the construction of the quasi-interpolant

in terms of a dual basis over elements, as compared to a dual basis over element true-

hyperfaces.

Let the mesh satisfy the following conditions:

1) The initial mesh T0 is conforming.

2) The mesh is refined by newest vertex bisection [1], [8] at each iteration.

Let the finite element spaces be given by

VT := H1
0 (Ω)∩ ∏

T∈T
Pn(T ) and Vk := VTk . (B.0.1)

For subsets S ⊆T , define

VT (S ) := H1
0 (Ω)∩∏

T∈S
Pn(T ), (B.0.2)
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where Pn(T ) is the space of polynomials degree degree n over T . For a conforming

mesh T1 with a conforming refinement T2, we say T2 ≥T1.

Lemma B.0.2. Let T2 ≥ T1 and T ∈ T1. For vq ∈ V1 a quasi-interpolant of v ∈ V2,

there is a global constant C such that

‖v− vq‖L2(T ) ≤C hT‖v‖H1(ΩT ), (B.0.3)

‖v− vq‖L2(∂T ) ≤C h1/2
T ‖v‖H1(ΩT ), (B.0.4)

where

ΩT :=
⋃
{T̃ ∈T1 : T̃ ∩T 6= /0}. (B.0.5)

Proof of (B.0.3). First we will introduce the concept of a dual (to the Lagrange) basis,

and establish some basic properties. We then use the dual basis to define the quasi-

interpolant vq and establish the estimate (B.0.3).

Let NT := {xi}M
i=1 denote the set of nodes associated with element T with respect

a basis of Pn(T ). Denote the local nodal basis of Pn(T ) by {φT,i : xi ∈ NT} where the

basis functions satisfy the Lagrange property

φT,i(y) = δxi,y, y ∈ NT . (B.0.6)

Now consider a dual basis of Pn(T ). Denote the basis functions by {φ∗T,i : xi ∈ NT},
where the φ∗T,i are defined by the property

〈φT,i,φ
∗
T, j〉L2(T ) = δi j. (B.0.7)

The set of nodes on element T is effectively defined on a reference element K with

|K| ≡ 1, and mapped by affine transformation onto T as in (A.0.1). The reference nodal

basis functions {φ̂K,v̂}v̂∈N(K) are defined to satisfy the Lagrange property on the ref-

erence element, and mapped to the corresponding nodes on the element T . By the

pointwise nature of the Lagrange property observe for φ̂T,i defined by φ̂T,i(ξ ) := φT,i(x)

φ̂T,i ≡ φK,i. (B.0.8)
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In contrast, the dual basis on element T is scaled by |T |. In particular, by (B.0.7)

and (B.0.8)

δi j =
∫

T
φ
∗
T,iφT, j dx =

∫
K

φ̂
∗
Ti

φ̂T, j|T |dξ =
∫

K

(
|T |φ̂∗T,i

)
φK, j dξ =

∫
K

φ
∗
K,iφK, j dξ ,

(B.0.9)

from which we obtain the relation

φ̂
∗
T,i = |T |−1

φ
∗
K,i. (B.0.10)

From (B.0.10) obtain

‖φT,i‖L2(T ) =
(
|T |2|T |−1

∫
K

φK,iφK,idξ

)1/2

= |T |−1/2‖φK,i‖L2(K), (B.0.11)

where ‖φK,i‖L2(K) is independent of the measure of T . This establishes

‖φT,i‖L2(T ) ≤CK1|T |
−1/2, (B.0.12)

where CK1 is dependent on the regularity of the initial mesh (see Remark A.0.1), but

independent of the meshsize. Before defining the quasi-interpolants, the following dis-

cussion establishes that a dual basis with the above properties is well-defined.

The dual basis is well-defined: The definition of the dual basis follows from

Hilbert space properties of Pn(T ) with L2 inner-product 〈 · , · 〉 := 〈 · , · 〉T . Consider an

arbitrary ψ ∈ Pn(T ) and its expansion by basis functions

ψ = ∑
x j∈NT

a jφT, j.

Then fi(ψ) = ai is a bounded linear functional on Pn(T ). By the Riesz-representation

Theorem, there exists a unique element ϕi such that 〈ϕi,ψ〉= fi(ψ). By (B.0.7)

〈φ∗T,i,ψ〉=
∫

T
∑

x j∈NT

φ
∗
T,ia jφT, j = ai,
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we see φ∗T,i ≡ ϕi. This shows existence of the M = #NT functions φ∗T,i, i = 1 . . .M. To

establish independence, suppose ∑xi∈NT αiφ
∗
T,i = 0. Then given any x j ∈ NT ,

0 =
∫

T
∑

xi∈NT

αiφ
∗
T,iφT, j = ∑

xi∈NT

αi

∫
T

φ
∗
T,iφT, j = α j.

Equipped with a dual basis for each T ∈T1, we now define the quasi-interpolant vq ∈V1.

For any nodal point x ∈
(⋃

T∈T1
NT
)
∩
◦
Ω, we now select a Tx ∈ T1 with x ∈ Tx. For any

nodal point x in the interior of some T ∈ T1 there is only one choice for Tx. However,

if x lies on a true hyperface, there is a choice between two elements, and if x lies on a

vertex of the triangulation, there is a choice between any element which contains x as a

vertex. Now define vq by its nodal values. For x ∈ NT

vq(x) :=
∫

Tx

vφ
∗
Tx,x, x /∈ ∂Ω

vq(x) := 0, x ∈ ∂Ω. (B.0.13)

We now establish three key properties of quasi-interpolants.

Reproducing the value at nodes: For any x j ∈
⋃

T∈T1
NT , vq(x j) = v(x j) when

Tx ∈T2.

Let Tx j ∈ T1 ∩T2. Then v
∣∣
Tx j
∈ Pm(Tx j), and may be written in terms of the

basis v
∣∣
Tx j

= ∑xi∈Tx j
αiφTx j ,i

∣∣
Tx j

. By the Lagrange property at nodes (B.0.6) v(x j) = α j

and by (B.0.13), we have

vq(x j) =
∫

Tx j

 ∑
xi∈Tx j

αiφTx j ,i

φ
∗
Tx j , j = ∑

xi∈Tx j

αi

∫
Tx j

φTx j ,iφ
∗
Tx j , j = α j. (B.0.14)

Define now the quasi-interpolant operator Q1 : V2→ V1 by

Q1v := vq, for all v ∈ V2. (B.0.15)

Then Q1 is a linear operator and in fact a projector. The property

Q1v1 = v1, for all v1 ∈ V1, (B.0.16)
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follows from the previous argument and the equivalence of polynomials which agree at

nodal values. The linearity follows from the definition of nodal values (B.0.13), the lin-

earity of the integral, and the quasi-interpolant as linear combination of basis functions.

L2-norm bound: For any T ∈ T1 there is a constant C independent of the mesh-

size with

‖vq‖L2(T ) ≤C‖v‖L2(ΩT ). (B.0.17)

If ΩT ⊆ T1∩T2, then by agreement on all the nodal values of T the polynomials must

agree and

‖vq‖L2(T ) = ‖v‖L2(T ) ≤ ‖v‖L2(ΩT ). (B.0.18)

Otherwise, write vq as an expansion in nodal basis functions

vq
∣∣
T = ∑

xi∈NT

φTxi ,i
∣∣
T vq(xi). (B.0.19)

By property (B.0.12) and definition (B.0.13)

vq(xi)≤CK1‖v‖L2(ΩT )|Txi|
−1/2 ≤CK1C̃γ‖v‖L2(ΩT )|T |−1/2, (B.0.20)

where C̃γ is a constant determined by the shape-regularity of the initial mesh and the

property of newest vertex bisection refinement [1] that any two elements are separated

by at most one generation. By (B.0.19) and (B.0.20)

‖vq‖L2(T ) ≤CK1C̃γ‖v‖L2(ΩT )|T |−1/2
∑

xi∈NT

‖φTxi ,i‖L2(T ). (B.0.21)

By change of variables onto reference domain K,

‖φTxi,i
‖L2(T ) = |T |1/2‖φ̂Txi ,i‖L2(K). (B.0.22)

Combining (B.0.21) and (B.0.22) yields

‖vq‖L2(T ) ≤CK1CγCφ‖v‖L2(ΩT ), (B.0.23)

where Cγ = MC̃γ and Cφ bounds the norm of basis functions on a global reference do-
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main as in Remark A.0.1.

The interpolator reproduces any constant. If v ∈ V2 is constant then v ∈ V1 and

by (B.0.16)

vq = Q1v = v. (B.0.24)

In particular, if v
∣∣
T ∈ P0(T ) then vq

∣∣
T = v

∣∣
T .

With the above properties of the quasi-interpolant established, we now show

h−1
T ‖v− vq‖L2(T ) + |v− vq|H1(T ) ≤CK5 |v|H1(ΩT ), for all T ∈T1. (B.0.25)

First consider elements that do not touch the boundary of Ω. If T ∩∂Ω = /0, then

h−1
T ‖v− vq‖L2(T ) + |v− vq|H1(T ) ≤CK5|v|H1(ΩT ). (B.0.26)

Consider the operator (I−Q1)v = v− vq for all v ∈ V2. By (B.0.24), (I−Q1)(v) = 0

for all v ∈ P0(T ). Applying the Bramble-Hilbert lemma [3] over reference domain K,

by the change of variables as in (A.0.1)

|v̂− v̂q| ≤CK2‖Î−Q1‖H−1(K)|v̂|H1(K). (B.0.27)

Taking the L2(K) norm of both sides does not change the RHS as |K| ≡ 1

‖v̂− v̂q‖L2(K) ≤CK2‖Î−Q1‖H−1(K)|v̂|H1(K). (B.0.28)

Writing CK3 := ‖Î−Q1‖H−1(K) where we may assume CK3 a global constant by the same

reasoning as Remark A.0.1

‖v̂− v̂q‖L2(K) ≤CK2CK3|v̂|H1(K). (B.0.29)

By equivalence of H1- and L2- norms on K, (B.0.29) yields

‖v̂− v̂q‖L2(K) + |v̂− v̂q|H1(K) ≤CK2CK3CK4 |v̂|H1(K). (B.0.30)
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Changing variables back to T as in (A.0.6) and (A.0.7)

‖ · ‖L2(K) = |T |−1/2‖ · ‖L2(T ) and | · |H1(K) = hT |T |−1/2| · |H1(T ). (B.0.31)

Applying (B.0.31) to (B.0.30) yields the result (B.0.26).

In the second case T ∩∂Ω 6= /0, so at least one of the T̃ that form ΩT has a true

hyperface on ∂Ω. To handle this case, define another linear operator Q̃1 : V2 → V1,

where for x ∈ NT {
Q̃1v(x) := Q1v(x) if x /∈ ∂Ω

Q̃1v(x) := v(x) = 0 if x ∈ ∂Ω.
(B.0.32)

As above, Q̃1 is a linear operator which reproduces any constant. As any constant func-

tion in V2 must be zero, the second claim is trivial, and the first follows from the def-

inition (B.0.32) and the linearity of Q1. As such, Q̃1 satisfies the hypotheses of the

Bramble-Hilbert Lemma, and the second case follows as the first, establishing (B.0.25)

for all T ∈T1 from which the result (B.0.3) follows.

Proof of (B.0.4). Applying the Trace theorem [4] on reference domain K

‖v̂− v̂q‖L2(∂K) ≤CK6‖v̂− v̂q‖H1(K). (B.0.33)

Converting (B.0.33) back to element T and multiplying through by a factor of hd−2
T

h−1
T ‖v− vq‖2

L2(∂T ) = hd−2
T ‖v̂− v̂q‖2

L2(∂K)

≤C2
K6

(
h−2

T ‖v− vq‖2
L2(T ) + |v− vq|2H1(T )

)
. (B.0.34)

Combining (B.0.34) with (B.0.25)

h−1/2
T ‖v− vq‖L2(∂T ) ≤CK5CK6|v|H1(ΩT ), (B.0.35)

from which the result (B.0.3) follows.



Appendix C

Galerkin Method for Nonlinear

Equations

Given a well-posed nonlinear problem we can’t apply the Galerkin method as

outlined in 1.1.4, as the first equality in (1.1.21) will not hold. Instead, we use a Newton

iteration to a fixed tolerance as outlined below [5]. As an example, consider the problem

discussed in Chapter 3, given by (1.1.5) with weak form (1.1.6). Let

F(u) :=−∇ ·A∇u+b(u)− f = 0, (C.0.1)

yielding the weak-form equation

〈F(u),v〉= a(u,v)+ 〈b(u),v〉− f (v), ∀v ∈ H1
0 (Ω). (C.0.2)

We now have the problem equivalent to (1.1.6): Find u ∈ H1
0 (Ω) such that

〈F(u),v〉= 0, for all v ∈ H1
0 (Ω). (C.0.3)
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The advantage of (C.0.3) is the problem is in suitable form to apply Newton’s method.

A basic Newton iteration has the form: Given u0 ∈ H1
0 (Ω)

Solve for h ∈ H1
0 (Ω) : 〈F ′(uk)h,v〉=−〈F(uk),v〉 for all v ∈ H1

0 (Ω) (C.0.4)

Update: uk+1 = uk +h

Stop if: ‖F(u)‖< tol.

where tol is a predetermined tolerance. The term on the LHS of (C.0.4) is the Gâteaux

derivative of F at u given by

〈F ′(u)w,v〉 :=
d

dε
〈F(u+ εw),v〉

∣∣
ε=0. (C.0.5)

For F as given by (C.0.2) expand the linear part by linearity and the nonlinear part by

generalized Taylor expansion to obtain

〈F ′(u)w,v〉= d
dε

[a(u+ εw,v)+ 〈b(u+ εw),v〉− f (v)]
ε=0

=
d

dε

[
a(u,v)+ εa(w,v)+ 〈b(u),v〉+ ε〈b′(u)w,v〉+O(ε2)

]
ε=0

= a(w,v)+ 〈b′(u)w,v〉. (C.0.6)

Rewriting the iteration (C.0.4) in terms of (C.0.6): Given u0 ∈ H1
0 (Ω)

Solve for h ∈ H1
0 (Ω) : a(h,v)+ 〈b′(uk)h,v〉=−〈F(uk),v〉 for all v ∈ H1

0 (Ω)

(C.0.7)

Update: uk+1 = uk +h

Stop if: ‖F(u)‖< tol.

Finally, for the discrete problem as given by (1.1.22), given u0
j (for instance u0

j := u j−1)

Solve for h ∈ V j(Ω) : a(h,v)+ 〈b′(uk
j)h,v〉=−〈F(uk

j),v〉 for all v ∈ V j (C.0.8)

Update: uk+1
j = uk

j +h

Stop if: ‖F(u j)‖< tol.



123

References
[1] P. Binev, W. Dahmen, and R. DeVore. Adaptive finite element methods with con-

vergence rates. Numer. Math., 97(2):219–268, 2004.

[2] S. Brenner and L. Scott. The Mathematical Theory of Finite Element Methods.
Springer-Verlag, third edition, 2008.

[3] P. G. Ciarlet. Finite Element Method for Elliptic Problems. Society for Industrial
and Applied Mathematics, Philadelphia, PA, USA, 2002.

[4] L. C. Evans. Partial Differential Equations (Graduate Studies in Mathematics, V.
19) GSM/19. American Mathematical Society, 1998.

[5] M. Holst. Course notes for math 273b, University of California San Diego, 2010.

[6] M. Holst and E. Titi. Determining projections and functionals for weak solutions of
the Navier-Stokes equations. In Recent Developments in Optimization Theory and
Nonlinear Analysis, volume 204 of Contemporary Mathematics, Providence, Rhode
Island. American Mathematical Society, 1997.

[7] Y. Kondratyuk and R. Stevenson. An optimal adaptive finite element method for the
Stokes problem. SIAM J. Numer. Anal., 46(2):747–775, Feb. 2008.

[8] M. S. Mommer and R. Stevenson. A goal-oriented adaptive finite element method
with convergence rates. SIAM J. Numer. Anal., 47(2):861–886, 2009.

[9] R. H. Nochetto. Why adaptive finite element methods outperform classical ones.
Hyderabad, India, 2010. Proceedings of the International Congress of Mathemati-
cians.


	Signature Page
	Dedication
	Table of Contents
	List of Figures
	Acknowledgements
	Vita and Publications
	Abstract of the Dissertation
	Introduction
	Background and overview of research
	Adaptive and goal-oriented methods
	Problems considered
	Norms and Sobolev spaces
	Finite element methods
	Galerkin orthogonality and Céa's lemma
	Duality methods
	Estimators, quasi-error and contraction

	Summary of the papers
	Paper 1
	Paper 2


	Convergence of Goal-Oriented Adaptive Finite Element Methods for Nonsymmetric Problems
	Introduction
	Problem class, discretization, goal-oriented AFEM
	Problem class, weak formulation, spaces and norms
	Finite element approximation
	Goal oriented AFEM (GOAFEM)

	Contraction and convergence theorems
	Quasi-orthogonality 
	Error estimator as global upper-bound
	Local perturbation
	Estimator reduction
	Contraction of AFEM
	Convergence of GOAFEM

	Quasi-optimal cardinality of GOAFEM
	Estimator as global lower bound and localized upper bound
	Optimality assumptions and optimal marking
	Quasi-optimality of total errror
	Approximation classes and approximation property
	Cardinality of Mk and quasi-optimality of the mesh

	Conclusion
	Appendix

	Convergence of Goal-Oriented Adaptive Finite Element Methods for Semilinear Problems
	Introduction
	Preliminaries
	Linearized dual problems
	Finite Element Approximation

	Goal Oriented AFEM
	Contraction for the primal problem
	Quasi-orthogonality 
	Error Estimator as Global Upper-bound
	Estimator Reduction

	Contraction and Convergence of GOAFEM
	Quasi-orthogonality for Limiting-dual Problem
	Estimator Perturbations for Dual Sequence
	Contraction of GOAFEM

	Numerical Experiments
	Conclusion

	Inverse Inequality
	Quasi-Interpolant Estimates
	Galerkin Method for Nonlinear Equations



