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ABSTRACT

Tackling GPU Memory Size Limitations

GPUs are now in widespread use for many non-graphics applications, like machine learning,

scientific computations, and computer vision, but many challenges remain for achieving their

full potential in many areas. Some algorithms and data structure operations, originally devel-

oped with sequential CPU architectures in mind, appear to be inherently serial in nature, and

require new methods to adapt them to take advantage of the many-core GPU architecture. This

dissertation describes methods for utilizing this massive parallelism to solve problems on large

datasets while also grappling with the limitations on GPU memory size.

First, we present an approach to maximum clique enumeration (finding all maximum cliques

in a graph) on the GPU via an iterative breadth-first traversal of the search tree. In order to

achieve high performance on the GPU, our implementation aims to maximize available par-

allelism and minimize divergence between threads. The biggest challenge for a breadth-first

implementation is the memory required to store all of the intermediate clique candidates. To

mitigate this issue, we employ a variety of strategies to prune away non-maximum candidates

and present a thorough examination of the performance and memory benefits of each of these

options. We also explore a windowing strategy as a middle-ground between breadth-first and

depth-first approaches, and investigate the resulting trade-off between parallel efficiency and

memory usage. Our results demonstrate that when we are able to manage the memory require-

ments, our approach achieves high throughput for large graphs indicating this approach is a

good choice for GPU performance. We demonstrate an average speedup of 1.9x over previous

parallel work, and obtain our best performance on graphs with low average degree.

Finally, we present our GPU implementation of the quotient filter, a compact data structure

designed to implement approximate membership queries. The quotient filter is similar to the

more well-known Bloom filter; however, in addition to set insertion and membership queries,

the quotient filter also supports deletions and merging filters without requiring rehashing of the

data set. Furthermore, the quotient filter can be extended to include counters without increasing

the memory footprint. We implement two types of quotient filters on the GPU: the standard

x



quotient filter and the rank-and-select-based quotient filter. We describe the parallelization of

all filter operations, including a comparison of the four different methods we devised for par-

allelizing quotient filter construction. In solving this problem, we found that we needed an

operation similar to a parallel scan, but for non-associative operators. One outcome of this

work is a variety of methods for computing parallel scan-type operations on a non-associative

operator.

For membership queries, we achieve a throughput of up to 1.13 billion items/second for the

rank-and-select-based quotient filter: a speedup of 3x over the BloomGPU filter. Our fastest

filter build method achieves a speedup of 2.1–3.1x over BloomGPU, with a peak throughput of

621 million items/second, and a rate of 516 million items/second for a 70% full filter. However,

we find that our filters do not perform incremental updates as fast as the BloomGPU filter. For

a batch of 2 million items, we perform incremental inserts at a rate of 81 million items/second

– a 2.5x slowdown compared to BloomGPU’s throughput of 201 million items/second. The

quotient filter’s memory footprint is comparable to that of a Bloom filter.
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Chapter 1

Introduction

As we quantify more aspects of our world, the amount of data generated each day has grown

exponentially and led to many new discoveries and enabled a variety of valuable services. Rela-

tional data describes connections between people, places, and/or things, and is typically repre-

sented as a graph. Graph analytics can help us understand biological and chemical mechanisms,

identify close communities in social networks, or improve transportation networks. One useful

graph feature is cliques – sets of fully connected vertices. The maximum clique(s) of a graph

are the largest group(s) of fully connected data points. Finding maximum cliques is a combina-

torial problem, and can be challenging even for relatively small datasets, and the difficulty only

increases as the datasets increase in size. Adding to the challenge, many datasets are updated

frequently, possibly resulting in a change in the maximum clique(s).

As datasets across many applications continue to grow, it has become essential to process

large quantities of data in parallel. Graphics processing units (GPUs) are now used for many

general purpose computations, far beyond their original use in graphics. The GPU architecture

provides opportunities for massive parallelism, with hundreds of thousands of threads active at

once. They also achieve significantly better performance per Watt, thereby reducing the cost

and carbon footprint for solving large computational problems.

In order to maximize these benefits, we should tailor our implementations to the GPU archi-

tecture, which often requires a different approach than an implementation of the same problem

on a CPU. We must break the problem down into many pieces that can be solved in parallel.

For problems with a large amount of independent data-parallel work available this can be fairly

1



straightforward, but often it is more challenging, and may not be possible for every problem.

In addition to formulating the problem in a parallel manner, there are other techniques that can

help to optimize GPU performance, including avoiding thread divergence, workload balancing,

coalescing memory accesses, minimizing communication costs, and staying within the GPU

memory size limit. Though we consider each of these factors throughout this dissertation, we

found the fixed memory size to be the most significant challenge and the main focus of our

work.

GPUs are paired with their own dedicated memory located on the graphics card, which

provides higher bandwidth than CPU memory; however, the GPU memory size is limited to

whatever the manufacturer chooses, while CPU memory can be easily expanded. For example,

NVIDIA’s H100 graphics card comes with 80 GB of memory, while CPU memory can be

expanded to terabytes if needed. In some instances, the dataset itself may be too large to fit

in GPU memory. In our prior work implementing Twitter’s Who to Follow recommendation

system on the GPU, we achieved speedups of up to 1000x over a CPU implementation; however,

the practical usefulness of our implementation was limited by the fact that only 75% of vertices

and 50% of edges from the complete 2009 Twitter follow graph could fit into GPU memory [12].

While out-of-core implementations are an option, the performance cost is generally quite high,

and since the main goal of using a GPU is to improve performance, this is not usually a feasible

option.

In this dissertation, we show how the limited GPU memory size creates challenges for our

parallel formulation of maximum clique enumeration, and experiment with a variety of methods

to reduce the memory usage of our implementation while maintaining sufficient parallel work

to properly utilize the GPU. We then describe our implementation of quotient filters, a type of

memory-efficient data structure which can help to to reduce memory use for some applications.

The key contributions of this work include:

• A breadth-first implementation of maximum clique enumeration on the GPU, which

achieves high throughput, but due to memory limitations and the combinatorial nature

of the problem, cannot always solve larger and/or more dense datasets.

• A fast, accurate heuristic to solve for the maximum clique size of a graph, which can be

2



used to reduce the memory usage of the exact enumeration algorithm or to avoid the exact

computation altogether in instances where an approximate solution is acceptable.

• GPU implementations of two types of quotient filters: standard quotient filters and rank-

and-select-based quotient filters, including bulk build, delete, and merging operations.

• Three techniques for implementing a parallel scan operation for a non-associative opera-

tor with a saturation condition.

3



Chapter 2

Maximum Clique Enumeration on the
GPU

2.1 Introduction
The maximum clique(s) of a graph is the largest group(s) of fully connected vertices. As one

of Karp’s 21 NP-complete problems [18], the maximum clique problem is among the most

studied combinatorial problems in graph theory. While this problem has been widely studied

from a theoretical point of view [5], it can also be a useful tool for many real world graph ap-

plications. Cliques have applications in social network analysis [42], identity resolution [40],

network compression [32], computer vision [15], analysis of financial networks [4], and model-

ing metabolomic networks [19]. Approximate measures are often used in practice, because it is

assumed that solving the exact solution is not feasible. However, for many real-world datasets

it is possible to solve for the maximum clique(s) reasonably quickly.

The most common approach to finding maximum cliques is a depth-first branch and bound

algorithm, in which a new vertex is added to the clique-in-progress at each level of the search

tree, and bounds on the best possible solution for each branch are computed at every branch

point and compared to the current best clique found so far to determine which vertex to add

next. When one branch has been fully explored, if a new largest clique has been found, the

lower bound is updated, and the search backtracks to the last unexplored branch to continue

the search. Backtracking algorithms like these are notoriously difficult to implement efficiently

on GPUs. When Jenkins et al. implemented the closely-related maximal clique enumeration

4



problem on the GPU, they found that they could not achieve more than a modest speedup

over a single-threaded CPU implementation due to challenges with high divergence, workload

imbalance, and irregular memory access patterns [17].

Here we focus primarily on maximum clique enumeration — finding every clique of the

maximum size in a graph. Although most previous work has focused on finding just one of the

maximum cliques, we believe that solving for all maximum cliques is more broadly useful. We

highlight the following contributions:

• A breadth-first search approach to maximum clique enumeration on the GPU.

• A variety of techniques to reduce memory via pruning, including different heuristics and

traversal orderings.

• A data structure designed specifically for efficiently expanding many lists of vertices in

parallel to track candidate cliques.

• A windowed search scheme for finding a single, maximum clique when memory con-

straints prevent enumeration, which allows us to explore a middle-ground between a

depth-first and breadth-first search and the trade-offs between memory usage and avail-

able parallel work.

• A parallel heuristic which manages to find a clique of maximum size for 97% of the

datasets in our test set before we even begin running the exact algorithm.

2.2 Background
Given a graph G = (V,E), a clique, C ⊆ V , is a subset of vertices such that every vertex in C is

connected to every other vertex in C via an edge, i.e., the subgraph induced by C is a complete

subgraph of G. The maximum clique(s), Cω, are the clique(s) with the largest cardinality. The

size of the maximum clique is also known as the clique number of a graph, denoted as ω(G).

Different applications may have use for the clique number on its own, the clique number and

multiplicity, the list of the vertices belonging to one of the maximum cliques, or the members of

all cliques of size ω. In some instances, an approximation of the clique number and/or members
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of a large (but not necessarily maximum) clique may suffice. In this work, we seek to enumerate

all maximum clique(s) of a graph, encompassing all of these possible applications.

2.2.1 The Search Tree

Since our aim is to find the exact maximum clique(s) of a given graph, we must use a system-

atic approach to consider all possible combinations of vertices in order to guarantee that we

have found the largest set(s) of fully connected vertices. This problem is often solved using

branch and bound algorithms, with the goal of swiftly eliminating most of these combinations

via discerning choices of bounds and traversal order of the search tree. The basic branching

algorithm is as follows: begin with an empty clique set, C, and a set of candidate vertices,

P , which initially includes all vertices in G. Then, following some ordering scheme, select a

vertex v ∈ P to add to C, and filter out vertices in P not connected to v. Next, select another

vertex remaining in P , filter again, and repeat until P is empty, then note this clique and its

size. Backtrack to the previous decision point, select a different vertex from the candidate set,

and continue on, maintaining a record of the largest clique found so far, until all combinations

have been exhausted. In the complete branch and bound algorithm, this search tree traversal is

pruned by applying bounds at each branch point to reduce the number of unfruitful branches

that are explored before returning the solution.

2.2.2 Bounding the Search

Most implementations use three bounds in pruning the search space: (1) a lower bound on the

maximum clique size, (2) an upper bound on the largest clique a vertex belongs to, (3) an upper

bound on the largest clique within each set of vertices.

2.2.2.1 Setting an Initial Lower Bound

The size of the largest clique found so far serves as the lower bound on the maximum clique

size; however, a heuristic can be used to find a lower bound before beginning the search, in order

to preprune the candidate list. Due to the computational complexity of the maximum clique

problem, there is a substantial body of previous work on a wide variety of heuristics, which aim

to avoid paying the cost of computing an exact solution. When using a heuristic as the first step

in solving for an exact solution, a better heuristic leads to better pruning; however, a high-quality
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heuristic is also likely to require a lot of work, with the absolute best heuristic approaching the

amount of work required for finding the exact solution. Thus, selecting a heuristic involves a

trade-off between preprocessing work and work within the exact computation.

2.2.2.2 Pruning Individual Vertices

If we have an upper bound on the largest possible clique a vertex can belong to, then we can

compare this against the largest clique found so far and determine whether or not the vertex

could be a member of a larger clique. If not, we can ignore this vertex entirely. A simple upper

bound for a vertex is its degree plus one. However, we can obtain a tighter bound using the

concept of k-cores. A k-core of a graph is a vertex-induced subgraph in which all vertices have

degree at least k [35]. The largest value of k for which a vertex is a member of a k-core is its

core number. The largest clique a vertex could be a member of is its core number plus one. We

compare the effectiveness of pruning using vertex degrees and core numbers.

2.2.2.3 Finding Upper Bounds for Sets of Vertices

As we traverse the search tree, we use an upper bound on the largest clique contained within

the candidate set, P , to determine whether to continue to explore the branch or prune it. The

most straightforward upper bound is |C|+ |P |, the size of the current clique set plus the size of

the candidate set. Alternatively, we can find a tighter upper bound using other metrics, such as

vertex coloring.

2.2.3 GPU-Specific Considerations

When designing algorithms for GPUs, we must tailor our implementations to their unique ar-

chitecture to achieve high performance. GPUs are optimized for high throughput, while CPUs

are optimized for low latency. Because we have thousands of threads available for computa-

tion on a single GPU, we care less about work efficiency and more about maximizing available

parallelism and how to best split this work up between threads. Ideally, work is distributed in

a balanced way to take full advantage of the compute available. We should also avoid diver-

gence between threads’ execution paths, particularly threads within the same 32-thread group-

ing, known as a warp in the CUDA programming model. Threads in the same warp run in

lockstep, so when some threads take a different execution path, the others are idling.

As described in Chapter 2.2.1, the most common method for traversing the search tree is a
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depth-first approach with backtracking; however, these types of algorithms map poorly onto the

massive parallelism of GPUs, due to a lack of available parallel work, high divergence, and im-

balanced workloads [17]. If we choose a depth-first algorithm, we could traverse the search tree

in a fine-grained thread-parallel or coarse-grained warp-parallel fashion. Both options present

challenges for an efficient GPU implementation. In a fine-grained thread-parallel traversal, each

thread is assigned its own subtree to search independently. Because the depth of subtrees is ir-

regular and unpredictable, this leads to high divergence and an unbalanced workload. For a

coarse-grained warp-parallel traversal, threads in each warp traverse the search tree as a group

and work cooperatively to compute the new candidates and bounds at each branch point. Al-

though this avoids the high divergence of the fine-grained traversal, it reduces the amount of

parallel work available and does not provide enough work for all threads when the size of the

candidate list is less than warp-sized.

Another GPU optimization to keep in mind is that in order to maximize memory bandwidth,

we should use coalesced memory accesses whenever possible – that is, we want neighboring

threads to access values stored in a contiguous chunk of memory. Again, due to the irregular

nature of the search tree, the length of candidate lists is highly variable, making it difficult

to arrange coalesced memory accesses. Finally, GPU RAM size is limited, and to avoid the

additional communication costs associated with out-of-core implementations, we aim to keep

overall data use small enough to fit into GPU memory.

2.2.4 Breadth-First Strategy

As the basis of our implementation we chose a breadth-first exploration of the search tree to

maximize the available parallelism, minimize divergence, and improve load balancing. In a

breadth-first traversal, we take all branches at each level before moving deeper into the tree.

When performing the search sequentially, this is not ideal, because the maximum cliques are

found at the deepest leaves of the tree; however, the massively parallel nature of GPUs allows

us to explore many of these branches simultaneously instead. Though it will likely require more

work overall because we are not updating the lower bound throughout the computation, we can

utilize the many available threads, so we hope this allows us to finish the entire search more

quickly.
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Although a breadth-first approach maximizes the available parallelism, the space required

to store all cliques and candidates at once is a limitation of this approach. For a depth-first

search, when we reach the end of a path, if the solution found is not a new maximum, the

clique and its associated data are discarded. In a parallel breadth-first search, all branches are

taken at once, so we need enough memory to store all k-cliques at each level of the tree, which

may be impractical, particularly for large or dense graphs. In our work, we investigate ways to

overcome these memory constraints via pruning and some deviations from the typical breadth-

first traversal.

2.3 Related Work
There have been some previous parallelizations of the maximum clique and maximal clique

enumeration algorithms, with most targeting multi-threaded or distributed CPU systems, though

there have also been a few GPU implementations.

2.3.0.1 Parallel CPU Maximal Clique Enumeration

Both Schmidt et al. [34] and Du et al. [10] implement parallelizations of the Bron-Kerbosch

maximal clique enumeration algorithm for shared memory systems, where all workers have a

copy of the full graph. Each worker is assigned a vertex from the graph and traverses the search

tree to find all maximal cliques that contain that vertex. Cheng et al. [6] also implement a

version of parallel Bron-Kerbosch, and their work is aimed at problems on distributed memory

systems with large input graphs and limited memory. In their implementation, one master node

computes partitions of the graph and assigns these subgraphs to the other workers, which then

compute the maximal cliques in the subgraph using the Bron-Kerbosch algorithm.

In their work on a BFS-style approach, Zhang et al. include a parallel implementation [45]

where a task scheduler divides all k-cliques evenly amongst the threads at each iteration, and

between iterations (after all threads have finished computing new (k + 1)-cliques), the threads

synchronize, to preserve ordering of the output maximal cliques by increasing size. This imple-

mentation is very memory-intensive, because it requires all threads to have a copy of the graph,

stored as an adjacency matrix, and to maintain the lists of all intermediate cliques.
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2.3.0.2 Parallel CPU Maximum Clique

The maximum clique implementations by Rossi et al. [32] and McCreesh et al. [23] both im-

plement a branch and bound algorithm. They use a global work queue, and split the search tree

up at the first level of branching to populate the queue (i.e. one task = searching the subtree

initialized with a single-vertex clique). In addition to parallelizing the exact algorithm, Rossi

also computes the initial greedy heuristic in parallel. Both Rossi and McCreesh find that they

sometimes achieve superlinear speedups because threads working simultaneously are able to

find new maximum cliques and prune the search tree more effectively.

Xiang et al. [44] implement a branch and bound algorithm for the maximum clique problem

using the MapReduce framework. Their algorithm has two stages: (1) partition the graph to

distribute subgraphs amongst processors; (2) run standard branch and bound search in each

subgraph. This helps them to achieve better load balancing, but with a significant overhead

cost.

2.3.0.3 GPU Maximal Clique Enumeration

The first GPU maximal clique enumeration implementation appears to be the work by Jenkins

et al. [17]. They implement the basic Bron-Kerbosch algorithm, with the goal of evaluating

how well-suited backtracking algorithms are for GPU architectures. They use both coarse- and

fine-grained parallelism, by assigning one subtree of the traversal per warp, then having threads

within the warp work cooperatively to determine the best branching strategy. The maximal

cliques are written to a pre-allocated buffer that is periodically flushed to the CPU. During

this flushing step, the CPU also performs basic load balancing, redistributing the work from

warps with large stacks to those with short ones. Jenkins concludes that the irregular memory

access patterns for this type of algorithm limit the GPU performance to a 2x speedup over a

single-threaded CPU implementation.

Henry [14] also implements the Bron-Kerbosch algorithm on the GPU for use in content-

based image retrieval. They process one small graph (representing a pair of images) per block,

and assign one node of the search tree per thread. They find that their biggest constraint was the

number of new nodes each thread can generate, though they did achieve speedups over a serial

CPU implementation.
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Lessley et al.’s work [20] is the only BFS-style clique implementation on the GPU we have

found to date. Their implementation uses only data-parallel primitives (such as scan, map,

reduce, scatter, etc.) for every step of the algorithm. The key to their algorithm is that they

find cliques to combine using a dynamic hash table. During each iteration, they construct a

hash table containing all k-cliques, by hashing the indices of the last (k − 1) vertices of the

clique. They then compare cliques with matching hashes to determine whether or not they

can be combined into a (k + 1)-clique. The biggest issue for this work is the large memory

requirement for storing the intermediate, non-maximal cliques, which significantly limits the

size of the problems they can solve on a single GPU.

Wei et al. [43] explore maximal clique enumeration by transforming a parallel version of

the recursive Bron-Kerbosch algorithm with degeneracy into an iterative version amenable to

the GPU. They reduce memory through use of a CSR-like (compressed sparse row) adjacency

matrix graph representation and obtain an upper bound on the maximum number of maximal

cliques using Moon and Moser’s theorem [25].

While our work shares commonalities with some of this previous work on maximal clique

enumeration, particularly the breadth-first approach by Lessley et al., there is one key point of

simplification that we can exploit when solving for maximum cliques, rather than all maximal

cliques: pruning. Our goal is to complement the large amount of available parallel work gen-

erated by a breadth-first traversal of the search tree with sufficient pruning to avoid running out

of memory.

2.3.0.4 GPU Maximum Clique

VanCompernolle et al. [38] implement a version of San Segundo’s BBMC [33] maximum clique

algorithm on the GPU. They parallelize the search tree traversal at the first level of branching

and assign one subtree to each block. Threads within the block perform the bitwise parallel

computations for coloring the subtree and filtering out fruitless branches. Each block traverses

its subtree recursively, until the search space is exhausted. There are no load balancing mecha-

nisms, so each block must traverse its entire subtree, with no assistance from other blocks. This

implementation suffers from memory limitations, due to the stack requirements for recursion

and the memory-intensive adjacency matrix representation required for the bit-wise parallel op-

11



erations. These memory constraints limit the applicability of their implementation to graphs

with fewer than 1500 vertices. To the best of our knowledge, this is the only exact maximum

clique implementation on the GPU. By contrast, we chose to perform a fine-grained parallel

iterative traversal of the search tree, which allows us to avoid the stack memory requirements

and load balancing issues that arise from a recursive implementation. We also use a CSR data

structure for storing the graph, which is much more compact than an adjacency matrix for most

real world sparse datasets. However, we do still run into challenges with memory usage arising

from our choice of a breadth-first traversal.

There have also been at least two maximum clique heuristics implemented on GPUs. Cruz

et al. [8] use a neural network to compute a maximum clique heuristic, which they deem to be

poorly-suited to the GPU architecture. Nogueira et al. [28] devise a new local search heuristic

for the maximum weight clique problem, which utilizes two new vertex neighborhood concepts

and a tabu list. In their hybrid CPU-GPU implementation, they assign each GPU thread the

work of computing the potential move cost for one vertex in each iteration, and use a parallel

reduction to determine the optimal move from all candidates. Their GPU implementation de-

livers a 12x speedup over the sequential version of the same heuristic. In our work, we aim to

use a more lightweight heuristic to find a lower bound and reduce the work remaining for the

exact computation, while Nogueira et al. instead seek to find a high-quality approximation of

the maximum weight clique size for applications that do not require an exact solution.

2.4 Implementation
We find the maximum cliques by performing a breadth-first traversal of the search tree via an

iterative process. In each iteration, we launch one thread per candidate vertex across all of the

candidate lists in the current level. Each thread adds its vertex to its the clique set and generates

the list of candidates for the next level of the search. We wait until all threads have finished,

then repeat the process for the next level of the search tree.

The steps of our implementation are as follows: (1) (optionally) compute the vertex k-core

decomposition of the graph, (2) find an initial lower bound maximum clique via a greedy heuris-

tic, (3) form the initial lists of 2-cliques/candidates, (4) perform the iterative process described
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above, adding vertices to the clique lists and generating new candidate lists for the next itera-

tion. Each of these steps is performed in parallel on the GPU. In this section, we describe the

details of each of these operations, as well as a modified version, in which we explore only a

subset of the candidates at a time, which we refer to as a windowed breadth-first search.

2.4.1 External Libraries

Our k-core implementation relies on the Gunrock GPU graph library [41]. The Gunrock library

enables users to write GPU implementations of graph algorithms at a higher level of abstraction.

In Gunrock, computations are implemented through operations on frontiers of vertices or edges.

In addition to compute operations, Gunrock uses the traversal operations advance, which gen-

erates a new frontier from the neighbors of the current frontier, and filter, which creates a new

frontier that is a subset of the current frontier. The Gunrock library generates the CUDA kernels

needed for each operation and performs the necessary load balancing for us. We also use Gun-

rock’s graph loader in preprocessing to convert the input dataset into a compressed sparse row

format (CSR) graph data structure, which we store in GPU global memory to utilize throughout

the rest of the computation. We also make use of NVIDIA’s CUB library for its optimized scan,

reduce, select, and sort operations [24].

2.4.2 Vertex k-Core Decomposition

A vertex k-core decomposition is the computation of the core numbers for all vertices in the

graph. As described in Chapter 2.2.2.2, a vertex’s core number is a measure of its membership

in subgraphs of highly-connected vertices. We experiment with using vertices’ core numbers

in our initial heuristic, for vertex pruning bounds, and in choosing the order of traversal for our

windowed search. We expect that using core numbers will improve the effectiveness of pruning

and the accuracy of the lower bound from the heuristic, though at the cost of additional prepro-

cessing time. We offer analysis of this trade-off between precompute time and improvements

in pruning effectiveness in Chapter 2.5.2.4.

As shown in Algorithm 1, our implementation begins with all vertices in the graph in the

frontier and k = 0. We check the degrees of the vertices, and for any vertices with degree

less than or equal to k, set their core number to k, and mark them as deleted. We then we
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advance to the deleted vertices’ neighbors, and decrement their degrees. We then repeat the

filter operation, checking if any of these vertices’ degrees have been reduced below k, and mark

them to be deleted. We repeat this advance and filter cycle until there are no vertices remaining

in the frontier. We then increment k and repeat this process until all vertices’ core numbers

have been found. This code is available as one of the app examples in the Gunrock library:

https://github.com/gunrock/gunrock/tree/dev/gunrock/app/kcore.

2.4.3 Heuristic

The next step is to establish a lower bound on the maximum clique size via a heuristic. As

described in Chapter 2.2.2.1, the choice of heuristic involves a trade-off of work between pre-

processing and the exact algorithm. We selected a greedy heuristic rather than a more compli-

cated heuristic because we are aiming to minimize preprocessing time, and we expect that the

GPU can handle a large amount of work in the exact algorithm stage. We have two different

implementations of the greedy heuristic: (1) the single run version in which we run the greedy

algorithm once and use the GPU threads to filter the vertex list in parallel and (2) the multi-run

version where we run many instances of the greedy algorithm in parallel on the GPU. For both

versions, we provide an option to use either the vertex degrees or core numbers for determining

the greedy ordering.

2.4.3.1 Single Run Heuristic

The greedy heuristic is as follows: start with a list of all vertices and pick the vertex with the

highest degree (or core number) to add to the clique-in-progress, then remove any vertices not

connected to this vertex. From the remaining vertices, add the vertex with the highest degree

(or core number) to the clique and once again filter out any vertices not connected to this vertex.

Repeat until no vertices remain in the list. The size of the clique found this way serves as a

lower bound on the maximum clique size.

In our GPU implementation of this heuristic, we first create a list of all vertices in the graph

and use the GPU to sort the vertices descending degree (or core number) order. We pull the first

vertex, v0, out of the candidate list and filter the vertex list on the GPU using a parallel select

operation, removing any vertices which are not neighbors of v0. Then we pick the next vertex

from the filtered candidate list, and filter the list again. This process repeats until there are no
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vertices remaining in the list. The number of iterations of this greedy algorithm is the lower

bound clique size, ω.

2.4.3.2 Multi-Run Heuristic

For the multi-run greedy heuristic, we use the same greedy algorithm as the single-run heuristic,

except we run many instances of it in parallel, each with a different starting vertex. The im-

plementation makes use of a variety of data-parallel operations that are well-suited to the GPU.

The details are shown in Algorithm 2. As in the single run version, we begin with a list of all

vertices sorted by decreasing degree/core number, and also a list of the vertices’ degrees/core

numbers, which we use to select the next vertex to add to each of the cliques-in-progress in each

iteration. We select the number instances of the heuristic we would like to run, h ≤ |V |, and

use the h vertices with the highest degree/core numbers as the seed vertices for each of the runs.

We perform a few setup steps, creating segmented arrays containing all of the neighbor vertices

and their degrees/core numbers for each of the seeds. Then we begin to iterate. First, we find

the vertex in each segment with the highest degree/core number using a segmented maximum

operation. We use one thread per segment to check whether each of the other vertices in the

segment is connected to this vertex and flag vertices to keep. Next, we use a select operation to

filter the vertex and degree/core number arrays, removing vertices that are not connected. Then

we remove empty segments with one more select operation and update the segment indices via

a scan operation. We then iterate until there are no candidate vertices remaining in any of the

segments. As in the single run version, the number of iterations is the lower bound on the max-

imum clique size, but in this case it represents the largest clique found across all h parallel runs

of the greedy heuristic. We expect that using the best of multiple runs will result in a better

lower bound and, therefore, better pruning.

2.4.4 Clique List Data Structure

An important consideration for our breadth-first parallel implementation is how to store all of

the cliques and candidate lists. In parallel in each iteration, we are creating a new candidate list

for each of the current candidate vertices across all candidate lists. The size of each of these new

candidate lists can vary widely between cliques and between iterations of the algorithm, making

it impossible to preallocate the appropriate amount of memory. As mentioned in Chapter 2.2.4,
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limited memory size is a significant concern for the breadth-first implementation, so we would

also like to store cliques and candidate vertices as compactly as possible and avoid storing any

duplicate information.

Criteria The goal is to build a minimally-sized data structure that supports the following

operations: (1) add a variable number of total items in each iteration, (2) track which clique

each of the newly-added candidate vertices belongs to, and (3) delete data for cliques that have

been pruned. Parallel operations take place with one thread per candidate vertex, so we would

like to store all candidates in a contiguous block of memory in order to achieve coalesced

accesses.

Our Solution The data structure we chose, which we call a clique list, is essentially a linked

list wherein each node of the list contains a pair of arrays, vertexID and sublistID. Fig-

ure 2.1 shows the clique list for an example graph. Each node in the clique list contains all the

necessary data for one iteration of the search. vertexID contains the candidate vertices for

that level, and sublistID contains the index in the previous clique list node where the last

vertex added to the clique is stored. Essentially, the sublistID is a pointer into the previous

clique list node’s vertexID array. The sublistID array allows us to identify which ver-

tices belong to the same candidate list and, at the end of the computation, to read out all of the

vertices in the maximum clique(s). The first node of the clique list is different from the others.

Because there is no need for indices into a previous node’s vertex array, we combine the data

for the first two levels of the search tree into one node by using sublistID to store the vertex

IDs for the first level of the tree. Each node in the clique list also stores the number of candidate

vertices in that level (the size of the arrays) and the clique size, k, represented by the level.

Discussion This data structure allows us to simultaneously expand all cliques in each itera-

tion, allocating memory as needed, and to track which vertices belong to each clique. Iterating

through the linked list to read out the clique vertex sets is cumbersome, but within each itera-

tion of the search, we only need to know the current candidate vertices in order to check their

connections and generate the candidate list for the next iteration; therefore, we only need to

access values in previous nodes of the linked list at the end of the computation to read out the

members of the maximum clique(s). We avoid storing duplicate information because each of
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Figure 2.1. An example graph and the clique list structure used to find its maximum clique.
To illustrate how the clique list structure works, let’s walk through how to read out the max-
imum clique, represented by the circled blocks. We start at the head of the list, which is
the most-recently added node, for k = 4. There is only one clique of size 4, so this graph
only has one maximum clique. vertexID4[0] = E means vertex E is in the clique,
and sublistID4[0] = 3, so we follow the previous pointer to the clique list node for
k = 3 and find vertexID3[3] = D. Now we have the clique set C = {E,D}, and we
use the sublistID3[3] = 4 as a pointer into the clique list node for k = 2, where both
vertexID2[4] = C and sublistID2[4] = B represent vertices in the clique. Therefore,
the maximum clique of this graph is C = {E,D,B,C}.

the k-cliques generated from the same (k − 1)-clique point back to their shared ancestor in

the previous clique list node. This structure also allows for coalesced accesses, because neigh-

boring threads read from consecutive values in the vertexID and sublistID arrays. One

drawback of this data structure is that it is very difficult to delete data for cliques that have been

ruled out as candidates for the maximum clique, because sublistID values would need to be

updated in all nodes of the clique list structure. We could not find another data structure that

met our other criteria and allowed for simpler deletions, so we accept this downside and do not

delete any data for eliminated cliques.

2.4.5 Setup: Forming the 2-Clique List

Before running the breadth-first search, we must set up the first node of the clique list containing

all of the 2-cliques. This is essentially a list of the edges in the graph stored as an array of source

vertices and an array of destination vertices. Algorithm 3 shows the details of how we create the

2-clique list on the GPU using data-parallel operations. The main steps are: (1) one thread per

vertex determines the number of neighbors in its sublist; (2) prune sublists shorter than lower
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bound clique size determined in heuristic; (3) a scan operation to determine start indices for

sublists and amount of memory to allocate for 2-clique list; and (4) one thread per unpruned

sublist outputs the vertices for that sublist.

In order to avoid storing duplicate cliques, we use only one of the two directed edges that

represent each undirected edge in the original graph, known as an orientation of the graph. This

orientation step allows us to avoid wasting work and memory space throughout the rest of the

computation. We do not explicitly modify the graph, but instead select the desired edges when

forming this initial clique list node. From each reciprocal edge pair, we keep the edge where the

source vertex has lower degree (line 5). Orienting the graph by degree improves pruning over

orientation by index, because vertices with lower degree have shorter adjacency lists. Selecting

these vertices as the source vertices should result in initial sublists that are shorter on average

and thus a greater proportion of sublists will be smaller than ω̄. We examine the effects of this

decision on runtime and memory usage in Chapter 2.5.3.1.

In addition to pruning entire sublists, we also pre-prune individual vertices by comparing

their degree/core number to the lower bound found in the heuristic. After perfoming all pruning,

it is possible that there may be only one sublist remaining, representing the clique discovered

by the heuristic. In this case, we skip the full exact algorithm because we have already found

the singular maximum clique (line 35). At this point, if we were only interested in finding one

of the (possibly many) maximum cliques, we could skip the exact algorithm in the event that

there are no sublists longer than ω̄ − 1.

The final preprocessing operation we perform during this stage is to sort vertices by degree

within their candidate lists (line 40). Without this sort, vertices will be in the same order as they

are stored in the adjacency lists, that is, sorted in order of increasing index values. By sorting

candidate vertices according their degrees, we hope to improve pruning, because the vertices

near the beginning of the candidate lists are assigned more edge lookups than vertices later in the

list. This means lookups for missing edges are moved to earlier iterations, enabling us to prune

them earlier in the search. Additionally, placing the low degree vertices at the beginning of the

candidate lists means a greater fraction of edge lookups are in shorter adjacency lists, which

reduces the average lookup speed. In Chapter 2.5.3.2, we analyze the effect of this operation on
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memory usage and overall runtime.

2.4.6 Breadth-First Maximum Clique

Once we have the first node of the clique list, we can begin the iterative breadth-first search,

detailed in Algorithm 4. This process is as follows: one thread for each vertex in the clique list

checks whether it is connected to each of the vertices that follow it in its sublist, and tallies the

number of successful edge lookups. Each successful lookup represents a (k + 1)-clique. The

length of this new sublist is compared to ω̄ to determine whether it should be pruned before

returning the count. Next, we use a scan operation to find the start indices for the new sublists

and amount of memory to allocate for the (k+1)-clique list. If there are no new cliques, we have

reached the end of the search, and we use the current clique list node to read out the vertices

in the maximum clique(s). Otherwise, we assign one thread per vertex to output the candidate

vertices for its new sublist.

This breadth-first approach provides the ability to easily launch a different number of threads

in each iteration to match the number of candidate vertices formed in the previous iteration. By

changing the number of threads in each iteration to match the number of cliques, we avoid the

load imbalance of having each thread traverse multiple levels of the search tree, which would

result in both many dead-end threads and threads with vast search trees to explore. The largest

portion of the computation in each iteration is the edge checks, each of which consists of a

binary search (lines 5 and 19) on the candidate vertex’s adjacency list within the CSR. Unfortu-

nately, these memory accesses will not be coalesced, because neighboring threads are responsi-

ble for different candidate vertices. However, individual threads may receive some benefit from

caching, because all of their reads will be in the same part of the graph data structure.

2.4.7 Windowed Search

As mentioned in Chapter 2.2.4, one of the challenges for a breath-first implementation of max-

imum clique is the large memory requirement for storing all candidates simultaneously. Partic-

ularly for graph datasets that are large and/or dense, there may be more candidate cliques than

can fit in GPU memory, even after pruning. For these instances, we consider an approach for

solving for only one of the maximum cliques, rather than enumerating all maximum cliques.
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We implement a windowed variation on the breadth-first search, wherein we split up the initial

list of 2-cliques and run our breadth-first maximum clique algorithm on one subset (window) of

candidates at a time. Although a fully depth-first search provides little parallelism and creates

too much divergence and workload imbalance between threads to perform well on a GPU, we

hope that modifying the search to be less broad can offer a balance between parallelism and

memory requirements.

Implementation We want to ensure that the window boundary is between sublists, since can-

didate vertices use the information for all vertices that follow them in their sublist. When

selecting the window tail, we use the GPU threads to quickly read a chunk of sublistID

values and check if their index is the end of a sublist, and if so, write their index to a global

variable using an atomic minimum operation. This gives us the end of a sublist closest to the

nominal end of the window. When we have completed the breadth-first search of one window,

we update the lower bound if a new largest clique has been found, find the tail for the new

window, and repeat until we have finished all windows. With windowing, we have the ability to

choose an ordering for the search, as other depth-first implementations do. We experiment with

sorting the source vertices in the 2-clique list by their degrees or core numbers and describe our

findings in Chapter 2.5.4.

Discussion It is still possible that the combinations from a relatively small set of 2-cliques can

lead to a very large list of candidates for larger cliques. The choice of window size is important,

because we want to provide enough work to keep the GPU busy, but keep the clique list small

enough to stay within memory bounds. We expect graphs with higher average degree to work

best with a smaller window of the 2-clique list, because the number of candidates will probably

increase more quickly with each iteration. We hope that exploring high-degree neighborhoods

first (by sorting the source vertices by degree/core number) will increase the probability of

finding the maximum clique earlier in the search and improve pruning for the remainder of the

search. We test a variety of window sizes and traversal orderings and describe the trade-offs we

find in Chapter 2.5.4.
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2.5 Results
Methodology We evaluate our maximum clique implementation on the 58 largest real-world

datasets (all datasets with |E| > 10k)1 evaluated in Rossi et al.’s paper [32], downloaded from

the Network Repository [31]. These include social, web, road, biological, technological, and

collaboration networks ranging in size from 10k to 106M edges. We use Rossi et al.’s Parallel

Maximum Clique (PMC) [32] as our main comparison; however, we note that their implemen-

tation only finds one of the maximum cliques — they do not find all cliques of that size. We

randomize the vertex indices, to avoid any bias from the ordering of the original datasets that

could affect the comparisons for sorting by index and degree. We also preprocess the datasets

(before forming the CSR data structure) to ensure all graphs are undirected and contain no

loops. We run all GPU and CPU experiments on a Linux workstation with a 2.8GHz 24-Core

AMD EPYC 7402 CPU and 512GB of main memory and an NVIDIA Tesla A100 GPU with

40 GB of on-board memory. Our code is compiled with CUDA 11.6. For both the overall

throughput results and comparison with PMC in Chapter 2.5.1, we report the results from the

fastest configuration (for our implementation: the best combination of heuristic, window size,

and other preprocessing; for PMC: the best number of threads) for each dataset. Reported run-

times for our implementation and PMC represent the average of 5 runs, and do not include the

time to load the graph dataset onto the GPU, but do include the heuristic runtime and other

preprocessing.

Key Takeaways:

• Our implementation performs best for larger graphs with low average degree.

• We achieve significant speedups over PMC on low-degree graphs, while PMC tends to be

faster for high-degree graphs.

• For some graphs with high average degree and other hard to prune graphs, our implemen-

tation runs out of memory for storing candidate cliques.

1Our implementation is OOM for two datasets (friendster and flickr), so they do not appear in performance
data, but are included in Tables 2.1 and 2.2.
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• Breaking the search up into smaller windows does enable us to solve more hard to prune

graphs, but at a significant performance cost.

• Better pruning does not dependably improve runtimes, so thus we prioritize minimizing

preprocessing time and pruning just well enough to avoid running out of memory.

• The overall best heuristic is the multi-run degree-based heuristic. Smaller graphs perform

best with a simple heuristic, while the hardest-to-prune graphs perform best with the

multi-run core number heuristic.

• We save time and memory by orienting the graph by degree and sorting candidate vertices

by degree.

2.5.1 Overall Performance

Performance vs Average Degree The most consistent factor determining the performance

of our implementation is the average degree of the graph. As shown in Figure 2.2, the num-

ber of edges processed per second decreases as the average vertex degree increases. There

are a few factors at play here. First, graphs with higher degree are harder to prune because

many of the vertices’ degrees (or core numbers) will be larger than the heuristic lower bound.

Therefore, candidates stick around for more iterations of the exact algorithm, requiring more

work. Second, vertices in high degree graphs have larger adjacency lists, which corresponds to

longer sublists in our algorithm. The workload for a thread in each iteration is dependent on

the length of its sublist and its position within the sublist. With longer sublists, each iteration of

the main loop has a longer runtime, and there is greater divergence and poorer load balancing

amongst threads. Third, because each edge lookup requires a binary search, larger adjacency

lists increase the work for each of these operations.

Performance vs Graph Size We achieve higher throughput as the graph size increases;

however, the challenge is to avoid running out of memory (OOM) while solving these

larger graphs, while also maintaining enough work to keep the GPU busy throughout

the entire computation. Figure 2.3 demonstrates that the runtime per edge decreases as the

number of edges increases. This indicates that the GPU is able to handle these additional edges,
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and we may be able benefit from still greater efficiencies when scaling up to larger (but still

low degree) graphs. However, when solving these larger graphs, particularly if they do not also

have a very low average degree, there may be too many intermediate candidate cliques to fit in

GPU memory. The solution to this problem is to improve pruning, but over-pruning leaves the

GPU under-utilized. The clique count distribution for web-wikipedia2009 shown in Figure 2.4

demonstrates how this balance plays out on a single dataset with different levels of pruning.

Without pruning, or with poor pruning, the number of mid-sized candidate cliques explodes

and the cliques do not fit in GPU memory. Additionally, earlier and later iterations typically

have many fewer candidates than the peak at the mid-range values of k, and there is not enough

available work to saturate the GPU. If pruning is very effective, we may succeed in pruning

almost all candidates not in the maximum clique, leaving little work in any iteration of the main

loop, as seen with the multi-run heuristics for web-wikipedia2009. This is a challenge inherent

to this application, because pruning these mid-range values is not possible for all graphs, and

we are limited in the peak of this distribution by the GPU memory. So the key to optimal GPU

performance is keeping the peak low enough to stay in GPU memory, while still leaving enough

work in the early and late iterations to fill the GPU.

Comparison with Previous Work We find that our implementation outperforms PMC

for low degree graphs, while PMC is faster for high degree graphs, as shown in Figure 2.5.

In general, the performance of their implementation is more dependent on the number of edges

in the graph than the average vertex degree, while ours has the opposite trend. Therefore, our

implementation is more performance-scalable, except for the memory requirements of

our breadth-first implementation. Adding the windowing option to our implementation

does help to mitigate the memory requirements of the breadth-first implementation, but

it comes at a performance cost. As you can see at the bottom of Figure 2.5, for the handful of

graphs where only the windowed version is successful, PMC is significantly faster. Dividing the

problem up into small enough windows to keep the memory requirements manageable tends to

reduce the amount of parallel work so much that we cannot take advantage of the parallel power

of the GPU.
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Figure 2.2. Throughput (including all preprocessing) versus average degree for fastest con-
figuration on each dataset for the basic breadth-first version and version with windowing. For
both the regular breadth-first and windowed versions, performance is inversely correlated with
average vertex degree.
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Figure 2.3. Throughput (including all preprocessing) versus number of edges for fastest con-
figuration on each dataset for the basic breadth-first version and version with windowing. For
both the regular breadth-first and windowed versions, throughput is higher for larger graphs.

2.5.2 Heuristics

For small graphs and/or graphs with low average degree, it is sometimes possible to run the exact

maximum clique computation without computing an initial lower bound. However, we find that

without a heuristic lower bound allowing us to prune the search, we typically run out of memory

when attempting to solve larger and/or higher degree datasets. As described in Chapter 2.4.3,

we implemented four different versions of greedy heuristics. In these experiments, the multi-

run heuristics use all vertices in the graph as seeds, i.e., h = |V |. We analyze the comparative

effectiveness of the heuristics by comparing them along three metrics. (1) Accuracy: how

close is the estimated lower bound to the true maximum clique size? (2) Pruning: how much

memory do we save when pruning using these lower bounds, and is this pruning sufficient to
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Figure 2.4. k-clique counts in each iteration of the regular breadth-first maximum clique com-
putation for web-wikipedia2009, using each of the heuristics, with and without intermediate
pruning of the candidate lists. With insufficient pruning, our implementation runs out of mem-
ory, while the highest-quality pruning leaves little work remaining in each iteration of the exact
algorithm.
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Figure 2.5. Speedup over Rossi PMC for the fastest configurations of our regular breadth-first
and windowed implementations. Our implementation performs relatively better on datasets
with lower average degree.

avoid running out of memory? (3) Speedup: does this pruning result in an overall speedup in

solving for the maximum clique, or is the additional preprocessing time greater than the time

saved in the exact computation?

2.5.2.1 Accuracy

Of our four heuristic options (single-run degree, single-run core number, multi-run de-

gree, and multi-run core number) the multi-run versions provide much better lower bounds

than the single-run options. Figure 2.6 shows the accuracy of the lower bounds found by each

of our heuristics and their runtimes and how they vary across datasets. Table 2.1 summarizes

the mean error in the heuristic clique size across all datasets for each of our heuristics and the
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Figure 2.6. Comparison of accuracy and runtime of each of our heuristics and the heuristic
used in PMC. The multi-run heuristics have much better accuracy than the single-run heuris-
tics. The ideal heuristic would be at the top left of this diagram, but we find that a higher
quality heuristic typically requires a longer runtime.

heuristic used in Rossi et al.’s PMC. For the single-run versions, using core numbers does usu-

ally improve the the lower bound significantly, but it comes at the cost of a much longer runtime.

The multi-run degree and multi-run core number heuristics result in similar accuracy, with the

degree version finding a larger clique for some datasets and the core number version finding a

larger clique for others, and for many datasets both versions succeed in finding a clique of the

maximum size. The multi-run degree and single-run core number heuristics have similar run-

times, but the multi-run degree heuristic has higher accuracy. Overall, the lower bounds from

our multi-run heuristics are comparable to those of the heuristic used in PMC, which uses a

similar algorithm to that of our multi-run core number heuristic.
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Table 2.1. Heuristics error comparison. Error is the difference between the size of the clique
found by the heuristic and the true maximum clique size.

Heuristic Mean Error

Single-run degree 63.3%

Single-run core number 40.6%

Multi-run degree 3.9%

Multi-run core number 3.0%

Best multi-run 2.1%

Rossi PMC 2.5%

2.5.2.2 Pruning Quality

We find that the multi-run heuristics provide the best pruning and allow us to solve more

datasets without running out of memory; however, graphs where the average degree is

close to or larger than the maximum clique size are difficult to prune, even with an accu-

rate lower bound. Figure 2.7 shows that the quality of the lower bound is the main determining

factor in achieving high levels of pruning. The multi-run heuristics achieve both the highest ac-

curacy and the largest fraction of candidate cliques pruned. However, there are some datasets

where even an accurate lower bound does not allow us to prune the candidates very aggressively.

Figure 2.8 shows that when the lower bound is not significantly larger than the average degree,

pruning tends to be less effective. This makes sense, because all of the upper bounds used in

pruning are related to degree. Candidate lists are pruned based on their length, and the lengths

of the initial candidate lists are determined by the lengths of the vertices’ adjacency lists. Ver-

tices are pre-pruned based on their degree (or core number, which is typically correlated with

degree). In instances where the heuristic finds one of the maximum cliques, there is no way to

increase pruning by improving the heuristic.

In general, we do see an increase in pruning when using the more complex heuristics with

higher accuracies and longer runtimes, as shown in Figure 2.9. The increase in runtime for the

versions using core numbers over the the equivalent (single- or multi-run) degree versions is

entirely due to the compute time for the vertex k-core decomposition. Most importantly, we do
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Figure 2.7. The fraction of original candidate cliques pruned by each of our heuristics is
typically correlated with the accuracy of the heuristic. The number of cliques used as the
baseline is either the total number of candidates found with no pruning, or, when there are too
many cliques to store in GPU memory without pruning, we set the baseline at the maximum
number of cliques that fit in GPU memory.

find that the improvement in pruning from more complex heuristics enables us to solve more

datasets without running out of memory, as shown in Table 2.2, though these more complex

heuristics do typically have longer runtimes, as can be seen in Figure 2.17. If increased pruning

also results in a faster runtime for the exact algorithm, this presents a trade-off between pre-

processing and main algorithm runtime. However, because our breadth-first algorithm runs in

parallel on the GPU for a fixed number of iterations, pruning the candidate lists past a certain

point will not significantly improve the runtime of the exact algorithm, because we are not using

the full capacity of the GPU.
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Figure 2.8. Fraction of original candidate cliques pruned versus number of standard deviations
difference between heuristic lower bound and average vertex degree. Pruning is not very
effective when the lower bound is not significantly higher than the average degree.

Table 2.2. Number of graphs solvable (out of 58 total) using full breadth-first maximum clique
with lower bounds from different heuristics.

Heuristic Solved Graphs OOM

None 19 67.2%

Single-run degree 21 63.8%

Single-run core number 35 39.7%

Multi-run degree 50 16.0%

Multi-run core number 52 10.3%
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Figure 2.9. Fraction of original candidate cliques remaining after pruning vs heuristic runtime
for each of our heuristics. Lower is better. The heuristics that provide the best pruning typically
have longer runtimes.

2.5.2.3 Speedup

The central purpose of the heuristic in our implementation is to avoid running out of memory

for storing candidate cliques when running the exact algorithm; however, pruning candidates

also reduces the work required, which may result in an improvement in runtime, even when not

required to stay within GPU memory. Table 2.3 shows speedups for the breadth-first version

when switching from less complex heuristics to the more complex ones (order of simplest to

most complex: none, single-run degree, single-run core number, multi-run degree, multi-run

core number). Because for many datasets, our implementation runs out of memory when we run

it with no heuristic or one of the less accurate heuristics, we must use four different baselines

in our comparison. The values listed in each row are the geometric mean speedups across
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Table 2.3. Geometric mean overall speedups comparison for each of our heuristics. Speedup
numbers represent the overall performance improvement from using the heuristic listed in the
column value over the baseline listed on the left of each row.

Baseline Single Deg Single Core Multi Deg Multi Core

None 1.0x 0.4x 1.1x 0.4x

Single Degree — 0.2x 0.3x 0.1x

Single Core — — 2.9x 1.1x

Multi Degree — — — 0.9x

all the datasets that require that baseline heuristic in order to complete the maximum clique

computation without running out of memory. I.e., the datasets represented in the “None” row of

Table 2.3 correspond to those counted in the “None” row of Table 2.2. Figures 2.10, 2.11, 2.12,

and 2.13 show these speedups for each of the individual datasets. Here again, these are separated

into four figures due to the need for different baselines for different datasets. In Figures 2.10

and 2.12, datasets are listed in order of decreasing maximum clique size from top to bottom. In

Figures 2.11 and 2.13, they are listed in order of decreasing average degree.

No Heuristic Baseline For graphs that can be solved without using a heuristic, it is typ-

ically fastest to to skip the heuristic altogether, unless the maximum clique is large. Fig-

ure 2.10 shows speedups for datasets that can be solved with no heuristic. When the maximum

clique size is small, usually the best option is no heuristic or a single run of the degree-based

heuristic. For graphs with larger maximum cliques, the increase in pruning with the multi-run

heuristics does usually provide an overall speedup. This is because the work saved in each

iteration adds up over many iterations of the exact algorithm.

Single Run Degree Heuristic Baseline Although the single-run degree-based heuristic

has the shortest runtime, it does not generally provide a good enough lower bound to meet

memory constraints, which is the main purpose of the heuristic in our implementation.

Figure 2.11 shows the two datasets in our test set, ca-HepPh and ca-GrQc, that run out of

memory with no heuristic, but have sufficient pruning with the lower bound from a single run of

the degree-based greedy heuristic. For these datasets, all of our heuristics succeed at finding the

maximum clique, and are able to pre-prune all other candidates and skip the exact computation.
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Single Run Core Number Heuristic Baseline For these graphs, using the multi-run de-

gree heuristic achieves the best performance. In Figure 2.12, with the baseline configuration

using a single run of the core number-based heuristic, we see the opposite trend from Figure 2.10

– the multi-run heuristics provide a large speedup when the maximum clique is smaller, and

when the maximum clique is larger, the single-run core number and multi-run degree heuristics

achieve similar performance. There are two reasons for this. First, these particular datasets have

large maximum cliques that are considerably larger than the next largest clique, so as long as

the heuristic succeeds in finding (one of) the maximum clique(s), the search is easy to prune.

All three heuristics succeed at finding a clique of size ω for these graphs and achieve a high

level of pruning. Secondly, each iteration of the multi-run heuristic requires more work than

that of the single-run heuristic, because we are effectively running |V | parallel instances of the

same algorithm. The number of iterations of the heuristic is equal to the size of the clique found

by the heuristic, so for datasets like ca-hollywood-2009, which has ω = 2209, the multi-run

degree-based heuristic has a similar runtime to that of the single-run core number heuristic,

which spends most of its runtime in the k-core computation. Figure 2.16 shows that the gap be-

tween the runtime of the multi-run degree and single-run core number heuristics tends to shrink

as the maximum clique size increases. Overall, the multi-run degree heuristic is faster for 11

out of 14 datasets, and so is generally superior to a single run of the core number heuristic.

Multi-Run Degree Heuristic Baseline For graphs that require lower bounds from the

multi-run heuristics to provide enough pruning to avoid running out of memory, about

half run faster with the degree heuristic and half run faster with the core number heuris-

tic. As shown in Figure 2.13, these are almost all Facebook datasets, which tend to have average

degree higher than their maximum clique size, and are therefore hard to prune. This makes the

high accuracy of the multi-run heuristics essential, and the additional accuracy and tighter ver-

tex pruning upper bounds from the core numbers more likely to be beneficial. In particular, we

found that the core-number-based heuristic tended to be faster for graphs with higher average

degree.
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Figure 2.10. Overall speedups for each of our heuristics over baseline using no heuristic.
Datasets are sorted from top to bottom in order of decreasing maximum clique size. The darker
“heuristic” bars represent the fraction of the total runtime spent on the heuristic computation.
For graphs with a small maximum clique size, if the dataset can run without pruning, then the
best performance is often achieved by skipping the heuristic altogether, or using a single run of
the degree-based heuristic. For graphs with a larger maximum clique size, we can improve the
runtime by using a more accurate heuristic, even when no pruning is required to avoid OOM.
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Figure 2.11. Overall speedups for each of our heuristics over baseline using a single run of
the degree-based greedy heuristic. The darker “heuristic” bars represent the fraction of the
total runtime spent on the heuristic computation. ca-HepPh and ca-GrQc are the only datasets
that are OOM with no heuristic, but not with a lower bound from the single-run degree-based
heuristic. Although this heuristic is fast, it is much less accurate than the others.
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Figure 2.12. Overall speedups for the multi-run heuristics over baseline using a single run
of the core-number-based heuristic. Datasets are sorted from top to bottom in order of de-
creasing maximum clique size. The darker “heuristic” bars represent the fraction of the total
runtime spent on the heuristic computation. The multi-run heuristics provide better perfor-
mance than a single run of the core-number-based heuristic for graphs with large maximum
cliques. Additionally, the multi-run degree heuristic is almost always faster than the single-run
corre-number-based heuristic.
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Figure 2.13. Overall speedups using |V | runs of the core number heuristic over baseline using
|V | runs of the degree heuristic. Datasets are sorted from top to bottom in order of decreasing
average degree. The darker “heuristic” bars represent the fraction of the total runtime spent on
the heuristic computation. The multi-run degree heuristic is typically fastest, but the multi-run
core-number heuristic has the advantage for graphs with higher average degree, because of the
slight improvement in accuracy and the tighter bound for pruning using core numbers rather
than degrees.
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2.5.2.4 k-Core Computation

In most cases, the improvements in the heuristic and pruning are not worth the cost of

computing the k-core vertex decomposition. As can be seen in Figure 2.17, the k-core vertex

decomposition increases the heuristic runtime significantly. It is possible that choosing a dif-

ferent k-core implementation, could help to reduce the cost of this operation. However, since

the core numbers only increase the accuracy of the lower bound by an average of 0.9% for the

multi-run implementation, even a fast k-core computation is not likely to yield a large improve-

ment in overall runtime for most datasets. Aside from increasing the accuracy of the heuristic,

the core numbers provide a tighter bound for pre-pruning candidate vertices. Since all vertices

core numbers are less than or equal to their degree, using core numbers can improve both the

upper and lower bounds. However, in practice, we find that the improved heuristic lower bound

accounts for most of the improvement in pruning, because this bound is applied in each iteration

of the exact algorithm, while the vertex bounds are only helpful for pruning the initial clique

list.

2.5.2.5 Number of Runs for Multi-Run Heuristics

Maximum accuracy for the multi-run heuristics is reached once at least 40% of vertices

are used as seeds, while the best overall performance is achieved using only around 1% of

vertices as seeds. Figures 2.14 and 2.15 show the accuracy and speedup results from our exper-

iments using different numbers of seeds for the multi-run heuristic. We find that for both the de-

gree and core number-based heuristics the accuracy increases rapidly as we increase the number

of seeds from 0.1% up to around 5-10% of vertices, then begins to level off, with only small im-

provements in the lower bound after that. As we would expect, we find the largest cliques when

using the highest-degree (or core number) vertices as seeds, and running the greedy heuristic

with more of the lowest-degree vertices as seeds does not reveal previously-undiscovered larger

cliques. We find that increasing the number of runs up to around 1% of vertices improves overall

performance, but after this point, the pruning improvements from small increases in the lower

bound do not outweigh the additional work in the heuristic step. This is particularly true for the

degree heuristic, where the number of runs of the heuristic has a much larger proportional effect

than for the core number heuristic, which dedicates a significant fraction of the overall runtime
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Figure 2.14. Comparison of accuracy for multi-run heuristics using different numbers of seed
vertices. Accuracy generally increases with the number of seeds, but after the 30% highest
degree vertices, no new, larger cliques are found from running the heuristic with more lower-
degree vertices. For most graphs, using only the 5-10% of vertices with the highest degree
will achieve the same accuracy as using all vertices as seeds.

to computing the core numbers, regardless of the number of seeds used in the heuristic.

2.5.2.6 Recommendations for Selecting a Heuristic

The best performance is usually achieved by using the simplest heuristic that provides

enough pruning to stay withing memory limits. The best default choice for an unknown

dataset is the multi-run degree heuristic. These analyses reveal a complicated picture for

determining which heuristic will provide the fastest runtime. As a general rule, the fastest

runtime is typically achieved by using the simplest heuristic for which the pruning is sufficient

to avoid running out of memory. For graphs with fewer edges and/or lower degree, likely no
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Figure 2.15. Overall speedup over single-run heuristic for multi-run heuristics using different
numbers of seed vertices. For the core number heuristics, speedup is multi-run core number
heuristic over single-run core number heuristic, and the same for the degree heuristics. Be-
cause the k-core decomposition takes a large fraction of the runtime, the overall speedups are
higher for the core-number-based heuristics than the degree-based heuristics. For both, we see
that, for datasets in that do not require multi-run heuristics to avoid OOM (where we have a
valid baseline), performance is best when about 5% of vertices are used as seeds, because this
offers a good balance of adequate pruning and reduced preprocessing time.
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heuristic will be needed, while larger and higher degree graphs will benefit from the multi-run

heuristics. Figures 2.16, 2.17, and 2.18 show the relationship between heuristic runtime and

maximum clique size, number of edges, and average degree. We see that heuristic runtime

typically increases as the number of edges and/or maximum clique size increases, but not with

increasing average degree. This further supports the conclusion that a more complex heuristic is

likely to be beneficial for graphs with high average degree. As described in Chapter 2.5.2.4, the

k-core computation adds considerable runtime, and a relatively small improvement in accuracy.

Therefore, the best combination of accuracy and runtime is the multi-run degree heuristic, and

without any further knowledge about the dataset, we find this heuristic to be the best to start

with, forgoing the k-core computation. Then only if the run is out of memory with this heuristic,

would we recommend trying the multi-run core number version instead.

2.5.3 Other Preprocessing Options
2.5.3.1 Orienting Graph By Degree

As described in Chapter 2.4.5, we chose to orient the graph by degree when forming the initial

2-clique list, which allows us to avoid storing duplicate cliques. In this section we compare

orientation by degree versus orientation by index and the effect on memory use and runtime.

Pruning For most datasets, using degree orientation allows us to prune a large fraction

of the candidate cliques that were still unpruned with index orientation, as shown in Fig-

ure 2.19. This is because vertices with lower degree have shorter adjacency lists, so selecting

these vertices as the source vertices means that their initial candidate lists are shorter on aver-

age, so we can usually prune more of them by comparing the candidate list length to the lower

bound on the maximum clique size from the heuristic. This reduces our chances of running out

of memory, and can also improve the runtime due to the reduced workload for the main loop.

Speedup On average, degree orientation does provide an overall speedup, but for many

graphs the increase in pruning has little effect on the overall runtime. Figure 2.20 shows the

speedups we achieve from using degree orientation over index orientation. Here the improve-

ment is not as consistent as with pruning. Some datasets receive a sizable speedup from this one

small change, particularly some datasets with more edges. However, some datasets with large

relative increases in pruning do not receive speedups. This is because some datasets have very
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Figure 2.16. Runtime for the heuristic only versus the maximum clique size. The runtime of
each of our heuristics increases with the maximum clique size.

good pruning with index orientation, and the improvement from degree orientation does not

help because the workload is already too small to keep the GPU busy. For these datasets, often

the majority of the runtime is spent in preprocessing, so additional pruning to speed up the main

loop does not have much effect. Degree orientation does have a small runtime cost over index

orientation, because it requires an additional memory access for each vertex when forming the

2-clique list in order to check the vertex’s degree. Still, switching to degree orientation provides

a geometric mean speedup of 1.2x over index orientation across all datasets, so it is clearly the

better option.
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Figure 2.17. Runtime for the heuristic only versus the number of edges in the graph. The
runtime of each of our heuristics increases with the number of edges in the graph.

2.5.3.2 Sorting Vertices within Candidate Lists by Degree

Another optional preprocessing operation is sorting vertices by degree within their candidate

lists. As described in Chapter 2.4.5, sorting vertices in increasing order should lead to better

pruning and lower latency for edge lookups. In this section, we compare memory use and

runtime for sorting by degree versus the default ordering by index.

Pruning We find that sorting vertices by degree within candidate lists improves pruning

significantly for many graphs, particularly ones with high variation in degree, as shown

in Figure 2.21. We expected that graphs with more variation in vertex degree should see a

bigger pruning increase, since the pruning benefits come from reducing the degree of vertices

at the beginning of candidate lists. We do find that the datasets that achieve the largest pruning

44



101 102

Average Degree

10 1

100

101

102

103

104

He
ur

ist
ic 

Ru
nt

im
e 

[m
s]

Variation in Heuristic Runtime vs Average Degree
single degree heuristic
single k-core heuristic
multi degree heuristic
multi k-core heuristic

Figure 2.18. Runtime for the heuristic only versus average vertex degree. The runtimes for
our heuristics are not correlated with the average degree of the graph.

improvements have higher standard deviation in vertex degree, though not all graphs with high

degree variation receive a big improvement. For some of these datasets, no further pruning

improvements were possible, since we are already able to prune all vertices except those in the

maximum clique. Others only receive modest pruning improvements because they are hard to

prune graphs, as described in Chapter 2.5.2.3, where the majority of vertices have higher degree

than the maximum clique and are challenging to prune before later iterations of the main loop.

Speedup As with orientation by degree, we find that many datasets with large relative

increases in pruning do not achieve large speedups from sorting vertices by degree, but for

most graphs it is worthwhile. The datasets with the largest speedups are some of the Facebook

datasets with the highest standard deviation in degree, as shown in Figure 2.22. For a few of
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Figure 2.19. Fraction of cliques that are unpruned when using index orientation, but are pruned
when using degree orientation. Higher points indicate better pruning. Data is for full breadth-
first maximum clique using our multi-run degree-based greedy heuristic. For most datasets,
we see a significant improvement in pruning when switching to degree orientation, rather than
index orientation.
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Figure 2.20. Overall speedup from using degree orientation over index orientation. Data is for
full breadth-first maximum clique using our multi-run degree-based greedy heuristic. Many
datasets with large increases in pruning (see Figure 2.19) do not see similar improvements in
runtime, but degree orientation does provide an overall speedup for most graphs.
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these graphs, this simple operation returns a speedup of around 10x. However, many datasets

that have a large relative improvement in pruning do not receive overall speedups, or only very

small speedups. One reason is that there is an additional preprocessing runtime cost to sort the

vertices. Although this is an efficient operation on the GPU, if the reduction in runtime for

the main loop is small, it may not be worth it. Secondly, as we found for graph orientation by

degree in Chapter 2.5.3.1, for some graphs the candidate lists are already pruned smaller than

the width of the GPU and further pruning has little runtime benefit. Overall, sorting vertices by

degree within their candidate lists results in a geometric mean runtime speedup of 1.5x and is

likely worthwhile for graphs with standard deviation in degree ≥ 20.

2.5.4 Windowing

Another option in our implementation is to break up the search into smaller windows of candi-

dates and fully explore one window before moving onto the next. Our goal with windowing was

to reduce the number of candidates that need to be stored simultaneously, thereby reducing the

memory requirements and allowing us to find the maximum clique for more datasets without

running out of memory. We can see from the overall performance results in Figures 2.2 and

2.3 that using windowing generally decreases throughput, as we would expect when reducing

the available parallel work. In this section, we look at how the choice of window size creates

a trade-off between this runtime increase and memory use reduction. We also test whether we

can achieve any benefits from altering the order of the search by sorting the source vertices in

the 2-clique list by their degrees.

2.5.4.1 Memory Use and Pruning

Windowing reduces the memory requirements by an average of 85–94%. The smaller

the window, the less memory required to store candidates. We also find that searching

the neighborhoods of more highly connected vertices first requires more memory than

searching less connected vertices first or a random ordering. For the regular breadth-first

implementation, all candidates are stored until the search is complete, so memory use is only

reduced by improving pruning. With windowing, memory use and pruning are no longer equiv-

alent. Memory requirements are determined by the largest clique list subtree generated from a

single window, which is affected by both pruning quality and window size. Pruning is affected
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Figure 2.21. Fraction of cliques that are unpruned when using index ordering within candi-
date lists, but are pruned when candidates are sorted from low to high degree. Data is for
full breadth-first maximum clique using our multi-run degree-based greedy heuristic. For
graphs with higher variation in degree, sorting candidate lists by degree improves pruning.
The dataset showing an increase in the number of candidate cliques is ca-condMat, which
achieves extremely high levels of pruning for index or degree ordering.
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Figure 2.22. Overall speedup from sorting vertices within candidate lists by degree orientation
over leaving the vertices sorted by index. Data is for full breadth-first maximum clique using
our multi-run degree-based greedy heuristic. Graphs with high deviation in degree tend to see
greater speedups than graphs with less variation in degree.
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by all factors discussed in previous sections, and can also be improved when a new best clique

is found, which increases the lower bound and improves pruning for later windows. Pruning re-

sults in less work, but does not necessarily have a large effect on the peak memory use, because

for the windowed version, we only need to store the clique lists generated from one window (as

well as that of the best clique so far).

Figure 2.23 shows the reduction in memory usage and Figure 2.24 shows the improvement

in pruning over the regular breadth-first implementation. Unsurprisingly, smaller window sizes

provide larger memory savings and also a small improvement in pruning. We find that by

using windowing, we are able to solve 4 more (for a total of 56 out of the 58 datasets) of

the graph datasets that run out of memory when running the full breath-first implementation.

Sorting source vertices in descending degree order, thereby searching more highly connected

vertices’ neighborhoods first, uses more memory and achieves less pruning than searching in

order of ascending degree or (randomized) index order. We might expect that prioritizing highly

connected vertices would improve memory usage and pruning because the maximum clique(s)

are more likely to contain these high-degree vertices, but we are also orienting the graph by

degree, so larger cliques are more likely to be in low-degree vertices’ candidate lists than they

would be with index-based orientation. However, we also find that sorting the source vertices

in ascending order does not significantly improve pruning or peak memory usage over random

order, suggesting that it is generally challenging to predict which sublist(s) the largest clique(s)

are located in.

2.5.4.2 Runtime

The smaller the window, the longer the runtime. Changing the traversal order does not

have a significant effect on runtime. Figure 2.25 shows the effect of window size and sorting

source vertices on runtime. We see an increase in runtime as the window size shrinks, which is

to be expected, because we run the main loop on each window sequentially, so as the number of

windows increases, so does the runtime. Additionally, depending on the number of candidates

generated in the search, smaller windows may not provide enough parallelism to keep the GPU

filled with work. Sorting source vertices does not have a consistent effect on runtime. This

suggests that the performance is limited by the lack of available parallelism, since reducing the
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Figure 2.23. Memory usage for windowed computation compared to full breadth-first maxi-
mum clique. Uses multi-run degree-based greedy heuristic, orientation by degree, and candi-
dates sorted by degree within candidate lists. Smaller window sizes provide a much smaller
peak memory usage.

amount of work is not affecting the runtime. Overall, we conclude that there is no memory

or performance argument for changing the order of search from a randomized order; however,

depending on the default ordering of the graph dataset, it may be worthwhile to try sorting

vertices in ascending degree order if needed to avoid running out of memory.

2.5.4.3 Recursive Windowing

Although we only implement windowing on the first level of the search, it is possible to perform

windowing in later stages and/or multiple times during the search (i.e. exploring a subset of the

candidates generated from a subset of an earlier set of candidates) to further reduce memory

requirements. The results shown in this section indicate that this would be an effective strategy
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Figure 2.24. Fraction of cliques found in full breadth-first maximum clique that are still un-
pruned with windowing. Uses multi-run degree-based greedy heuristic, orientation by degree,
and candidates sorted by degree within candidate lists. Windowing provides moderate im-
provements in pruning, in the event that cliques discovered when solving earlier windows are
larger than the clique found by the heuristic.
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Figure 2.25. Speedup for windowed version over full breadth-first maximum clique. Uses
multi-run degree-based greedy heuristic, orientation by degree, and candidates sorted by de-
gree within candidate lists. Using a smaller window size typically results in a longer runtime,
and overall, the windowed version has a longer runtime than the full breadth-first version,
when we do not run out of memory for storing candidate cliques.
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for reducing memory usage, but that the performance cost will also be quite high. Multiple win-

dows could be explored simultaneously using different blocks in order to increase parallelism,

but because the number of candidates generated by a window is unpredictable, managing the

memory resources is challenging. Increasing windowing also moves the implementation further

towards a regular depth-first implementation, which, as discussed in Chapter 2.2.3, is not ideal

for GPU performance.

2.6 Conclusions
Although there are a variety of strategies for improving pruning, we find that the fastest configu-

ration is typically one that uses the least (fastest) preprocessing while simultaneously managing

to avoid OOM. The goal is to choose a pruning strategy that is ”good enough” and not expend

any further effort on pruning after that. This indicates that the breadth-first strategy was a good

choice for the GPU, because indeed, the GPU is happy with lots of work, even if it could be

“easily” eliminated. However, BFS is not ideal for this problem in general, because (1) memory

limits are easily reached with a combinatorial problem like this, and (2) the search will never

finish early because the depth itself is the value we are solving for.

In this chapter, we explored many algorithmic techniques for reducing the memory footprint

of an application. Another approach to reducing memory use is by utilizing space-efficient data

structures. In the next chapter, we describe our GPU implementations of two types of quotient

filters, which are probabilistic data structures that are used to perform membership queries while

using only a fraction of the memory footprint of an exact data structure.
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2.7 Pseudocode

Algorithm 1 k-core vertex decomposition
1: function KCOREDECOMPOSITION(G = (V,E))

2: F ← V ▷ begin with all vertices in frontier

3: D ← {} ▷ vertices removed

4: k ← 0

5: Dk ← {}

6: while |D| < |V | do

7: while F ̸= ∅ do

8: for all fi ∈ F do ▷ filter to select all vertices with degree < k

9: if degree(fi) ≤ k then

10: kcoresi ← k

11: Dnew ∪ fi

12: F ← ni ∈ (N(Dnew)−D)

13: for all fi ∈ F do ▷ advance to neighbors and reduce their degrees

14: AtomicDECR(degree(fi))

15: D ∪Dnew

16: INCR(k)

17: return kcores
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Algorithm 2 Multi-run greedy heuristic
1: function GETNEIGHBORCOUNTS(G, vertices, neighborCounts)

2: neighborCounts[threadID]← |N(vertices[threadID])|

3: function SETUPNEIGHBORTHRESHOLDS(G, vertices, neighborCounts, vertexThresholds, indices, neighbors, neighborThresholds)

4: offset← indices[threadID]

5: count← 0

6: for u ∈ N(v) do

7: neighbors[offset + count]← u

8: neighborThresholds[offset + count]← vertexThresholds[u]

9: INCR(count)

10: function CHECKCONNECTIONS(G, neighbors, indices, maxIndices, flags, connectedCounts)

11: v ← neighbors[maxIndices[threadID]]

12: currentIndex← indices[threadID]

13: segmentEnd← indices[threadID+ 1]

14: count← 0

15: while currentIndex < segmentEnd do

16: u← neighbors[currentIndex]

17: if u ∈ N(v) then

18: flags[currentIndex]← TRUE

19: INCR(count)

20: else

21: flags[currentIndex]← FALSE

22: INCR(currentIndex)

23: connectedCounts[threadID] = count

24: function MULTIRUNGREEDYHEURISTIC(G, vertices, vertexThresholds, h)

25: ▷ vertices sorted in order of descending degree or core number

26: for all vertices do

27: GETNEIGHBORCOUNTS(G, vertices, neighborCounts)

28: indices←CUBSCAN(neighborCounts)

29: for all vertices do

30: SETUPNEIGHBORTHRESHOLDS(G, vertices, neighborCounts, vertexThresholds, indices, neighbors, neighborThresholds)

31: numSegments← h

32: ω̄ ← 1

33: while numSegments > 0 do

34: maxIndices←CUBSEGMENTEDMAX(neighborThresholds)

35: for all segments do

36: CHECKCONNECTIONS(G, neighbors, indices, maxIndices, flags, connectedCounts)

37: (neighbors, numCandidates)←CUBSELECT(neighbors, flags)

38: (neighborThresholds, numCandidates)←CUBSELECT(neighborThresholds, flags)

39: if numCandidates = 0 then

40: break

41: (nonzeroCounts, numSegments)←CUBSELECTIF(connectedCounts) ▷ keep values > 0

42: indices←CUBSCAN(nonzeroCounts)

43: INCR(ω̄)

44: return ω̄
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Algorithm 3 2-clique list set-up
1: function COUNTTWOCLIQUES(G, ω̄, filterThresholds, sublistLengths, flags)

2: v ← threadID

3: candidates← 0

4: for u ∈ N(v) do

5: if |N(v)| < |N(u)| or (|N(v)| = |N(u)| and v < u) then ▷ orientation by degree

6: if filterThresholds[u] ≥ ω̄ − 1 then ▷ prune vertices by degree/core number

7: INCR(candidates)

8: if count ≥ ω̄ − 1 then ▷ prune sublists by length

9: sublistLengths[threadID]← candidates

10: flags[threadID]← TRUE

11: else

12: sublistLengths[threadID]← 0

13: flags[threadID]← FALSE

14: return

15: function OUTPUTTWOCLIQUES(G, ω̄, filterThresholds, offsets, cliqueList2)

16: v ← threadID

17: cliqueOffset← offsets[threadID]

18: count← 0

19: for u ∈ N(v) do

20: if |N(v)| < |N(u)| or (|N(v)| = |N(u)| and v < u) then ▷ orientation by degree

21: if filterThresholds[u] ≥ ω̄ − 1 then ▷ prune vertices by degree/core number

22: sublistID2[cliqueOffset + count]← v

23: vertexID2[cliqueOffset + count]← u

24: INCR(count)

25: return

26: function SETUPTWOCLIQUES(G, ω̄, filterThresholds, skipMain)

27: ▷ optional preprocessing for windowed version: sort vertices in order of ascending or descending degree or core number

28: for all v ∈ G do

29: COUNTTWOCLIQUES(G, ω̄, filterThresholds, sublistLengths, flags)

30: ▷ prune flagged sublists shorter than ω̄

31: (vertices, numSublists)←CUBSELECT(vertices, flags)

32: (cliqueCounts, numSublists)←CUBSELECT(sublistLengths, flags)

33: offsets←CUBSCAN(sublistLengths)

34: cliqueCount2 ← indices[numSublists]

35: if numSublists = 1 and cliqueCount2 = ω̄ − 1 then

36: skipMain← TRUE ▷ maximum clique was found by heuristic

37: for all remaining vertices do

38: OUTPUTTWOCLIQUES(G, ω̄, filterThresholds, offsets, cliqueList2)

39: ▷ optional: sort vertices by degree within candidate lists

40: vertexID←CUBSEGMENTEDSORTPAIRS(vertexDegrees, vertexID)

41: return cliqueList2
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Algorithm 4 Breadth-first maximum clique enumeration
1: function COUNTCLIQUES(G, cliqueListk , ω̄, counts)

2: i← threadID+ 1

3: connected← 0

4: while sublistIDk[threadID] = sublistIDk[i] do

5: if vertexIDk[i] ∈ N(vertexIDk[threadID]) then

6: INCR(connected)

7: INCR(i)

8: if connected+k< ω̄ then ▷ pruning by sublist length

9: connected← 0

10: counts[threadID] = connected

11: return

12: function OUTPUTNEWCLIQUES(G, cliqueListk , offsets, cliqueListk+1)

13: i← threadID+ 1

14: cliqueOffset← offsets[threadID]

15: if cliqueOffset = offsets[threadID+ 1] then

16: return

17: count← 0

18: while sublistIDk[threadID] = sublistIDk[i] do

19: if vertexIDk[i] ∈ N(vertexIDk[threadID]) then

20: vertexIDk+1[cliqueOffset + count]← vertexIDk[i]

21: sublistIDk+1[cliqueOffset + count]← threadID

22: INCR(count)

23: INCR(i)

24: return

25: function MAXCLIQUES(G, ω̄, cliqueListk , cliqueCountk)

26: k ← 2

27: while cliqueCountk > 1 do

28: for all candidates in cliqueListk do

29: COUNTCLIQUES(G, cliqueListk , counts)

30: offsets←CUBSCAN(counts)

31: cliqueCountk+1 ← offsets[cliqueCountk − 1]

32: if cliqueCountk+1 = 0 then

33: break

34: for all candidates in cliqueListk do

35: OUTPUTNEWCLIQUES(G, cliqueListk , offsets, cliqueListk+1)

36: if cliqueCountk+1 = ω̄ − k + 1 then

37: break ▷ maximum clique was found by heuristic

38: INCR(k)

39: return cliqueListk
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Chapter 3

Quotient Filters: Approximate
Membership Queries on the GPU

3.1 Introduction
In this work, we focus on an approximate membership query (AMQ) data structure for the GPU.

AMQs, such as Bloom filters [3], are probabilistic data structures that support lookup and up-

date operations on a set S of keys. The chief advantage of AMQs lies in their space efficiency:

they use much less space than traditional dictionaries like hash tables. This advantage is par-

ticularly important on GPUs, because even today’s most powerful GPUs have a relatively small

memory (e.g., NVIDIA’s Tesla P100 has 16 GB of DRAM). Since many databases, networks,

and file systems benefit from the quick filtering of negative queries (often to avoid costly disk or

network accesses), AMQs have found wide use. Such applications are emerging research areas

on GPUs [9, 36, 37].

This space advantage comes with a trade-off: in an AMQ, membership queries are only

approximate. For a key k ∈ S, LOOKUP(k) returns “present,” but for k ̸∈ S, LOOKUP(k) can

also return “present,” with probability at most ϵ, where ϵ is a tunable false-positive rate. An

AMQ storing n items with a false positive rate ϵ requires at least n log(1/ϵ) bits, and AMQs

exist that achieve this bound, up to low order terms. So the introduction of a false positive rate

allows the AMQ to use many fewer bits than an error-free data structure.

Bloom filters (BF) are the most well-known AMQ. A Bloom filter represents a set with a bit

array. To insert a value, the filter hashes the value using k hash functions whose outputs each
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correspond to a location in the bit array and sets the bit at each of these locations. To perform

a lookup on a value, the BF computes the k hashes and checks whether the bits at all of the

corresponding locations are set.

The Bloom filter is straightforward to implement, but has three significant shortcomings: it

achieves poor data locality, it does not support delete operations, and it is still a multiplicative

factor bigger than the optimal bound noted above. We implement an alternative to the BF: the

quotient filter (QF). The quotient filter [2] is designed to maintain locality of data, and beyond

supporting all the functionality of the BF, it also supports deletions and the merging of filters.

Additionally, the QF can be extended to include counters [29]. We implement two versions of

the QF on the GPU, the standard quotient filter (SQF) and the rank-and-select-based quotient

filter (RSQF), and compare their relative strengths and weaknesses on this massively parallel

architecture. Prior to our work, complete QF implementations have been limited to the CPU.

We describe new algorithms for parallel inserts into SQFs and RSQFs. We also investigate

techniques for parallelizing a bulk build of the filter, when a significant portion of the full

dataset is available at the outset. We find that this involves implementing a parallel scan with

a non-associative operator, and we present implementations of three distinct approaches to this

problem. We show that our GPU SQF achieves significantly faster lookups, has faster bulk

build times, and uses significantly less memory than BloomGPU. In addition to enabling new

applications with increased functionality, our GPU quotient filters can be used as a drop-in

replacement for a Bloom filter in any of their existing GPU applications [16, 21, 22, 26, 27, 39].

3.2 Related Work
Prior work on AMQs for the GPU concentrates on Bloom filters. Much of this work has focused

solely on using the GPU to accelerate lookup queries, using the CPU for filter construction and

updates [21, 22, 26, 27, 39]; however, Costa et al. [7] and Iacob et al. [16] do implement both

the filter build and queries on the GPU. Costa et al.’s implementation was open-sourced, so

we chose to use their filter as our primary reference for comparison. Their BloomGPU filter

parallelizes queries in a straightforward way, by assigning one insert or lookup operation to

each thread.
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There have been two previous parallel quotient filter implementations on CPUs. Dutta et

al. [11] implement a parallel version of their streaming quotient filter, an AMQ designed for

removing duplicates from streams of data. Pandey et al. [29] also implement a multithreaded

version of their counting quotient filter, which uses the same structure as their rank-and-select-

based quotient filter, described in Chapter 3.3.2. Their implementation depends on per-thread

locking that does not scale to the parallelism of a GPU.

3.3 The Quotient Filter
This section describes the standard quotient filter and rank-and-select-based quotient filter and

algorithms for serial operations on these data structures.

3.3.1 Standard Quotient Filters

The quotient filter [2], which we refer to in this paper as the standard quotient filter (SQF), is

an AMQ that represents a set S from a universe U by a set of fingerprints. Let f : U → [2p] be

a hash function that hashes elements of U into p-bit strings. Let F = f(S) = {f(x)|x ∈ S}

be the set of hash values of the elements of S. To perform an operation LOOKUP(x), the filter

checks whether f(x) ∈ F . The QF stores these fingerprints losslessly. Therefore, all false

positives arise from collisions in the hash function, where f(q) ∈ F for a query q /∈ S.

To store the set F , divide each of the p-bit hash values into its upper and lower bits. The

quotient, fq(x), is comprised of the q high order bits, and the remainder, fr(x), is comprised of

the r = p − q low order bits. A QF can be thought of as a hash table with chaining, where the

quotients are the hash values and the remainders are the values stored in the table, as shown in

the top of Figure 3.1. To insert a fingerprint f(x) into the filter, store the remainder, fr(x) in

the fq(x)-th bucket. Although only r bits per item are stored, this scheme allows the complete

fingerprint to be recovered by recombining the remainder value and the bucket number.

An SQF consists of an array A of length 2q, as in the bottom of Figure 3.1, where each slot

contains r + 3 bits: the remainder plus 3 metadata bits. To insert an item x into the filter, store

fr(x) in slot A[fq(x)]. If there is already an item in this slot, another item in the filter has the

same quotient value. Quotient filters deal with these collisions using linear probing. Thus the

remainder for a fingerprint may not always in the canonical slot, A[fq(x)], but it can be found
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Figure 3.1. An example quotient filter (bottom) with 10 slots, and its representation as a hash
table with chaining (top). The filter stores the set of fingerprints {A−H}. The remainder, fr,
of a fingerprint f is stored in the bucket specified by its quotient, fq. The quotient filter stores
the contents of each bucket in contiguous slots, shifting elements as necessary and using three
metadata bits to enable decoding.

nearby. The QF linear-probing algorithm maintains three invariants: (1) Remainders may only

be shifted forward (to the right) of their canonical slot. (2) All remainders are stored in sorted

order such that if f(x) < f(y), fr(x) will be stored in a slot before fr(y). (3) There are no

empty slots between an item and its canonical slot. These invariants guarantee that items with

the same quotient will be stored in sorted order in contiguous slots, which we call a run. A

cluster is a series of runs with no empty slots between them.

A lookup, insert, or delete operation requires a sequential search within a portion of the

filter. Starting at the canonical slot, search to the left to find the beginning of the cluster, then

search to the right to find the item’s run. The SQF encodes the information needed to deter-

mine which run each remainder belongs to using three metadata bits per slot: is occupied,

is continuation, and is shifted. Operations maintain good locality, because all reads

and writes are in the region around the canonical slot. The performance of all SQF operations

is largely dependent on the time spent searching backwards and forwards through the clus-
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ters, which is determined by the cluster length. Bender et al. [2] prove that cluster lengths

are bounded by a constant in expectation and logarithmically with high probability. Therefore,

serial quotient filter operations finish in expected constant time.

As previously mentioned, a QF has a non-zero probability of false positives, meaning a

membership query will occasionally return “present” for an item that is not in the set. False

positives happen when two keys hash to the same fingerprint—a hard collision. However, as

Bender et al. [2] demonstrate, the probability of a hard collision is 2−r; therefore, increasing or

decreasing the number of bits in the remainder gives a trade-off between query accuracy and

memory usage.

3.3.2 Rank-and-Select-Based Quotient Filters

Pandey et al. [29] designed the RSQF to improve upon the SQF by increasing lookup perfor-

mance at high load factors and reducing the number of metadata bits.1 Their filter stores the

remainders using the same slot locations and order as the SQF, but it uses a different metadata

scheme for locating items within the filter. Figure 3.2 shows the basic structure of the RSQF.

The RSQF stores two metadata bits for each remainder slot: occupieds and runEnds.

These bits are stored in separate bit arrays, rather than within the remainder slots themselves,

and are accessed via rank() and select() bit vector operations. To find a run, compute the

rank of its occupied bit, then select the runEnd bit of the same rank. To maintain locality of

these operations, the filter is divided into blocks of 64 slots, each with an 8-bit offset value

to track any overflows from previous blocks. The work required to locate a run is independent

of the fill fraction, which means lookup performance does not decrease much as the filter fills

up. However, inserts do still require a search to locate the next empty slot and to move items

around, so insert performance does decrease with fill fraction, just as in the SQF.

3.4 GPU Standard Quotient Filter Operations
We now describe the GPU implementation of membership queries (lookups), insertions, dele-

tions, and merges. We also devise three parallel methods to construct a quotient filter from a list

1They also extend RSQF functionality by storing compact counters in the remainder slots. We chose not to
include counters in our GPU implementations in order to focus on how the fundamental differences in the AMQs
affect the parallelism we can extract from these data structures.
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Figure 3.2. Example rank-and-select-based quotient filter with three blocks of ten slots per
block. The occupied and runEnds bit arrays are used to locate items in the filter, and each
block has an offset value to account for any overflow from previous blocks. The example
block (bottom) is shown with the metadata bit arrays oriented above the remainder values to
illustrate how these bits are used to determine which run each remainder belongs to. This block
has four non-empty runs (denoted by the different colored blocks) with one to three items in
each run.

of elements and consider the advantages of each.

The QF stores hashed keys. An important feature of hash values is that they are uniformly

distributed, no matter the input, which has pros and cons. On the negative side, uniformity

undermines memory locality. On the positive side, uniform distributions favor load balance.

Finally, uniformity makes hashes easier to test, since all workloads yield the same behavior, as

long as keys are not repeated.

3.4.1 Lookups

To maximize locality between neighboring threads, we first hash and sort the input values. We

then assign one membership query per thread and perform a sequential lookup. Pseudocode

is shown in Algorithm 5. Performing lookup operations in parallel does not require collision

avoidance, because lookups do not modify the QF. Varying cluster lengths results in divergence

between threads within warps. However, cluster lengths are small, and therefore each lookup

operation will take constant time in expectation and logarithmic time with high probability.

3.4.2 Supercluster Inserts

Assigning one insert per thread can lead to race conditions if different threads try to modify

the same slot at the same time. Therefore, we must determine a set of inserts that we can

safely perform in parallel. To do this, we identify independent regions of the quotient filter,

which we call superclusters; we only perform one insert per supercluster at a time. We define a
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Figure 3.3. Example quotient filter figure with corresponding supercluster labels. Super-
clusters represent independent regions of the filter, where we may perform inserts in parallel
without incurring data races.

supercluster as a region ending with an empty slot. This empty slot allows us to insert a single

new element without shifting any elements into another supercluster’s space. See Figure 3.3.

In parallel, we mark each slot whose preceding slot is empty with a 1. Then we use the

CUB library DeviceScan primitive to perform a prefix sum of these bits and label each slot

with its supercluster number. The items in the insert queue then bid for exclusive access to their

supercluster. We then insert these items, remove them from the queue, and repeat the process

until all items have been inserted. Pseudocode is shown in Algorithm 7.

The parallelism of this method is significantly constrained by the number of superclusters

in the filter, and as the filter gets fuller, there are fewer superclusters. Additionally, like the

lookup method, this insert implementation suffers from warp divergence and lack of memory

reuse between threads. However, because the input values are hashed, the distribution of items

between superclusters should be roughly uniform, resulting in good load balancing.

3.4.3 Bulk Build

Consider inserting a batch of items into an empty QF. We will do so by computing every item’s

final location in parallel and then scattering them to their locations.

We begin by computing the fingerprints, sorting them, and splitting them into quotient and

remainder values. To compute the location of each item, recall from Chapter 3.3.1 that an

element is located either in its canonical slot (shift = 0) or shifted to the right (shift > 0).

Figure 3.4 illustrates how items from runs with lower quotient values can shift items in later

runs. The shift amount for the first element in a run is the shift amount for the first element in

the previous run plus the number of items in the previous run minus the distance between the

66



1 0 0

a
0 1 1

b
0 0 0 1 0 0

A
0 1 1

B
0 1 1

C
0 0 0 1 0 0

1
0 1 1

2
0 1 1

3

1 0 0

a
0 1 1

b
0 1 1

c
1 1 1

d
0 0 1

A
0 1 1

B
0 1 1

C
1 0 0

1
0 1 1

2
0 1 1

3

Figure 3.4. Example quotient filter arrays showing the interdependence of item locations in
different runs. ABC is a run of elements with quotient = 3. With the addition of c and d to
slot 0, ABC must be shifted right one slot.

canonical slots of the two runs. Essentially, we keep a running total of underflow/overflow.

Astute parallel programmers might immediately think “prefix-sum”. But recall the result-

ing shift value must be non-negative, so we must saturate the sum at each step so that the

resulting shift never goes below zero. Alternatively, when directly computing the location of

elements (as opposed to computing their shift values), we could consider a prefix-sum operator

of max(value(i−1) + 1, valuei). Neither of these operations is associative, thus we cannot use

any existing GPU methods that implement prefix-sum, all of which require associative oper-

ators. However, both of these operators have an important property that allows us to extract

parallelism: certain inputs, including those we see in quotient filter construction, break the de-

pendency chain between output items. At each point where the saturation to zero happens in the

prefix sum formulation, or where the max(value(i−1) + 1, valuei) operator outputs valuei, the

contribution from the scan of all preceding values to the items that follow is zero. In this way,

the problem can be thought of as a segmented scan in which the segment divisions are initially

unknown, and we can parallelize over segments.

We explored three methods for bulk QF builds on the GPU, each of which approaches the

non-associative scan problem differently:

—Parallel merging (Chapter 3.4.3.1) begins with one segment for each unique quotient in

the dataset, then iteratively merges pairs of segments together, checking the saturation condition

as each pair merges and only sending the output of the scan from the left segment as the input

to the right if the saturation condition is not met.
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—Sequential shifting (Chapter 3.4.3.2) applies the operation to every pair of neighboring

runs in each iteration, checking the saturation condition, and iterating until the scan has been

carried through the end of the longest independent cluster.

—Segmented layouts (Chapter 3.4.3.3) assumes that every segment of log(n) items is inde-

pendent and computes the scan serially within these segments. In each iteration, each segment

sends the partial scan for its last item to become the initial value for the segment to its right.

Because the quotient values are the result of a hash function, this process converges after a small

number of iterations.

3.4.3.1 Bulk Build Via Parallel Merging

This first implementation of bulk build uses an iterative merging process, which finishes after

O(q) = O(log(n)) iterations, or more precisely, log(number used quotients) iterations. First,

we compute the items’ unshifted locations with a segmented scan. Next, we label the segments

in parallel by checking quotient[idx] ̸= quotient[idx−1] then performing a prefix sum. Initially,

items will only be grouped with the other items in their run, as shown in iteration 0 of Figure 3.5,

but these segments will grow as we run our merging algorithm.

Each iteration of the merging algorithm, shown in Figure 3.5, consists of two steps. First, for

all pairs of segments, we compare the last element in the left-hand segment and the first element

in the right-hand segment and compute the overflow or underflow. Second, for all elements, we

compute and apply the shift using the overflow/underflow for the segment. We account for any

empty filter slots and prevent extraneous shifting by storing negative shift values in a credits

array. The pseudocode for this build method is shown in Algorithm 8.

3.4.3.2 Bulk Build Via Sequential Shifting of Runs

In our second method, shown in Figure 3.6, we compute unshifted locations and label the seg-

ments, just as we did for the parallel merging bulk build. We then shift the filter elements

iteratively; however, instead of combining the runs into larger segments, we launch one thread

per run in each round to determine whether the run needs to be shifted to avoid overlap with the

previous run. Threads set a global flag each time they perform a shift, which we check (then

clear) after each iteration to determine whether or not to launch the kernel again. When a kernel

finishes without shifting any elements, the algorithm is finished. Pseudocode is in Algorithm 9.
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Figure 3.5. Diagram of our parallel merging bulk build algorithm. At the start, items are
grouped into segments according to their quotient value (canonical slot), fq, then in each
iteration, neighboring segments are pairwise-merged and any necessary shifts are applied. The
large number in each box indicates the slot the associated remainder value will occupy in the
final filter construction, and the number in the lower part of the box (cr) denotes any credits
from empty slots preceding the current slot.

0 2 3 4 43 4 6 9 10 10iteration = 0 change = T
0 0 02 1 1

0 2 3 4 55 6 6 9 10 11iteration = 1 change = T
0 0 00 2 0

0 2 3 4 75 6 6 9 10 11iteration = 2 change = T
0 2 00 0 0

0 2 3 4 75 6 8 9 10 11iteration = 3 change = F
0 0 00 0 0

Figure 3.6. Diagram of our bulk build method using sequential shifting of runs. In each
iteration, we launch one thread per run to check for overlap between its run and the previous
run and shift its run if necessary. As in Figure 3.5, the values in the boxes are the slots the
items will occupy in the quotient filter. The values above the arrows indicate the amount the
next run must be shifted to avoid overlap. When all of these shift values are 0, the process
stops.
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Figure 3.7. Diagram of segmented layouts bulk build for a small example quotient filter. This
filter contains three segments, and the layout of each segment is computed in parallel, then
checked for overflows. In the first iteration, item q is an overflow item, and gets bumped into
the next segment in the second iteration.

3.4.3.3 Segmented Layouts

Our third bulk build method computes shifts in segments of the filter itself, exploiting the fact

that the input is hashed, and therefore, items are distributed approximately evenly throughout the

filter. For this method, we partition the quotient filter into segments of length log(numSlots) =

log(2q) = q. Each segment has all items whose quotients fall within the segment and an initial

shift value for the segment. We launch one thread per segment to lay out all of the items in

its segment given the initial shift and output an overflow value. These overflow values are then

passed as initial shifts for the next segment, as shown in Figure 3.7, and the process repeats until

no new overflows are generated. Because the quotient values are the result of a hash function,

this process converges after a small number of iterations. Pseudocode is in Algorithm 10.

Comparison of Build Methods We have now devised four different ways (including super-

cluster inserts) to construct a QF from scratch. We evaluate these methods experimentally in

Chapter 3.7.3, but intuitively, when is each one most appropriate? When a filter is empty, there

are many available superclusters, so supercluster inserts should work well. The sequential shift-

ing method would also be likely to work better for filters that are less full, because clusters will

be shorter, leading to fewer shifts, and therefore fewer iterations. The parallel merging build

requires a constant number of iterations, so it will be the most efficient for building very full

filters. The segmented layouts build is likely to perform better for emptier filters, but overall we

would expect its running time to increase only moderately as the fill fraction increases. Because

the segment length is always q, the segmented layout method also requires the same amount of

work in each round, independent of the filter fullness.
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We now compare the parallel complexity of these bulk build algorithms. For the parallel

merging and sequential shifting builds, preprocessing involves a sort and two prefix sums. For

parallel merging, the merging process continues for O(log(n)) iterations, where each iteration

uses a constant number of steps. So the makespan of the parallel merging build is O(sort(n) +

log(n)).

For the sequential shifting build, the shifting process continues until the shifts have been

carried through all clusters. This means the number of iterations is bounded by the number

of runs in the longest cluster. As Bender et al. show [2], the largest cluster in a QF has size

k = (1+ϵ) ln(n)
α−ln(α)−1

with high probability. For a reasonable QF fill fraction, we can approximate

this as O(log(n)). Within each iteration, there are a constant number of steps. Therefore, the

makespan of the sequential shifting build is O(sort(n) + log(n)) with high probability.

Preprocessing for the segmented layouts build only requires a sort. The layout operation

itself requires a sequential iteration over the q = O(log(n)) slots in the segment. In the worst

case, the number of iterations is bounded by the maximum shift for any one item in the filter.

This shift is bounded by the maximum cluster length, which is O(log(n)) with high probability,

so the complexity of this build method is O(sort(n) + log2(n)) with high probability.

Generalization to Other Non-Associative Operators The strategies we used to approach

this problem could be used to compute a scan on other non-associative operators – in particu-

lar, operators that include a saturation condition. However, the performance of the sequential

shifting and segmented layouts methods relies on the ability to break the chain of dependencies.

Without independent segments, the performance of these algorithms will be the same as that of

a serial algorithm. Fortunately, the QF provides us with ample independent segments, because

hashing distributes items uniformly across the entire space of the filter. On the other hand, the

parallel merging algorithm requires an operator that is associative between the breaks in the

dependency chain. It does not extract parallelism from these discontinuities, but rather from the

fact that these specific operators are associative for all items between the saturation locations.

3.4.4 Supercluster Deletes

Deletes use an algorithm similar to the supercluster inserts described in Chapter 3.4.2. We

divide the filter into independent supercluster regions similar to those used in the insert method,
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but with a modification: we require that the first slot in a supercluster be occupied and unshifted.

This means the slot is actually the head of a cluster. We know that the value in this slot, and

any shifted slots to its immediate right, will not be affected by any deletes to the left because

the item is in its canonical slot. This also prevents the supercluster from being comprised of

only empty slots (with no items to delete). Similar to supercluster inserts, we perform a bidding

process to choose which items to delete while avoiding collisions. We then delete one item at

a time per supercluster, shifting items left and modifying metadata bits as needed. When all

threads have finished, we remove successfully deleted items from the queue and repeat. The

pseudocode for this operation is shown in Algorithm 11.

3.4.5 Merging Filters

Merging two QFs allows us to use one of our bulk build operations to add a new batch of items

to the filter. This is a rebuild of the filter, but without the need to access or rehash the items

already stored in the filter. Merging is helpful for some filter applications, e.g., combining

datasets stored by different nodes in a distributed system. The first step in merging two QFs

is to extract the original fingerprint values. We do this in parallel by assigning one thread to

each slot, using the metadata bits to determine its quotient. We scatter these fingerprints to an

array, and compact out all of the empty slots. We now have two sorted arrays: one for each of

the original filters. We merge these arrays using the GPU merge path algorithm by Green et

al. [13]. This leaves us with one sorted array of fingerprints, which we can now input to one of

our three bulk build algorithms to construct the QF. Pseudocode is in Algorithm 12.

3.5 GPU Rank-and-Select QF Operations
In this section, we describe the algorithms we devised for querying and modifying the rank-

and-select-based quotient filter (RSQF) on the GPU.

3.5.1 Lookups

For the RSQF, we parallelize lookups for the GPU in a similar fashion as we do for the SQF:

hash and sort all inputs, then assign one query per thread and have each thread perform the

same operation as in the serial case. The pseudocode for RSQF lookups is Algorithm 6. Again,

because lookup operations do not modify the data structure, this simple parallelization works
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without the addition of any collision avoidance schemes. The sorting step increases memory

locality between threads, as in our SQF lookups, but here the benefit is much greater, because

metadata values are shared across all slots in an RSQF block, rather than scattered amongst the

remainder values.

3.5.2 Inserts

For RSQF inserts, our general strategy was to parallelize over the blocks of the filter and perform

inserts in batches. Because each block has an offset value to account for any spillover from

previous blocks, the block holds all of the necessary information to insert an item in any of the

64 slots within the block, assuming it does not overflow to the next block. However, some items,

particularly when the filter reaches higher fill fractions, will need to overflow to the next block.

To deal with inserts that overflow into other blocks while still avoiding race conditions, we allow

threads to modify more blocks as the filter gets fuller. To accomplish this, we partition the filter

into insert regions, and assign one thread to each region. This is similar to the partitioning for

multi-threaded inserts devised by Pandey [29], but because the GPU has many more threads

than a CPU, our implementation uses smaller regions than theirs. Initially, regions are one

block, and as more items have been inserted, the regions increase in size (and, consequently,

decrease in number). In our implementation, we increase the region size by one block every 16

iterations.

The entire insert operation proceeds as follows: Before inserting a batch of items, we hash

the inputs, then sort the fingerprints, and divide them into queues based on their block number.

We then launch one CUDA thread per region to perform the inserts, using the same basic al-

gorithm as the CPU implementation described in 3.3.2. If an insert operation would require a

thread to modify a block that is not in its assigned region (in the case of overflow to the next

block), the operation halts. When an insert is completed or halted, the thread sets a flag if it

still has items in its queue, to indicate that the insert kernel should be launched again. The

pseudocode for this algorithm is shown in Algorithm 14.

The maximum amount of parallelism we can extract using this method is constrained by the

number of blocks in the filter. Work balancing is dependent on the distribution of the data: if

many of the items hash to the same region of the filter, the threads for other regions will finish
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their inserts and have no more work to do while the busy thread is still working. Because the

input data is hashed, assuming a good hash function, the most likely cause for an unbalanced

workload is repeated items.

3.5.3 Bulk Build, Deletes, Merging Filters

We did not implement bulk build, delete, or merge operations for the RSQF, but these opera-

tions can be performed using a straightforward extension of the methods we used in the SQF

algorithms. The final slot numbers for all items are the same for the SQF and RSQF, so we can

use the algorithms described in Chapter 3.4.3 to compute the locations of all items, with slight

modifications in writing the values to the filter to account for the different memory layout and

associated metadata values. Merges can also be implemented analogously to the operation in

Chapter 3.4.5 by assigning one thread per slot to extract fingerprints into an array, then merging

the arrays and rebuilding the new filter. Finally, just as superclusters can be used in both SQF

inserts and deletes, our RSQF insert strategy of breaking the filter up by into small regions and

assigning one region to each thread can also be applied to RSQF deletes.

3.6 Design Decisions and Trade-Offs
In this section we justify some of the many design decisions we made in adapting the SQF and

RSQF to the GPU.

Remainders Divisible by 8 and charContainers Quotient filters are designed to be flexible

in the number of bits stored per item in order to allow the programmer to choose the best

trade-off between memory and error for their application. However, this variability means that,

because the elements are stored contiguously in memory, a single slot may be split between

bytes (and even cache lines). For arbitrary values of r, this opens up the possibility of memory

conflicts, even when we ensure threads are modifying different slots. To simplify this issue, we

chose to only use SQFs where the number of bits per slot is divisible by 8. This gives us fewer

options in the trade-off between size and false positive rate, but it simplifies our filter operations

and increases the amount of parallelism we can extract from the problem. Similarly, we chose

to store each SQF slot in one or more chars, rather than fitting one or more remainders into a

single int, so that we are able to write to two neighboring slots without worrying about write
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hazards.

Duplicates For datasets with many reoccurring values, deduplication may be essential to

speed up membership queries and prevent the filter from over-filling. For the bulk build al-

gorithms, because all items are being inserted at the same time, deduplication is not an inherent

part of the algorithm, as it is for incremental inserts; therefore, we give an option for deduplica-

tion to be switched off or on, to allow flexibility for different applications.

One Query Per Thread We chose to use only one item per thread for each QF lookup query.

An alternative approach would be to launch one query per warp and have threads search coop-

eratively within clusters to locate the items. However, this would not be very efficient because:

(1) the average cluster length is constant, as described in Chapter 3.3.1, and (2) threads must

also keep track of metadata values to compute the canonical slot for each value, which would

be much more complicated to resolve cooperatively.

RSQF Insert Region Size For inserts into an RSQF, we had a few different options for the

granularity. We could have identified the smallest independent regions in the RSQF, similar

to the superclusters in the QF. However, the blocked structure of the RSQF means that op-

erations within the same block could lead to race conditions when modifying the block-wide

occupieds, runEnds, and offset values. Alternatively, we could have based the size

of the regions on the filter’s fill fraction, to account for the increased likelihood of interblock

overflows as the fill fraction increases. Both of these alternatives would also require a system

of tracking which items-to-be-inserted belong to each of the variable-sized regions. We decided

to take the simpler approach, where we could perform an initial sort and create stable queues of

items to be inserted into each block.

Number of Iterations Between Each Extension of Insert Regions We decided to increase

the size of insert regions every 16 iterations based on empirical evidence from our experiments.

This seemed to be the interval that worked best for building a filter from scratch. For incremental

updates, the most efficient interval would likely vary based on the fill fraction, which would

require additional tuning and work to track the fill fraction.
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3.7 Results
We evaluate our GPU SQF and RSQF implementations using synthetic datasets of 32-bit keys,

generated using the Mersenne Twister pseudorandom number generator. Because the values

are hashed before any QF operations are performed, the distribution of the input data should

not affect performance, and random data should be sufficient to estimate AMQ performance in

real-world applications.

In all experiments, we used QFs with q = 23 → 223 slots and r = 5, or an error rate of

ϵ ≈ 0.03125. We compare our GPU SQF and RSQF with a variety of other AMQs: Costa

et al.’s BloomGPU filter [7], Pandey et al.’s multithreaded counting quotient filter (CQF) [29],

Arash Partow’s Bloom filter [30], and our own CPU SQF implementation, which uses the serial

operations described in Chapter 3.3. We also modified the BloomGPU filter to create a version

(“BloomGPU 1-bit”) using only one bit per element of the filter bit array, rather than an entire

byte. This required using atomic bitwise operations, which were not yet supported by CUDA at

the time that Costa created BloomGPU. The invariant in our comparisons is false-positive rate.

Because we also inserted the same number of items for all data structures and the BF error rate

increases as more bits are set, we increase the BF size as the comparable QF fills up in order to

maintain a similar false positive rate in both filters. To achieve a balance between error rate and

accuracy, we chose to use 5 hash functions in all BFs.

All GPU experiments were run on a Linux workstation with 2 × 2.53 GHZ 4-core Intel

E5630 Xeon CPUs, 12 GB of main memory, and two GPUs: an NVIDIA Tesla K40c with 12

GB on-board memory and an NVIDIA GeForce GTX 1080 with 8 GB of on-board memory.

We ran all experiments on each GPU separately and have noted any significant differences

in performance results between the two architectures in our discussion. All source files were

compiled with CUDA 8.0. CPU experiments were run on a Linux workstation with one 3.7 GHz

4-core Intel E3-1280V5 CPU. We chose to use a different workstation for our CPU experiments

to give a fair comparison to Pandey’s multithreaded CQF, which utilizes recently-added x86

instructions to speed up the rank() and select() operations [29]. We used 4 threads for

all multithreaded CQF experiments.
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Summary of Results Overall, we find that our SQF outperforms BloomGPU on lookups and

initial filter construction, while the BF achieves higher throughput for incremental insert opera-

tions. The RSQF achieves a 2–3x speedup on lookups compared to BloomGPU, but has lower

incremental insert throughput than the SQF. We find that the BloomGPU 1-bit modification has

only a modest effect on the filter performance, so we use this version as our primary reference

for comparison. We also discover that the segmented layouts method is generally our fastest QF

construction method.

3.7.1 Lookups

Figures 3.8 and 3.9 show the performance difference for membership queries using BloomGPU

and our GPU QFs on the Tesla K40c and GTX 1080, respectively. For a fill fraction α < 0.8,

our SQF achieves higher throughput than BloomGPU. Both the SQF and RSQF show an initial

increase in throughput as the fill fraction increases. This is because at the lower fill fractions,

the batch size is not yet big enough to fill the entire GPU. SQF query throughput is highly

dependent on fill fraction, because each lookup requires reading an entire cluster of elements,

and as the filter gets full, the average cluster length increases. Bender et al. recommend that

a QF remain ≤ 75% full for this reason. Our RSQF, on the other hand, maintains a similar

throughput across all fill fractions, because the rank and select operations require the same

amount of compute across all fill fractions. The only linear searching the RSQF performs in a

lookup is within the item’s run, which, at high fill fractions, is much smaller than a cluster. As

a result of this property, RSQF lookup throughput is higher than the standard QF for α ≥ 0.5.

BloomGPU filter throughput also remains constant because the filter performs the same number

of reads per query for all fill fractions.

Comparing Figures 3.8 and 3.9, we see that all filters’ performance improves on the GeForce

GTX 1080 with the newer microarchitecture and increased memory bandwidth. One notable

difference is that the BloomGPU 1-bit achieves very high throughputs at low fill fractions on

the GTX 1080. This is likely because the smallest Bloom filters fit into the larger cache in the

GTX 1080, and we resize the Bloom filters to maintain equivalent false positive rates.

All GPU filters show a large performance increase as the batch size grows (Figure 3.10).

This illustrates the importance of providing sufficient work to keep all GPU compute units
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Figure 3.8. Lookup performance on NVIDIA Tesla K40c for different AMQs with varying fill
rates. The batch size is all items in the filter. Our quotient filters achieve higher throughput
than BloomGPU or the CPU filters. For higher filter fill fractions, the RSQF achieves better
performance than the SQF.
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Figure 3.9. Lookup performance on NVIDIA GeForce GTX 1080 for different AMQs with
varying fill rates. The batch size is all items in the filter. Our quotient filters achieve higher
throughput than BloomGPU or the CPU filters. For higher filter fill fractions, the RSQF
achieves better performance than the SQF. Our filters also receive a significant boost in lookup
performance with the newer architecture.
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Figure 3.10. Lookup performance on NVIDIA GeForce GTX 1080 for different AMQs with
varying batch sizes, with an initial fill fraction of α = 0.7. All GPU filters perform better with
larger batch sizes.

busy. At around 106 items per batch, BloomGPU throughput levels out. At this point, the

performance is memory-bound for the BF, but not the QF, due to the greater locality of the QF

operations.

3.7.2 Inserts and Deletes

Figure 3.11 shows the change in insert and delete throughput for a constant batch size (100000

items) as a function of filter fullness. Performance for supercluster inserts and deletes decreases

as the filter fills and the number of superclusters decreases. Also, the latency for each operation

increases as clusters grow and the GPU must search through a longer section of the filter to

locate the correct slot. This reinforces the rule of thumb of maintaining a filter fullness of
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Figure 3.11. Insert and delete throughputs on the NVIDIA GeForce GTX 1080 for the GPU
quotient filters using a constant batch size of 100000. Throughput for all operations decreases
as the filter fills.

≤ 75%.

We find that our RSQF inserts achieve lower throughput than supercluster inserts, and that

RSQF insert throughput decreases as the filter gets fuller. This is because RSQF inserts shift

items to make room for new ones, so much of the compute time is spent searching for empty

slots and rearranging items, and as the filter fills, these empty slots become more difficult to

locate. Figure 3.11 also shows a performance comparison for supercluster inserts versus the

merge-and-rebuild (merge inserts) approach. For filters below ≈ 80% full, supercluster inserts

have a 2x speedup over rebuilding, and even at 95% full, supercluster inserts still achieve a

slightly higher throughput.

All AMQs show a performance increase as the batch size grows (Figure 3.12); however,
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Figure 3.12. Insert performance on the NVIDIA GeForce GTX 1080 for different AMQs with
varying batch sizes. The Bloom filters achieve better insert performance, due to the simplicity
and lack of interdependence between operations. For very large batch sizes over 2 million
items, merging and rebuilding the filter is faster than performing incremental insert operations.
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Figure 3.13. Filter build performance on NVIDIA Tesla K40c for different AMQ data struc-
tures with varying fill rates. Overall, the segmented layouts method performs best for most fill
fractions, though the parallel merging method is better for very full filters.

both the overall performance and performance improvement are much lower for the QFs. This

is likely because the available parallelism is restricted to one insert per supercluster for the

SQF, and one insert per block region for the RSQF. We can also see that for smaller batch sizes,

supercluster inserts are faster than merge inserts, but for batch sizes of ≥ 2 million items, it is

actually faster to extract the quotients and rebuild the filter with the new values.

3.7.3 Comparing Filter Build Methods

Figures 3.13 and 3.14 show the build throughput for all AMQs on the Tesla K40c and GTX

1080. As with lookups, the BloomGPU 1-bit inserts achieve high throughputs at low fill frac-

tions, likely because these smaller filters fit in the GTX 1080’s larger L2 cache.
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Figure 3.14. Filter build performance on NVIDIA GeForce GTX 1080 for different AMQ
data structures with varying fill rates. Comparative performance is similar to the results on
the Tesla K40c (Figure 3.13), but the 1-bit Bloom filter sees a large increase in throughput for
very small filters because these fit into the larger cache of the GTX 1080.
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Figure 3.15. GPU quotient filter build performance on NVIDIA GeForce GTX 1080 for all
build methods at varying fill rates, with and without a deduplication step. Deduplication does
have a modest performance cost when constructing the filter, but may be worthwhile to reduce
the size and/or fullness of the resulting filter.
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As with lookups, the original 1-byte BloomGPU insert performance does not vary with

changing fill fraction; however, the 1-bit implementation does show a steady decrease in through-

put as the fill fraction increases. For fill fractions α > 0.4, the 1-byte version achieves higher

throughput than the 1-bit version. This is likely due to the computational cost of atomic oper-

ations required for 1-bit Bloom filter inserts. All QF build methods have an initial increase in

performance before throughput either decreases or levels off. This increase is probably because

there is not enough work to fill the GPU for very low fill fractions. After this initial ramping up,

we see different behavior for each of the build methods:

• Throughput for the parallel merging build increases monotonically with fill rate, because

the number of iterations for this method is dependent only on the number of quotients

used. This is largely independent of the fill fraction, so the computation required per item

decreases as the total number of items increases.

• The performance of the sequential shifting build increases until the filter is about 50%

full, then begins to fall off. This is because as the filter gets full, the number of shifts,

and therefore, the number of iterations, will increase. Additionally, the shift operation

performed by each thread is also serial, so as the quotients’ runs get longer, the latency of

each operation increases.

• The segmented layouts build method is the fastest for all α ≤ 0.85. This method achieves

a peak throughput at around 40% full, then performance decreases steadily as the filter

gets fuller and more iterations are required for convergence. Even at the ideal maxi-

mum QF capacity of α = 0.75, this build method still achieves higher throughput than

BloomGPU.

• Deduplication does generally cause a moderate decrease in throughput (Figure 3.15). In-

terestingly, in the sequential shifting method, deduplication is costly for low filter full-

ness, but becomes insignificant to overall throughput as the filter fills and compute time

is dominated by the many iterations required to perform all of the shifts.
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Table 3.1. AMQ data structure memory use

Bytes/Item

Error Rate Standard QF RSQF BloomGPU Bloom 1-bit

0.03 1.3 0.94 7.7 0.96

0.0001 2.7 2.0 20.4 2.6

5× 10−7 4.0 3.0 45.2 5.7

3.7.4 Memory Use

Table 3.1 shows memory usage for all GPU AMQs. The RSQF has a smaller memory footprint

than the SQF because it can be filled up to 95% full without compromising lookup performance,

while the SQF should be sized to be 75% full. We note two limitations of our QF implementa-

tion with respect to memory usage: (1) Our SQF does not support a more fine-grained selection

of false positive rates because we require slot sizes to be divisible into complete bytes, as de-

scribed in Chapter 3.6. (2) Our bulk build methods allocate additional (temporary) memory to

calculate element positions within the filter. This means that we cannot bulk-build a filter on

the GPU that will fill a majority of the GPU on-board memory. For these filters, we would need

to perform incremental inserts in smaller batches to construct the filter without running out of

memory. However, real-world use cases would require additional free memory in order to read

in batches of items for lookups anyway.

3.8 Conclusions
For inserts alone, the simplicity of modifications and resulting high level of parallelism available

for BFs outweighs the locality benefits of the QF. In contrast, this locality does lead to better

GPU performance for QF lookups, where memory conflicts are not an issue and parallelism is

not constrained.

Recomputing dynamic independent regions between each round of updates (supercluster

inserts) leads to higher throughput vs. parallelizing updates over fixed-sized regions (RSQF

inserts). Although computing the supercluster locations requires additional work each round,

it guarantees a priori that inserts in those regions will succeed. For RSQF inserts, the fixed-
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sized regions we use are not guaranteed to be conflict-free and therefore require a strategy for

handling overflows. By contrast, in order to achieve a high level of parallelism while avoiding

conflicts for the supercluster inserts, we only allow our SQF to use remainders that fit in full

bytes, which limits the number of available remainder sizes available. In the RSQF, the blocking

structure divides the filter into segments that align with word boundaries, so we need not restrict

the RSQF size and corresponding false positive rate.

To parallelize bulk QF construction, we needed to perform a parallel scan operation on a

non-associative operator. In our three bulk build implementations, we leverage the fact that

this operator has a saturation condition, and extract parallelism from breaks in the dependency

chain.

Finally, the GPU RSQF performance could be improved if NVIDIA added support for a

bit-manipulation operation equivalent to the PDEP operation available on the Intel Haswell

architecture. This gives a significant performance boost on the CPU and would likely have a

similar benefit for the GPU.

The code for our quotient filters is available at https://github.com/owensgroup/

GPUQuotientFilters.
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3.9 Pseudocode

Algorithm 5 SQF membership queries
1: function FINDRUNSTART(S, fq)

2: ▷ find beginning of cluster

3: b← fq

4: while is shifted(S[b]) do

5: DECR(b)

6: ▷ walk forward to find the run for fq

7: s← b

8: while b ̸= fq do

9: repeat

10: INCR(s) ▷ skip current run

11: until !is continuation(S[s])

12: repeat

13: INCR(b) ▷ count number of runs

14: until is occupied(S[b])

15: return s

16: function LOOKUP(S, inputs)

17: ▷ preprocessing: hash and sort inputs

18: for all inputs do

19: fq ← ⌊f [threadID]/2r⌋

20: fr ← f [threadID]%2r

21: if !is occupied(S[fq ]) then

22: return FALSE

23: s← FINDRUNSTART(S, fq)

24: ▷ search slots in the run for fr

25: repeat

26: if S[s] = fr then

27: return TRUE

28: INCR(s)

29: until !is continuation(S[s])

30: return FALSE
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Algorithm 6 RSQF membership queries
1: function LOOKUP(R, inputs)

2: ▷ preprocessing: hash and sort inputs

3: for all inputs do

4: fq ← ⌊f [threadID]/2r⌋

5: fr ← f [threadID]%2r

6: b← fq/SLOTS PER BLOCK

7: slot← fq%SLOTS PER BLOCK

8: if R[b][slot].occ = 0 then

9: return FALSE

10: r ← RANK(R[b].occ, slot)

11: end← SELECT(R[b].run, r)

12: while end = NULL do

13: ▷ run end is in next block

14: r ← r− POPCOUNT(R[b].run)

15: INCR(b)

16: end← SELECT(R[b].run, r)

17: s← end

18: repeat

19: if R[b][s].rem = fr then

20: return TRUE

21: if R[b][s].rem < fr then

22: return FALSE

23: DECR(s)

24: until s < fq ∨ R[b][s].run = 1

25: return FALSE
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Algorithm 7 SQF inserts
1: function LOCATESUPERCLUSTERS(S)

2: ▷ mark supercluster starts by checking for empty slots

3: if ISEMPTY(S[threadID− 1]) then

4: return 1

5: else

6: return 0

7: function BIDDING(S, inputs, labels)

8: ▷ one thread per input bids for supercluster

9: (fq, fr)← HASHANDQUOTIENT(inputs[threadID])

10: sc← labels[fq ]

11: return winners[sc]← threadID

12: function INSERTITEMS(S, inputs, winners)

13: ▷ each thread performs its own sequential insert operation

14: (fq, fr)← HASHANDQUOTIENT(inputs[threadID])

15: if ISEMPTY(S[fq ]) then

16: SETELEMENT(S, fq , fr)

17: return fq

18: s← FINDRUNSTART(S, fq) ▷ from Algorithm 5.1

19: if is occupied(S[fq ]) then

20: ▷ search through run for item

21: repeat

22: if S[s] = fr then

23: SETELEMENT(S, s, fr)

24: return s

25: else if S[s] > fr then

26: break

27: INCR(s)

28: until !is continuation(S[s])

29: ▷ insert item at location s; move items right as needed

30: INSERTHERE(S, s, fr)

31: return s

32: function INSERT(S, inputs)

33: repeat

34: for all SQF slots do

35: flags←LOCATESUPERCLUSTERS(S)

36: for all SQF slots do

37: labels←CUBSCAN(flags)

38: for all remaining inputs do

39: winners←BIDDING(S, inputs, labels)

40: for all superclusters do

41: slots←INSERTITEMS(S, inputs, winners)

42: for all remaining inputs do

43: ▷ compact out inserted values

44: inputs←CUBSELECT(inputs, winners)

45: until length(inputs) = 0

46: return slots
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Algorithm 8 Parallel merging bulk build
1: function CALCOFFSETS(slot, label, credit, offset, carry)

2: seg← label[threadID]

3: ▷ compute offsets at odd-numbered segment heads:

4: if seg ̸= label[threadID− 1] ∧ seg%2 = 1 then

5: offset[seg]← slot[threadID− 1]− slot[threadID] + 1

6: carry[seg]← credit[threadID− 1]

7: return

8: function SHIFTITEMS(offset, carry, slot, label, credit)

9: seg← labels[threadID]

10: overlap← offset[seg]− credit[threadID]

11: empties← 0

12: if overlap > 0 then ▷ shift item

13: slot[threadID]← slot[threadID] + overlap

14: empties← 0

15: else ▷ track any empty slots

16: empties← empties− overlap

17: credit[threadID]← empties + carry[seg]

18: ▷ merge segments

19: label[threadID]← label[threadID]/2

20: return

21: function PARALLELMERGEBUILD(S, inputs)

22: ▷ preprocessing: hash, sort, compute unshifted locations, label segments

23: for i← 0, ⌈log2(segments)⌉ do

24: for all inputs do

25: CALCOFFSETS(slot, label, credit, offset, carry)

26: for all inputs do

27: SHIFTITEMS(offset, carry, slot, label, credit)

28: ▷ post-processing: write remainders and metadata

29: return
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Algorithm 9 Sequential shifting bulk build
1: function SHIFTSEGMENTS(starts, slots, change)

2: index← starts[threadID]

3: shift← slots[index− 1]− slots[index] + 1

4: if shift > 0 then

5: length← starts[threadID+ 1]− index

6: for i← 0, length do

7: slots[index + i]← slots[index + i] + shift

8: change← 1

9: return

10: function SEQUENTIALSHIFTBUILD(S, inputs)

11: ▷ preprocessing: hash, sort, compute unshifted locations & segment starts

12: change← 1

13: while change = 1 do

14: change← 0

15: for all segments do

16: SHIFTSEGMENTS(starts, locations, change)

17: ▷ post-processing: write remainders and metadata

18: return
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Algorithm 10 Segmented layouts bulk build
1: function LAYOUT(fq , start, shift, overflow, change)

2: first← start[threadID]

3: last← start[threadID+ 1]− 1

4: n← last− first + 1

5: if n ≤ 0 then

6: ▷ segment is empty

7: overflow[threadID]← 0

8: return

9: ▷ track the furthest right element in the segment

10: max← threadID ∗ q + shift[threadID− 1]

11: for i← first, last do

12: if fq [i] > max then

13: max← fq [i]

14: INCR(max)

15: ▷ check for overflow and changes from last iteration

16: end← ((threadID+ 1) ∗ q)− 1

17: extra← (max− 1)− end

18: if extra > 0 then

19: overflow[threadID]← extra

20: if extra > shift[threadID] then

21: change← 1

22: else

23: overflow[threadID]← 0

24: return

25: function SEGMENTEDLAYOUTSBUILD(S, inputs)

26: ▷ preprocessing: hash, sort, compute segment starts

27: change← 1

28: while change = 1 do

29: change← 0

30: shift← overflow

31: for all segments do

32: LAYOUT(fq , start, shift, overflow, change)

33: ▷ post-processing: write remainders and metadata

34: return
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Algorithm 11 SQF deletes
1: function LOCATEDELETESUPERCLUSTERS(S)

2: ▷ superclusters for deletes are regular clusters

3: if !ISEMPTY(S[threadID])∧!is shifted(S[threadID]) then

4: return 1

5: else

6: return 0

7: function DELETEITEMS(S, inputs, winners)

8: ▷ each thread performs sequential delete operation

9: (fq, fr)← HASHANDQUOTIENT(inputs[threadID])

10: if !is occupied(S[fq ]) then

11: return

12: s← FINDRUNSTART(S, fq) ▷ from Algorithm 5.1

13: repeat

14: if S[s] = fr then

15: break

16: else if S[s] > fr then

17: return

18: INCR(s)

19: until !is continuation(S[s])

20: if S[s]! = fr then

21: return

22: ▷ s now points to item to be deleted

23: ▷ delete item; move other items over as needed

24: DELETEITEMHERE(S, s)

25: return

26: function DELETE(S, inputs)

27: repeat

28: for all SQF slots do

29: flags←LOCATEDELETESUPERCLUSTERS(S)

30: for all SQF slots do

31: labels←CUBSCAN(flags)

32: for all remaining inputs do

33: ▷ from Algorithm 7.7

34: winners←BIDDING(S, inputs, labels)

35: for all superclusters do

36: DELETEITEMS(S, inputs, winners)

37: for all remaining inputs do

38: ▷ compact out inserted values

39: inputs←CUBSELECT(inputs, winners)

40: until length(inputs) = 0

41: return
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Algorithm 12 Merging filters
1: function EXTRACTFINGERPRINTS(Q, empty)

2: if ISEMPTY(Q[threadID]) then

3: empty[threadID]← TRUE

4: return

5: if !is shifted(Q[threadID]) then

6: ▷ item is beginning of cluster

7: return (threadID << r) ∨Q[threadID]

8: ▷ for shifted items, find beginning of cluster

9: b← threadID

10: repeat

11: INCR(b)

12: until !is shifted(Q[b])

13: ▷ step through cluster, counting runs

14: s← b

15: while s ≤ threadID do

16: repeat

17: INCR(s)

18: until !is continuation(Q[s])

19: if s > threadID then

20: repeat

21: INCR(b)

22: until !is occupied(Q[b])

23: return (b << r) ∨Q[threadID]

24: function MERGEFILTERS(Q1, Q2)

25: for all QF slots do

26: f1 ← EXTRACTFINGERPRINTS(Q1, empty1)

27: for all QF slots do

28: f2 ← EXTRACTFINGERPRINTS(Q2, empty2)

29: for all QF slots do

30: THRUSTREMOVEIF(f1, empty1)

31: for all QF slots do

32: THRUSTREMOVEIF(f2, empty2)

33: for all extracted values do

34: fcombined ← MGPUMERGE(f1, f2)

35: ▷ rebuild new filter

36: SEGMENTEDLAYOUTSBUILD(Qnew, fcombined)

37: return
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Algorithm 13 RSQF insert kernel
1: function INSERTINTOREGIONS(R, starts, nexts, fq , fr , size)

2: first← threadID ∗ size

3: last← first + size− 1

4: value← nexts[first]

5: block← first

6: while value = NULL ∧ block < last do

7: ▷ insert queue for block is empty - check next one

8: INCR(block)

9: value← nexts[block]

10: if value = NULL then

11: return ▷ no items in queue

12: home← fq [value]%SLOTS PER BLOCK

13: r ← RANK(R[block].occ, home)

14: end← SELECT(R[block].run, r)

15: while end = NULL do

16: ▷ run end is in next block

17: r ← r− POPCOUNT(R[block].run)

18: INCR(block)

19: end← SELECT(R[block].run, r)

20: if block > last then

21: return TRUE ▷ item is in next region

22: if end < home then

23: ▷ slot is empty; insert item here

24: INSERTHERE(R, end, fr[value])

25: INCR(nexts[block])

26: return TRUE

27: else

28: ▷ search through filter for first empty slot

29: INCR(end)

30: s← FINDFIRSTUNUSEDSLOT(R, block, end)

31: if block > last then

32: return TRUE ▷ out of region

33: while s > end do

34: ▷ move items over until we get back to item’s run

35: R[block][s].rem← R[block][s− 1].rem

36: R[block][s].rem← R[block][s− 1].rem

37: DECR(s)

38: ▷ find correct slot in run

39: repeat

40: if R[block][s− 1].rem ≤ fr[value] then

41: INSERTHERE(R, s, fr[value])

42: INCR(nexts[block])

43: return TRUE

44: DECR(s)

45: until s < home ∨ R[block][s].run = 1

46: INSERTHERE(R, s, fr[value])

47: INCR(nexts[block])

48: return TRUE
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Algorithm 14 RSQF inserts
1: function FINDFIRSTUNUSEDSLOT(R, block, slot)

2: r ← RANK(R[block].occ, slot)

3: s← SELECT(R[block].run, r)

4: while slot ≤ s do

5: if s = NULL then

6: INCR(block)

7: s← R[block].offset + 1

8: slot← s + 1

9: r ← RANK(R[block].occ, slot)

10: s← SELECT(R[block].run, r)

11: return slot

12: function FINDBLOCKSTARTINDICES(fq , starts)

13: block← fq [threadID]/SLOTS PER BLOCK

14: previous← fq [threadID− 1]/SLOTS PER BLOCK

15: if block ̸= previous then

16: starts[block]← threadID

17: function INSERT(R, inputs)

18: ▷ preprocessing: hash, sort, quotienting

19: for all inputs do

20: FINDBLOCKSTARTINDICES(fq , starts)

21: iterations← 1

22: size← 1

23: while more do

24: more← FALSE

25: nregions← nblocks/size

26: for all regions do

27: more← INSERTINTOREGIONS(R, starts, nexts, fq , fr , size)

28: INCR(iterations)

29: size← iterations/16 + 1

30: return
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Chapter 4

Conclusions

Our work demonstrates that while the massively parallel architecture of GPUs is effective for

performing analysis of large datasets, memory size limitations can pose a challenge for many

of these problems. The three main strategies we use to mitigate this challenge are:

• Approximation: For maximum clique, heuristics use much less memory than an exact

computation in order to find cliques that are large, but not guaranteed to be maximum.

Introducing a small false positive rate enables quotient filters to use only a small fraction

of the space required for an exact membership query.

• Preprocessing: For quotient filters, we deduplicate the dataset before constructing the

filter. We also hash the keys into fingerprints which reduces memory use because we can

store much of the fingerprint implicitly. Our maximum clique implementation pre-prunes

both vertices and entire candidate lists. We also implicitly orient the graph by degree,

which eliminates half of the edges (and many many potential combinations of edges),

without sacrificing the accuracy of the solution. Additionally, we increase the probability

of pruning even more candidates in earlier stages by sorting vertices in order of increasing

degree within their sublists.

• Breaking the Problem into Smaller Pieces: In our maximum clique implementation, when

we found our other memory reducing strategies were insufficient, we tried a windowed

approach. By solving smaller subproblems one at a time, we were able to solve more

datasets without running out of memory, but at a significant runtime cost.
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Next, I propose a variety of future directions for research based on our work.

4.1 Future Work: Quotient Filter
4.1.1 Parallel Operations on Many Small Quotient Filters

Our quotient filters are a good fit for queries on a single large dataset, but another useful ap-

plication space may be a scenario where there are many smaller datasets, like perhaps, many

lists of cliques that one would like to perform membership queries on. This would require dif-

ferent parallelization strategies, and would likely make many of the operations we perform in

bulk better-suited to a single thread or a warp working cooperatively. In this scenario, the filters

could fit in shared memory, which would further improve throughput.

4.1.2 More Choices for False Positive Rate

One of the biggest limitations of our GPU standard quotient filter is the requirement that the

slots be divisible by 8. This reduces the tunability of the filter in that it greatly reduces the

number of options for the false positive rate, so future work devising an algorithm for parallel

inserts that allows for more filter sizes while still maintaining enough parallel work would be

valuable. Possibly a new type of quotient filter structure could be designed to address this

problem and allow this data structure to be used in a wider range of GPU applications.

4.1.3 Coarse-Grained Parallel Inserts for RSQF

For the rank-and-select-based quotient filter, the blocked structure reduces the amount of avail-

able parallelism, because all slots within one block share their metadata. We may be able to

improve performance by instead performing operations in a coarse-grained warp-parallel fash-

ion, assigning groups of threads to perform all insert operations in one block cooperatively.

Because threads within a warp can easily communicate, they can work together on tasks and

reliably avoid race conditions. The filter block size of 64 also fits well with the CUDA warp

size of 32 threads.
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4.2 Future Work: Maximum Clique Enumeration
4.2.1 Windowing Improvements
4.2.1.1 Save Only Largest Cliques’ Information

We could alter the version with windowing to perform a full enumeration while also further

reducing memory usage by reading out and storing the “best-cliques-so-far” and freeing the

rest of the clique list when a new biggest clique is discovered. This is a fairly slow operation on

our clique list data structure, so this would once again be a trade-off of performance for reduced

memory usage (and finding all maximum cliques).

4.2.1.2 Dynamic Windowing

As mentioned in Chapter 2.5.4.3, another possible way to reduce memory usage in our maxi-

mum clique implementation would be to implement windowing in a more flexible way. Rather

than using a fixed window size for only the first level of the clique list, we could try to dy-

namically determine if and when to start windowing and what window size to use. We could

use the full breadth-first search to expand the amount of available work until we have plenty of

work to fill the GPU, then use windowing to explore the candidate lists in a more depth-first

way to avoid running out of memory. We could also try to predict how much the clique lists are

likely to expand, perhaps using the average degree or average sublist length or the increase in

the number of candidate cliques between the previous two iterations. We could then select the

window size based on the estimated increase in the clique list size in the next iteration.

Of course, predicting the number of cliques in the next iteration is challenging. We cannot

even guarantee whether the number will increase or decrease from the previous iteration; how-

ever, we do find that the clique counts usually follow one of two trends: a bell curve or an initial

peak followed by a steady decrease. Using this information, we can choose to either not use

windowing or select a larger window size once the total number of cliques begins to decrease,

increasing the available parallel work.

4.2.1.3 Coarse-Grained Parallel Windowing

Another possible expansion of windowing would be to assign blocks of threads to explore their

own windows independently. Although this seems like a way to utilize the GPU more efficiently,

it would be very complicated to implement. Additionally, with multiple windows of different
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sizes and windowing on different levels, tracking which candidates have been explored would

be cumbersome. We would likely need to implement a scheduling system to manage the work

queue, which is a significant challenge itself. Also, because each of the blocks would be al-

locating and freeing variable amounts of memory in their own clique lists at different times, it

would be even harder to avoid running out of memory.

4.2.2 Multi-GPU Implementation

To handle larger datasets, including graphs in which the dataset itself may require most of the

GPU memory, we could consider a multi-GPU implementation. There are many additional

complications to consider when coordinating multiple GPUs, but a starting point for a multi-

GPU implementation could be to do a form of windowing. Each GPU could be assigned its

own window of the clique list, which would be much larger than the window sizes used in our

implementation, but would function in the same way. The search in each window can proceed

independently, and when all GPUs have finished, they can compare their largest cliques and

determine which clique(s) are the largest overall.

4.2.3 Heterogeneous GPU + CPU Implementation

We found that there is often not sufficient work to keep the GPU busy in the earlier and/or later

iterations of the exact maximum clique enumeration algorithm. For these iterations, we could

instead perform the work on the CPU, taking advantage of the lower latency to complete this

work more quickly. One drawback of this approach is data transfer time from the GPU to CPU

and vice versa. However, because this would only be used for instances where the clique list is

small, the amount of data transferred should be small. This strategy would be most likely to be

beneficial for the final iterations, when we know the number of cliques will continue to decrease

in each iteration, as described in Chapter 4.2.1.2.

4.2.4 Clique List in Shared Memory

Our maximum clique implementation does not utilize shared memory at all. Shared memory

is shared by threads in a block, and allows for much faster accesses than global memory; how-

ever, using shared memory will only improve performance if the data is reused multiple times,

because of the initial cost of moving the data from global to shared memory. Because threads
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read all values in their assigned vertex’s sublist, we may be able to achieve some performance

benefit by pulling the relevant sublists into shared memory before beginning the edge checks.

This technique should provide at least a small speedup, but the biggest contribution to memory

traffic in the countCliques and outputNewCliques kernels is the edge lookups in the

graph data structure, and because each thread is accessing a different vertex’s adjacency list,

there is no opportunity for data reuse in those operations.

4.2.5 Pruning Improvements
4.2.5.1 Improving Lower Bound

Although our heuristic achieves high accuracy for most datasets, we could further improve

pruning for harder-to-solve graphs by using a modified version of our exact algorithm. We

could run the exact computation once, but rather than building the full clique list, we could free

the memory from earlier clique lists, only maintaining the list of candidates for the current value

of k. This would greatly reduce the total memory required and may allow us to avoid running

out of memory. When this reduced memory computation has finished, we will know the size

and number of maximum cliques and one vertex from each clique (the last-added vertex for

each clique). We can use this information to rerun the full enumeration algorithm, but now we

have a perfect lower bound and we could also prune any vertices not connected to the vertices

in the final clique list node. Although this strategy sounds very promising, it is less practically

useful than it appears, because for many of the challenging graphs the peak clique list size for

just one iteration is still larger than the available GPU memory. Still, there would certainly be a

subset of graphs for which this strategy would be an effective solution for avoiding running out

of memory.

4.2.5.2 Better Sublist Pruning

Our implementation prunes sublists in each iteration based on their length, that is, if the sublist

length plus k is less than the length of the largest clique found so far then we do not output

the sublist to be explored in the next iteration. We could instead use a stronger bound to prune

sublists, reducing the total memory use. As mentioned in Chapter 2.2.2.3, one option for a

tighter bound is vertex coloring. If a graph, G, can be colored with k colors, then ω(G) ≤

k. Similarly, a coloring of the set P gives an upper bound on the size of the largest clique
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in the subgraph induced by P . Finding an optimal coloring of P at every branch point is

computationally expensive, so we would want to use an approximate coloring. And of course we

should choose a GPU-friendly implementation, which can be efficiently parallelized over many

subsets of vertices. This more complex pruning step presents yet another trade-off between

precompute time and pruning effectiveness.

4.2.5.3 Explicitly Prune the Graph

Another way to save memory and possibly speed up the exact algorithm at the same time is to

explicitly prune the graph during preprocessing. This would reduce the memory used by the

graph data structure itself, and should also speed up edge lookups, because vertices’ adjacency

lists will be shorter. The vast majority of memory is used by the clique list structure, so reducing

memory used by the graph will likely only have a marginal effect, but pruning the graph would

also reduce vertices’ degrees, further improving vertex pruning. The challenge for this will be

in modifying the graph data structure. It is not possible to efficiently delete vertices from a

CSR data structure, so this would likely require a full rebuild of the data structure, which is

very time-consuming. Therefore, we would likely want to consider using a different graph data

structure that is easier to update.

4.2.6 Data Structures
4.2.6.1 Faster Edge Lookups

Since the key operation in finding cliques is performing edge lookups, a data structure that

allows for faster lookups could significantly improve the performance of our maximum clique

implementation. Some previous work has utilized an adjacency matrix structure to enable fast

set intersection operations; however, most real world datasets are large and sparse, and the

adjacency matrix representation is not space-efficient for these datasets. Another possible way

to speed up edge lookups might be to use an approximate membership query data structure

like the quotient filter to quickly filter out most of the failed lookups. This would require

representing each vertex’s adjacency list as a small filter, and rather than parallelizing many

operations on one large filter, we would instead be performing operations on many small filters.

A downside of this approach is that although AMQ data structures are small, they would use

additional memory in an application where memory space is already limited. We could however
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use the QFs to replace the complete graph, then run the full breadth-first maximum clique

algorithm. This would give us a set of approximate maximum cliques. Because quotient filters

will only return false positives, not false negatives, we can guarantee that no larger cliques were

missed, but some of the reported ”cliques” may not be true cliques. We could then verify these

cliques by checking whether the edges are truly present in the full graph. This post-processing

should be minimal compared to the number of edge lookups in all iterations of the complete

algorithm; however, it would involve the inefficient process of reading cliques from the clique

list, possibly multiple times, if the approximate maximum clique(s) are found to be invalid.

4.2.6.2 Delete Clique Information

Another useful improvement would be to either (1) devise an efficient method for deleting

cliques from our clique list data structure or (2) implement a different method for storing clique

information that allows for simpler deletes. For (1), we may be able to draw from our experience

in performing bulk rebuilds and batch deletes on quotient filters to implement similar operations

on the clique list. However, because the data in each node of the clique list is dependent on data

in other nodes, this is likely to be come with even more complications than we found when

implementing parallel quotient filter operations. As for option (2), we chose our data structure

to minimize the memory footprint and keep relevant data for each iteration close together (as

explained in Chapter 2.4.4), sacrificing mutability and ease of reading out the members of each

clique, but a data structure with fewer downsides may be achievable.

4.2.7 Applicability to Other Problems
4.2.7.1 Maximum Clique Size Only

For some applications, it may be useful to know just the maximum clique size, ω. For example,

it could be used as an upper bound for memory allocation in another graph computation or

for comparing properties of different graphs. In this case, we could use the reduced-memory

implementation proposed in Chapter 4.2.5.1 to find only the maximum clique size. This would

use less memory than the full enumeration computation, and provide an exact maximum clique

size, rather than an estimate that could be found via a heuristic.
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4.2.7.2 General Clique Counting or Enumeration

Counting k-cliques is another operation that is useful in graph analysis [1]. Our implementation

can be used as is to enumerate (or, more simply, to count) all cliques in the graph by simply

skipping the heuristic computation. Alternatively, we can find all cliques above a certain size

using an input lower bound instead of a lower bound from the heuristic.

4.2.7.3 Streaming Maximum Clique

Another related, but more complex, problem is formulation of maximum clique as a streaming

problem. In the streaming context, a graph is being modified, with vertices and/or edges added

or deleted, and the goal is to track whether and how these changes affect the maximum clique(s)

of the graph. We could use the information in the clique list structure to find vertices that are

members of the maximum clique(s) and also all smaller cliques, but the information in the

structure becomes invalid once updates have been made. Here again, techniques for performing

updates in the clique list structure and/or a more easily updated structure would be useful.

Quotient filters may also be useful here. We could store the maximum clique(s), and maybe

also some of the near-maximum cliques, in quotient filters. This would enable fast membership

queries of newly-added or newly-deleted edges to filter out updates that will not affect the

maximum clique(s). The flexibility to delete and merge quotient filters may also be useful as

edges are deleted and added and cliques merge into one another.
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