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Deep Neural Networks (DNNs) are increasingly adopted in various fields due to their

unprecedented performance. Yet, the computation overhead of DNN evaluation and training

continues to grow exponentially. Enormous system-level advancements have recently been

witnessed to improve the efficiency of DNN computation; many efficient DNN algorithms are

proposed to reduce the cost of DNN computation. However, this is far from optimal. Most

current DNN computation systems do not fully exploit efficient ML algorithms, while ML

algorithms fail to consider novel systems for deployment.

This thesis focuses on designing efficient DNN algorithms and DNN computation systems

to enable fast DNN training and evaluation. Instead of solely focusing on creating either new
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DNN algorithms or systems, we propose a co-design approach by exploring DNN models that

are system-aware and DNN computation systems that are algorithm-aware. By leveraging such

a co-design approach, we effectively advance the Pareto-frontier between task accuracy and

efficiency of DNN execution in various application domains.

We present a set of works that explore the co-design method. Firstly, we present an

algorithm-aware DNN compiler for quantized DNN. By leveraging the weight repetition feature

of this efficient DNN algorithm, we can greatly reduce the computation overhead of DNN

inference on both CPU and GPU. Secondly, we discuss a hardware-aware DNN algorithm

with enhanced model parallelism. We observe that previous works design efficient DNNs for

single-device platforms. When customizing the DNN design for a multi-device system, we

can reduce the DNN inference latency by a large margin while previous models can hardly be

parallelized across multiple devices. Thirdly, we present a hardware-friendly transfer learning

framework for natural language processing tasks. The existing transfer learning frameworks

have a lot of computation redundancy when deploying on the existing systems. By reusing

the computation of different transfer learning models, we can greatly reduce the computation

overhead as well. Lastly, we introduce a novel training method to reduce the computation cost

of DNN training and DNN design process. The key idea is to initialize the large models using

small pretrained weights. The implicit knowledge in the pretrained models facilitates faster

convergence of the large models. Besides, changing only the initialization phase of training

means no extra computation overhead will be introduced to the existing training systems. Also,

this new training method can be applied to accelerate the design process of system-aware DNN

models.

As Moore’s Law is slowing down, the computational capacity of current DNN systems

is plateauing. This thesis sheds light on how to overcome this limitation by designing domain-

specific DNN algorithms and computation systems.
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Chapter 1

Introduction

1.1 Challenge

Deep Neural Networks (DNNs) have completely changed our way of living, ushering in

remarkable advancements in various fields, such as computer vision [57, 92, 39, 121], natural

language processing [38, 16, 155], medical diagnosis [169]. Many widely-used commercialized

AI tools powered by DNNs are developed, such as conversational agents ChatGPT1, code

assistant tool Copilot2, and text-to-image generation tool Midjourney3. These cutting-edge

applications are gradually becoming tools that people use every day for work. The development

of AI is the result of not only the rapid development of DNN algorithms but also significant

progress in DNN computation systems.

However, along with the superior performance, DNNs also bring certain challenges,

particularly regarding computation overhead. Over the past decade, the computation required for

training and deploying DNNs has experienced exponential growth, as illustrated in Figure 1.14.

The computation overhead of DNNs has increased more than 300,000× since 2012 and this

trend is still continuing. The increasing computational demands can lead to scalability issues,

preventing further performance improvements in ML technology. Also, the computation overhead

1https://chat.openai.com/
2https://github.com/features/copilot
3https://www.midjourney.com/
4https://openai.com/research/ai-and-compute

1



of DNNs poses considerable time and energy consumption, making it even more harder and

expensive to train and deploy sophisticated DNN models.

The increasing complexity of DNN architectures and the ever-expanding size of datasets

have contributed to this trend. The computation overhead comes from both the DNNs training

and inference. First, the training of large DNNs demands immense computational power, often

necessitating specialized hardware and compilers, such as Graphics Processing Units (GPUs)

with NVIDIA CUDA compiler [110] and Tensor Processing Units (TPUs) [74] with XLA

compiler [130]. Second, the inference phase, where the trained model makes predictions on

new data during online deployment, also demands significant computational resources. The

computation of a single query shows a smaller overhead compared to model training. However,

for commercialized AI tools with million users, an extensive amount of queries from users

happen every hour. In this scenario, the inference latency is also critical.

1.2 Solution

Machine Learning (ML) researchers have devised efficient DNN algorithms for train-

ing [95, 79, 21] and inference to reduce the computation overhead of DNN. For DNN inference,

two common approaches are leveraging weight sparsity [56, 66] and quantization [158, 184, 69].

However, these approaches typically incur DNN performance loss. Depending on the degree of

DNN performance drop, the computation latency of the DNN varies, resulting in a Pareto-curve

between the execution latency and task performance (Figure 1.3).

Also, system researchers have developed general-purpose ML compilers [123, 24, 130]

and hardware [74, 26, 136] to reduce DNN execution latency in both training and inference.

When the efficiency gains from the novel DNN algorithm and new DNN computation

systems reach a plateau, we investigate a new method to further reduce the overhead of DNN

computation and to advance the frontier of the Pareto-curve as shown in Figure 1.3. Specifically,

we leverage the co-design approach summarized in Figure 1.2 (b). When the hardware for DNN

2



Figure 1.1. Two eras of computing usage in training AI systems.
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deployment is known before the DNN design process, we can exploit this information to tailor

the DNN design for a specific computation environment. Similarly, we can customize the design

of a system (i.e., hardware or compiler) to suit a specific efficient ML algorithm.

Figure 1.2. (a) Traditional design process of DNN computation system and DNN. (b) The
design process of algorithm-aware system design and system-aware DNN model design. (c)
Co-exploration of DNN design and system design.

Algorithm-aware System Design. Instead of creating general-purpose hardware or DNN

compilers, we can customize the system design for a specific efficient ML algorithm, such

as designing domain-specific accelerators that leverage DNN sparsity or quantization [44].

EIE [55] exploits DNN sparsity and Huffman coding to accelerate sparse model inference.

BiTFusion [137] leverages low bitwidth multipliers for accelerating quantized neural networks

(QNNs) [176, 184]. In this dissertation, we present a DNN compiler that generates model-specific

computation dataflow for different QNNs (Chapter I).
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Figure 1.3. ’M1’-’M4’ denote different DNNs. By leveraging the co-design approach (i.e.,
system-aware algorithm design, algorithm-aware system design, and co-exploration) we can
push the frontier of Pareto-curve between task performance and DNN runtime latency.

System-aware DNN Algorithm Design. When designing DNN models, ML researchers

typically apply general hardware cost metrics to measure the model computation overhead, such

as parameter size and FLOPs5. In reality, those metrics are not good indicators of hardware

efficiency due to oversimplification. For this reason, we propose to design the DNN models

(Chapters 3 and 4) that consider the computation cost of system design during deployment.

As discussed in Sec. 1.1, the training phase of DNNs is also computationally intensive. It

poses a large computation overhead during the DNN model design process. In Chapter 5, we

propose TripLe, a DNN training method that can accelerate the design process of system-aware

DNNs. This method also considers the system design for training by introducing no extra

computation overhead while significantly reducing the training time of DNNs.

Co-exploring DNNs and system designs. Our eventual goal is to design DNNs together with

the system. Previous work [183] has leveraged reinforcement learning [134] (RL) to sample

5FLOPs in this dissertation refers to the total number of adds and multiplies for computing a DNN.
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models and hardware design parameters together. However, the DNN design space and the

system design space are small in these works due to the limitation of the sample efficiency of RL

algorithms. We left the investigation of co-exploring DNN and DNN computation systems as

future works to further push the Pareto curve.
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1.3 Thesis Contributions

This section provides an overview of this dissertation. The dissertation includes four

works that increase hardware efficiency for either DNN inference or training under different

computation environments. For each work, we consider both efficient ML algorithms and the

features of the deploying systems to push the Pareto-frontier between hardware latency and task

performance. The summary of each work in terms of system and ML perspectives is given in

Table 1.1.

Chapter 2: An Algorithm-aware Equality Saturation Framework for DNN Inference

Exploiting Weight Repetition. Prior works employed weight repetition in quantized neural

networks to save the computation of convolutions by memorizing or arithmetic factorization.

However, such methods fail to fully exploit the exponential search space by factorizing and

reusing computation. We propose Q-gym, a DNN framework consisting of two components.

First, we propose a compiler, which leverages equality saturation to generate computation

expressions for convolutional layers with a significant reduction in the number of operations.

Second, we integrate the computation expressions with various parallelization methods and

homomorphic encryption DNN evaluation flow to accelerate a set of downstream tasks. Extensive

experiments show that Q-gym achieves 19.1% / 68.9% more operation reductions compared

to SumMerge and original DNNs. Also, computation expressions from Q-gym contribute to

2.56× / 1.78× inference speedup on CPU / GPU compared to OneDNN and PyTorch GPU on

average. Furthermore, Q-gym reduces the Homomorphic operations by 2.47× / 1.30× relative

to CryptoNet and FastCryptoNet with only 0.06% accuracy loss due to quantization.

Chapter 3: A Hardware-friendly Transfer Learning Framework Exploiting Computation

and Parameter Sharing. Task-specific fine-tuning on pre-trained transformers has achieved

performance breakthroughs in multiple NLP tasks. Yet, as both computation and parameter size

grows linearly with the number of sub-tasks, it is increasingly difficult to adopt such methods

to the real world due to unrealistic memory and computation overhead on computing devices.

8



Previous works on fine-tuning focus on reducing the growing parameter size to save storage

cost by parameter sharing. However, compared to storage, the constraint of computation is a

more critical issue with fine-tuning models in modern computing environments. We propose

LeTS, a framework that leverages both computation and parameter sharing across multiple

tasks. Compared to traditional fine-tuning, LeTS proposes a novel neural architecture that

contains a fixed pre-trained transformer model, plus learnable additive components for sub-

tasks. The learnable components reuse the intermediate activations in the fixed pre-trained

model, decoupling computation dependency. Differentiable neural architecture search is used to

determine a task-specific computation sharing scheme, and a novel early stage pruning is applied

to additive components for sparsity to achieve parameter sharing. Extensive experiments show

that with 1.4% of extra parameters per task, LeTS reduces the computation by 49.5% on GLUE

benchmarks with only 0.2% accuracy loss compared to full fine-tuning.

Chapter 4: Designing DNNs with Model Parallelism for Multi-device System. Neural archi-

tecture search (NAS) finds favorable network topologies for better task performance. Existing

hardware-aware NAS techniques only target to reduce inference latency on single CPU/GPU

systems and the searched model can hardly be parallelized. To address this issue, we propose

ColocNAS, the first synchronization-aware, end-to-end NAS framework that automates the

design of parallelizable neural networks for multi-device systems while maintaining a high task

accuracy. ColocNAS defines a new search space with elaborated connectivity to reduce device

communication and synchronization. ColocNAS consists of three phases: (i) Offline latency

profiling that constructs a lookup table of inference latency of various networks for online runtime

approximation. (ii) Differentiable latency-aware NAS that simultaneously minimizes inference

latency and task error. (iii) Reinforcement learning (RL)-based device placement fine-tuning to

further reduce the latency of the deployed model. Extensive evaluation corroborates ColocNAS’s

effectiveness to reduce inference latency while preserving task accuracy.

Chapter 5: Accelerating DNN Training and Searching by Reusing Pretrained Model and

Progressive Learning. One promising way to accelerate transformer training is to reuse small

9



pretrained models to initialize the transformer, as their existing representation power facilitates

faster model convergence. Previous works designed expansion operators to scale up pretrained

models to the target model before training. Yet, model functionality is difficult to preserve when

scaling a transformer in all dimensions at once. Moreover, maintaining the pretrained optimizer

states for weights is critical for model scaling, whereas the new weights added during expansion

lack these states in pretrained models. To address these issues, we propose TripLe, which partially

scales a model before training, while growing the rest of the new parameters during training by

copying both the warmed-up weights with the optimizer states from existing weights. As such,

the new parameters introduced during training will obtain their training states. Furthermore,

through serializing the model scaling, the functionality of each expansion can be preserved.

We evaluate TripLe in both single-trial model scaling and multi-trial neural architecture search

(NAS). Due to the fast training convergence of TripLe, the proxy accuracy from TripLe better

reveals the model quality compared to from-scratch training in multi-trial NAS. Experiments

show that TripLe outperforms from-scratch training and knowledge distillation (KD) in both

training time and task performance. TripLe can also be combined with KD to achieve an even

higher task accuracy. For NAS, the model obtained from TripLe outperforms DeiT-B in task

accuracy with 69% reduction in parameter size and FLOPs.

10



Chapter 2

An Algorithm-aware Equality Saturation
Framework for DNN Inference Exploiting
Weight Repetition

2.1 Introduction

Deep Neural Networks (DNNs) are becoming the de-facto solutions for various computer

vision tasks [36, 92]. However, due to the large computation and storage cost of convolutional

layers, DNNs are difficult to integrate with many computation environments, such as mobile

devices. To mitigate the computation and storage constraints for efficient DNN deployment,

mainstream approaches include Quantizing DNNs [180, 177, 184] and leveraging DNN spar-

sity [102, 104, 65].

One key characteristic of quantized DNNs (QNNs) is weight repetition, i.e., weights

in different layers are repetitions of a small number of Q unique ones (e.g., {−0.18,0,0.18}

and Q = 3). Leveraging such a regularity, a state-of-the-art approach SumMerge [117] reduces

computation by two measures: i) Factorization – for example, factorizing a dot-product ax+by+

az+aw to be a(x+z+w)+by and ii) Computation reuse – for instance, when computing two dot

products r0 = ax+ay+az+aw and r1 = bx+ay+bz+bw, SumMerge first calculates a partial

sum e0 = x+ z+w and reuses it in the downstream computations (r0 = ae0 +ay, r1 = be0 +ay).

While SumMerge indeed reduces the computation, it may not fully exploit weight

11



Figure 2.1. Comparison between Q-gym and a state-of-the-art approach SumMerge [117] with
an example.(a) SumMerge first factorizes each individual dot-product and then performs greedy
searches for the partial sum that can be reused by different activation groups. Partial products
(b · y, c · z) are not reused. (b) Q-gym leverages both partial sums and partial products (e.g., e10
as a partial sum and product, is reused in the follow-up computation of F0 and F2).

repetition. As shown in Figure 2.1, while SumMerge leverages partial sums, it cannot reuse

partial products (e.g., by, cz), leading to sub-optimal reduction. The underlying reason is

straightforward: finding the best strategy to reduce the cost of an arithmetic expression is a

combinatorial optimization problem, and the simple greedy heuristics leveraged by SumMerge

may be insufficient.

Another technique for reducing the cost of convolutions is Winograd [87] which uses

fast FFT to reduce computation operations in convolutional layers. Although this can have a

significant effect on the number of operations, it does not take advantage of weight reuse and so

does not achieve optimal reduction.

We propose Q-gym, a framework to accelerate DNN inference by fully exploiting weight

repetition. Q-gym comes with two components: a compiler that finds smart ways to reduce
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addition and multiplication counts in DNN evaluation, and a set of downstream tasks that leverage

the compiled output to reduce its wall-clock time.

Q-gym’s Compiler. To reuse both partial sum and product results, our compiler ag-

gressively explores the search space by leveraging a data structure called e-graph [108, 37] that

represents a large number of equivalent expressions in a compact manner (Figure 2.2). Thanks to

its compact representation, the search space is easier to navigate. To identify the optimal solution

in the search space, our compiler performs three steps. (i) Following equality saturation [167],

we expand the e-graph by repeatedly applying a set of rewrite rules (Table 2.2). (ii) Then, we

extract the optimal computation expressions using integer linear programming (ILP) [133]. (iii)

With large convolutional layers, e-graph expansion hardly saturates. In order to fully explore the

search space with such layers, we employ a pulsed searching [106] algorithm, which iteratively

applies the first two steps until convergence of the computation cost. In the simple example

illustrated in Figure 2.1, our compiler identifies its optimal solution. For large convolution layers,

Q-gym can still find more optimized solutions compared to the greedy-based method.

We also discover that the input activations overlap during the ‘sliding’ computation

of weight kernels. That means computations can be reused between the sliding convolutions.

With the proposed powerful searching algorithm, our compiler identifies a better solution by

leveraging an extended search space compared with SumMerge [117] and Winograd [87].

Q-gym’s Downstream Tasks. With the reduced DNN operations generated by our

compiler, we can accelerate multiple downstream tasks, such as DNN evaluation on CPU/GPU

and DNN evaluation under Homomorphic Encryption (HE) [48].

We propose an acceleration scheme to exploit the parallelism and locality in CPU/GPU

to coupe with Q-gym’s efficient expressions. In particular, by replacing the inner-dot product

of a convolution layer with our expressions, we can exploit the reduction in operations to yield

speedup. With different configurations in parallelization, our acceleration scheme can fully

utilize the computation resource available. Our acceleration scheme can also effectively integrate

with other parallelization schemes, such as loop tiling, vectorization, and multithreading.
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We also propose to use Q-gym’s efficient expressions for DNN evaluation under HE to

preserve data privacy. It is compatible with mainstream HE libraries while significantly reducing

the evaluation overhead.

Experiments. Extensive experiments show that our framework effectively accelerates

various DNN applications. For QNN where the number of unique weight (Q) Q≤ 12, Q-gym

reduces the number of FLOPs (#FLOPs) by 68.9% / 19.1% compared to naı̈ve QNN / SumMerge

on average. On CPU (Q≤ 3), Q-gym achieves a speedup of 1.83× / 2.56× compared to Sum-

Merge / OneDNN [2]. On GPU (Q≤ 3), Q-gym achieves a speedup of between 1.64× / 1.78×

relative to SumMerge / PyTorch GPU [112]. For DNN evaluation under HE, Q-gym shows

59.5% / 22.9% HE operation reduction compared to CryptoNet [48] and Faster CryptoNet [27]

with only -0.06% accuracy reduction due to quantization.

Summary. We summarize our contributions as follows:

• We propose Q-gym, a framework for quantized neural networks that can yield efficient

computation dataflow for various downstream applications.

• Q-gym leverages an iterative searching algorithm, e-graph representation, ILP formulation,

and elaborated search space to accelerate QNN inference.

• We implement back-end frameworks of Q-gym for multiple sub-domains for QNNs

deployment tasks, such as CPU / GPU inference and HE applications. We combine Q-gym

with other acceleration schemes and HE protocols.

• We corroborate Q-gym’s general applicability and superior performance across various

quantized DNN models.

Q-gym is the first framework to fully exploit weight repetition to accelerate privacy-

preserving DNN inference. Also, this is the first work that applies the idea of equality saturation

to simplify the arithmetic of DNN computation.
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2.2 Notations and Background

Notations of CNN. While Q-gym is broadly applicable to any DNNs that can be represented by

dot-products, we focus on deep convolutional neural networks [57, 88] (referred to as DNNs in

the rest of this section) as examples in this section to make our proposal more concrete.

DNNs are commonly used for image classification [84, 57], object detection [128, 127],

and image segmentation [129]. A convolutional layer implements a set of weight kernels to detect

features in the input image. A weight kernel is defined by a set of weights, W , and a bias term, B.

Each convolutional layer applies K kernels of dimension R×S×C on the input with dimension

H×W ×C, resulting in output feature maps with dimension (H−R+1)× (W −S+1)×K. C

denotes the number of input channels. H and W denote input height and weight. R×S denotes

kernel shape. Formally, suppose the input activation is IA and weight is L, then the output

activation O of this convolution operation is the dot product between input IA and parameters L,

added by the bias B, and followed by a non-linear activation function g(·). For a layer with a

unit stride, this can be represented as:

O(x,y,k) = g(B+
C−1

∑
c=0

R−1

∑
r=0

S−1

∑
s=0

L(r,s,c,k) · IA(x+ r,y+ s,c)) (2.1)

For a quantized DNN (QNN), we denote the number of unique weights as Q. For a sparse

DNN, we denote the sparsity ratio – the ratio between the number of non-zero weights and the

number of parameters – as Sp.

Background on Homomorphic Encryptions. A broad range of applications, such as med-

ical [77, 119], and fraud detection [5, 114], require privacy and confidentiality in client data.

Homomorphic Encryption (HE) [47] is an ideal solution for such applications. When using HE

for DNN inference, the Model vendors provide DNN model M and evaluation function f that

computes 2 which satisfies E(xi)2M = E( f (xi,M),kpub). After the cloud completes the model

inference, the client can decrypt (D) the result using the private key kpri through Eq.(2.2). In this
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Table 2.1. Comparison between methods that reduce QNN computation costs by leveraging
weight repetitions. *The temporal reuse scheme is described in Section 2.4.5.

Methods
Algorithms

AGR SumMerge Q-Gym
Evaluated Hardware CPU CPU CPU+GPU+HE

HE Application × × !

Temporal Reuse* × × !

Bypass partial product × × !
Average FLOPs Reduction <49.8% 49.8% 68.9%
Max CPU/GPU Speedup - 3.1× / 1.6× 5.9× / 3.1×

way, both parties can keep their data private during the DNN evaluation.

f (xi,M) = D(E( f (xi,M),kpub),kpri)). (2.2)

The key bottleneck of applying HE on DNN is that homomorphic multiplications and

additions are extremely computationally expensive [76, 27]. An evaluation of CryptoNet [48]

requires 250 seconds on the MINST dataset. The inference time of DNN under HE is proportional

to the number of HE operations [27] (Detailed in Sec. 2.5.2).

In this section, we identify that exploiting weight repetition can greatly reduce the

computation overhead for popular HE protocols. The efficient evaluation function f from Q-gym

reduces the number of HE operations by up to 2.47× / 1.30× compared to the state-of-the-art

methods (FastCryptoNet/CryptoNet).

2.3 Motivation of Q-gym

In this section, we discuss the motivations for proposing Q-gym.

Weight Quantization is Not Fully Explored. Weight quantization is a widely used method

to reduce the storage and computation overhead for deploying DNNs (See Section 2.7). Most

existing works for QNN acceleration, such as BitFusion [137] and FLIM [144], leverage the

shorter bit width of weights to accelerate each multiplication and addition. However, we identify

that weight repetition features in QNNs are not fully explored for computation reduction in
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existing works. Specifically, we can bypass computations by factorizing the computation or

reusing partial results. (Figure 2.1).

Previous Works Employing Weight Repetition is Sub-optimal. Activation group reuse

(AGR) [58] is the first method that exploits weight repetition for efficient inference. The dot-

product between input and each weight kernel will be factorized into expressions with reduced

multiplications (Figure 2.1(a)). The operands of factorized expressions formed activation groups

and common sub-expressions between groups can be shared to reduce computation. Starting

from the first activation group, AGR greedily extracts the maximum overlapping term between

the first and the rest of the terms in the activation groups. Then, it recursively searches the second

term and so on.

SumMerge [117] also adopts factorization and activation grouping schemes. Differ-

ent from AGR, SumMerge (1) iterates all activation groups pairs and generates shared ‘sub-

computation’ terms between activation groups in the activation grouping phase and (2) employs

a ”maxscore” – defined as the number of times each ‘sub-computation’ term appears across

activation groups – to determine the sub-computation terms to be reused across. SumMerge

iterates between (1) and (2) until no shared sub-computation terms are left.

However, SumMerge is inefficient in the following aspects. i) SumMerge is still a greedy

heuristic. Extracting the sub-computation term with the best ‘maxscore’ in each iteration may

not be the optimal solution. ii) Factorization can guarantee an upper bound on multiplications

(Q ·K) for the convolution layer L. However, the search space of SumMerge is limited, as it only

searches for common sub-expressions between activation groups. In other words, SumMerge

does not fully exploit the search space of potential computation reuse. For example, it does not

reuse the computed result to bypass partial products (e.g., by, cz in Figure 2.1). Also, with the

increase of Q, the performance of SumMerge drops drastically (Section 2.6.1) as the size of each

activation group reduces. iii) With the increasing size of weight kernels, the computation of

“maxscore” is extremely expensive and incurs a large compilation time. In Figure 2.1, SumMerge

and AGR yield the same results. In Table 2.1, we summarize the comparisons between Q-gym
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and AGR/SumMerge.

Applying Weight Repetition in Acceleration is Non-trivial. As shown in Eq.(2.1), the

computation of a convolution layer involves 6 loops (H,W,R,S,C,K), and how to parallelize

the computation has been a long-time problem [123, ?, 137]. The most common techniques

involve 1) using loop tiling [137] to get better data locality. 2) Multi-threading and 3) SIMD

vectorization.

These techniques cannot be directly used in our scenario as Q-gym changes the compu-

tation dataflow between the input and weight kernels. In this section, we carefully design our

parallelization scheme so that we can combine the efficient arithmetic compiled from Q-gym

with the common acceleration methods on general-purpose hardware (Detailed in Sec. 2.5.1).

Figure 2.2. An example of (a) e-graph initialization and (b) e-graph after expansion using
rules in Table 2.2. With different e-class / e-node selected, we can extract different equivalent
computation expressions from an expanded e-graph.
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2.4 Q-gym: Compiler Design

2.4.1 Overview

As discussed in Section 2.3, the previous method of SumMerge [117] with a greedy

heuristic cannot fully explore the search space and fails to maximize computation reuse. We

propose Q-gym that leverages equality saturation (Section 2.4.2) to resolve the limitations of

SumMerge. Q-gym’s compiler incorporates a two-phase design: exploration and extraction.

During the exploration stage (Section 2.4.3), Q-gym applies a set of rewrite rules on the compu-

tation expressions represented in an efficient data structure that can compactly represent a large

number of equivalent expressions. For the extraction stage (Section 2.4.4), Q-gym formulates the

selection of expressions as an ILP problem and finds more low-cost solutions compared to the

greedy method. To handle an even larger search space, Q-gym also uses a pulsed searching algo-

rithm [106] that iterates the exploration and extraction until convergence (Section 2.4.5). We also

observe that inputs are overlapped during the sliding window computation of output. As such,

we propose a temporal reuse search space that can further reduce the operations (Section 2.4.5).

2.4.2 Equality Saturation

Equality saturation [142, 162] is a method to resolve the exponential time and space

requirement of traditional graph rewriting. Leveraging the efficient data structure e-graph

underlying the equality saturation, the rewriting can be applied to the e-graph simultaneously

without interfering with each other. Also, the e-graph is a compact representation of equivalent

representations, which resolves the memory space limitation in traditional rewriting. In this

section, we propose to use the idea of equality saturation to reduce QNN operations. Many other

applications leveraging equality saturation are discussed in Section 2.7.

In this subsection, we introduce the e-graph and the rewriting rules applied in Q-gym.

E-graphs. An e-graph is a data structure that compactly represents equivalent expressions. An

e-graph contains a set of e-classes and a set of e-nodes. Each e-class represents a set of equivalent
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Table 2.2. Rewrite Rules used in Q-gym for DNN arithmetic simplification. ei denotes an
e-class.

Description Source Target
Mult Commutative ei× e j e j× ei
Add Commutative ei + e j e j + ei
Add Associative I (ei + e j)+ ek ei +(e j + ek)
Add Associative II ei +(e j + ek) (ei + e j)+ ek
Mult Distributive (ei + e j)× ek ei× ek + e j× ek

Mult Factorise ei× ek + e j× ek (ei + e j)× ek

terms that can be computed from any of its e-node children. Each root e-class represents the final

computed term from the input and a weight kernel.

Figure 2.2(a) shows an e-graph that represents the computation of an input ([a,b]) and

two simple weight kernels ([x,x] and [x,y]). The expressions that compute these computations are

given at the bottom of the graph, defining e8 and e6 respectively. After applying rule rewriting

(Table 2.2) to saturation (defined in Section 2.4.3), the e-graph will be expanded to Figure 2.2(b).

In Q-gym, an e-node is one operator (i.e., ‘*’ and ‘+’) associated with two operands. The

input value of each e-node’s operand is a child e-class. Formally,

(i) An e-graph represents a term if any of its e-classes do.

(ii) An e-class represents a term if any of its equivalent child e-nodes do. All terms

represented by an e-class are equivalent.

(iii) An e-node f (c0,c1) represents a term f (e0,e1) if each e-class ei represents ci.

In Figure 2.2(b), ‘e13’ is an e-class that represents both b+a and a+b. In Figure 2.2(a),

the e-node marked in red represents the term x∗a as e-classes e0 and e1 represent x and a.

Rewrite Rules. In equality saturation, we expand the egraph using a set of rewrite rules given

in Table 2.2. The set of rewrite rules states the equivalence between each pair of computation

arithmetic expressions. During e-graph exploration, rewrite rules will be applied to the e-graph.

Specifically, we search for a pattern (source pattern) in the input e-graph that is equivalent

to another subgraph pattern (target pattern). Q-gym begins rewriting the e-graph after all the

applicable rules are searched.
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Note that some of the rewrite rules do not create any new e-class to the e-graph (e.g. the

commutative rules). However, they may allow other rules to be applied in the computation (e.g.

factorization). Also, these rules increase the connections between e-nodes and e-classes, which

enables the extraction phase to find better expressions for computation reuse.

2.4.3 Exploration Phase

As discussed in Section 2.4.1, in the first stage of equality saturation, we expand the

e-graph using a set of rewrite rules. For example, the exploration phase expands the e-graph

from Figure 2.2(a) to Figure 2.2(b).

An e-graph is initialized from the input expressions (Figure 2.2(a)). Then, we search the

source pattern of each rewrite rule in the e-graph. If a match is found, it returns the e-class and

corresponding substitution (target pattern) to the ‘match list’ U .

Once all the (e-class, substitution) pairs are found, we begin to modify the e-graph in the

‘match list’ simultaneously. Each pair of modifications (i.e., e-class and substitution pair) may

create a new e-class/e-node in the graph unless the e-class/e-node already exists.

An e-graph is called saturated if no more e-class/e-node can be created. The exploration

phase will stop when one of the following three conditions is met: 1) The e-graph is saturated. 2)

The maximum exploration iterations limit max explore iter is reached. 3) The maximum e-node

limit maxenode is reached. Note that the e-graph for Q-gym is finite though possibly very large.

Long-running explorations are prevented by max explore iter and maxenode. The pseudo-code

of the exploration phase is shown in Algorithm 1.

2.4.4 Extraction Phase

After the exploration phase, the selection of different e-nodes or e-classes from the root

node may yield different computation expressions (e.g., Extraction #1 and #2 in Figure 2.2(b)).

The extracted expressions are equivalent to the input term which is guaranteed by the feature

of e-graph. The goal of the extraction phase is to select the best-represented term for each root
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Algorithm 1. Equality Saturation.
Input: Starting e-graph G; A set of rewrite rules R; Max e-node limit maxenode; Max

exploration iterations max explore iter
Output: Explored e-graph G; Nodes selected Lnode; Objective value cost.

1: i← 0
2: while i < max explore iter do
3: G′← G, i← i+1, U ← /0 // match list
4: U ←U

⋃
Rule Searching(G,r j) for r j in R

5: G← Applying Rules(G,u j) for u j in U
6: if G == G′ or num node(G′)≥ nmax then
7: break; // Saturate or max node limitation reached
8: end if
9: end while

10: G,Lnode,cost← Extraction(G)
11: return G,Lnode,cost

e-class according to a cost model.

Many extraction methods for equality saturation have been proposed, such as greedy

algorithms [111] or ILP solutions [149, 160]. One of the key differences between simplifying

DNN arithmetic and previous works of equality saturation (Section 2.7) is that multiple root

nodes co-exist during the extraction phase. That is because each weight kernel (k,k ∈ {0, ...,K})

in layer L yields different output activation results (O(x,y,k)).

In this section, we discuss two strategies to extract low-cost expressions from an expanded

e-graph.

Notations. Let i be an e-class where i = 0, ...,N−1. Let m be an e-node where m = 0, ..,M−1.

Let m.op denote the operator of the e-node and m.r0 / m.r1 denote the operands of the e-node.

Let root be the set of root e-classes.

Let ei and nm denote a binary integer which indicates if the corresponding e-node i or

e-class m is selected or not.

Let m.r0 denote the child e-class of operand r0 in e-node m, and let child(i) denote the

set of child e-nodes of e-class i, i.e., {m|m ∈ child(i)}.
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Cost Model. In this section, we define our cost model for an e-node m as Eq.(3.2).

cost(m) =


Cadd, if m.op =+

Cmult , if m.op =×

0, otherwise

(2.3)

Here, Cmult and Cadd are constant values. m.op indicates the operator associates with the

e-node m. On an Intel i7-8700K CPU, the latency ratio between floating-point (FP) multipli-

cation and FP addition is 3:5. And their reciprocal throughput ratio is 1:2 [42]. Assuming the

computation units are fully-pipelined, we choose Cmult = 2 and Cadd = 1 to make the generated

arithmetic expressions more suitable for the deployed hardware. We report complexity for

DNN computation as FLOPs, i.e. the sum of additions and multiplications, which are the most

commonly used metrics to evaluate the computation complexity of DNN models.

Note that a more complicated and accurate cost model (e.g., dynamic cost) may better

characterize the deployed hardware and it is left for future work.

Greedy Extraction Algorithm. We first experiment with a greedy extraction strategy. Q-gym

computes the subgraph cost of each e-node using the cost model given in Eq.(3.2). For each

e-class, Q-gym selects the e-node with the smallest subgraph cost. Then, the computation

expression for each root e-class is determined.

Note that greedy extraction is not guaranteed to extract the graph with the minimum cost.

That is because the e-nodes are selected locally in each eclass to minimize the subgraph cost and

it fails to consider the potential computation sharing between e-nodes whose subgraphs may be

overlapped.

ILP Extraction Algorithms. Alternatively, we can also formulate the selection of e-classes/e-

nodes as an integer linear programming problem. The objective of ILP is to optimize the cost of
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arithmetic operations:

Minimize : f (x) =
M−1

∑
m=0

cost(m) ·nm (2.4)

The constraints of the ILP are listed below:

(1) All the root e-classes (root) should be included as they represent the final computation

results:

ei = 1,∀i ∈ {i|i ∈ root} (2.5)

(2) Also, we need constraints to say that if an e-class i is included, then at least one of

its child e-nodes is included. Otherwise, the term represented by the selected e-class cannot be

reached.

ei ≤ ∑
m∈child(i)

nm (2.6)

(3) For each e-node m selected, the child e-class of each operand must be included. This

guarantees that the input to the e-node is not empty.

nm ≤ em.r0, nm ≤ em.r1 (2.7)

To recap, the ILP optimization problem can be defined as minimizing Eq.(3.3) which is

subject to constraints Eq.(3.4 - 2.7).

2.4.5 Pulsed e-graph Searching

When the size of a weight kernel is large, the e-graph can hardly reach saturation

during the exploration phase due to hardware memory limitations. To resolve this issue, we

propose an efficient searching algorithm by iteratively conducting exploration and extraction.

Specifically, Q-gym expands the e-graph until the number of e-nodes or exploration steps reaches

its predefined limits (i.e., maxenode, max explore iter) and extracts the lowest-cost computation

expressions using the ILP or greedy methods. Next, Q-gym will explore a new e-graph starting
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from the last generated computation expressions as shown in Algorithm 4. Our results show the

pulsed searching algorithm can significantly reduce the computation cost throughout iterations

(Section 2.6.1).

Algorithm 2. Pulsed e-graph Searching
Input: Input expressions expri; Set of rewrite rules R; Max node count maxenode; Max

searching epochs E pochs
Output: Output expressions expro; Final e-graph G′; Selected node list L′node

1: cost ′← ∞

2: G← Initialize Egraph(expri) // Initialize e-graph G
3: for i in 0, ...,E pochs do
4: G,Lnode,cost← Equality Saturation(G,R,maxenode)
5: G← Rebuild egraph(G,Lnode) // Remove all unselected nodes
6: if cost ≤ cost ′ do G′,cost ′,L′node← G,cost,Lnode,
7: end for
8: expro← rebuild expressions(G′,L′node) // rebuild output expressions from e-graph
9: return expro,G′,L′node

Temporal search space. Q-gym also observes that when R = S≥ 2, given a convolutional layer,

the input activation overlaps in temporal dimensions when computing O(x,y,k) and O(x,y+1,k).

That means computation reuse can also be applied between the computation of different O. As

shown in Figure 2.3, if Q-gym searches two continuous convolution operations together, Q-gym

can potentially find better computation expressions with lower cost in QNNs. We define the

number of convolution operations searched together as timesteps t pr.
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Figure 2.3. An illustration of temporal reuse search space. t pr denotes computations that
are explored together. The gray area is the overlapping area of inputs across timesteps. The
red / green / orange squares denote the same convolutional layer in different time steps.
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2.5 Q-gym’s Downstream Tasks

To exploit the efficient computation expressions generated by our compiler, we test

Q-gym’s performance on various downstream DNN applications.

2.5.1 Accelerating CNN on CPU and GPU Systems

The generated efficient expressions from Q-gym can be used to accelerate CNN inference

on CPU/GPU. In this subsection, we detail how to use the generated expressions to yield speedup

in DNN inference on CPU/GPU.

Mapping Expressions to Code. As shown in Eq.(2.1), the convolution operation iterates

over 6 dimensions (H,W,R,S,C,K). In Q-gym, we unroll the inner for-loop over (R,S,C,K)

dimensions. Specifically, the computation over (R,S,C,K) for weight layer L yields K output

results (i.e., O(x,y,k),k ∈ {0, ...,K}). We replace the unrolled computations with Q-gym’s

efficient expressions through a common function call. The weight value is hardcoded in the

function; so we don’t need to load weights during the inference. The output K results from naı̈ve

loops over (R,S,C,K) and Q-gym’s function call are identical. Note that the convolutions across

input dimensions H,W are still repeated in each iteration, so the computation of different output

pixels shares the same efficient expressions. No code generation compiler is used.

Combination of Q-gym with Parallelism Methods. By treating the computations along

(R,S,C,K) as an atomic function, we can easily adapt the efficient computation expressions with

(i) loop tiling, (ii) multithreading, and (iii) vectorization, respectively. In Figure 2.4, we illustrate

how to combine the computation of our generated expressions with (i)(ii)(iii).

(i) For loop-tiling, we first split the input activations into tiles with a size of ht×wt×C to

utilize data locality. We exhaustively scan all the possibilities of ht and select the one that achieves

the lowest latency. (ii) For multithreading, we split the wt into Nthr threads to parallelize the

computation over wt . For GPU that allows 1024 threads, we further split the weight kernels along

K dimensions into Kthr groups (Figure 2.4(b)). Dividing weight kernels along K dimensions can
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also reduce the instructions loaded to each core as there is no data dependency across weight

kernels. (iii) Vectorization is applied on ht dimensions to reduce the number of loops along ht

as shown in Figure 2.4. Each addition and multiplication in Q-gym’s expressions are compiled

into SIMD instructions that operate on different inputs and the same weights. We automate the

vectorization by using the ‘#pragma omp’ from openMP.

To evaluate Q-gym on CPU, we run two threads per physical core (e.g., 12 threads in

total on an Intel i7-8700K processor) to ensure that each core has sufficient instruction-level

parallelism (ILP) to fully exploit the available memory bandwidth (Nthr = 12 and Kthr = 1). The

size of SIMD slots for CPU can be 4/8 (i.e., AVX-2/-512) for FP32. To evaluate Q-gym on

GPU, we employ a larger Kthr×Nthr to exploit the maximum number of threads allowed on a

GPU (1024 threads for NVIDIA 2080 GPU, detailed in Section 2.6.2). We implement the CNN

acceleration software for Q-gym’s efficient expressions using C and CUDA, by employing the

parallelization methods shown in Figure 2.4. The code is compiled with gcc -O3 on CPU and

nvcc on GPU. The corresponding evaluation results on GPU and CPU are described in detail in

Section 2.6.2.

2.5.2 Accelerating HE for DNNs

We identify that the low-cost computation arithmetic from Q-gym’s compiler significantly

reduces the evaluation time of DNN under homomorphic encryption (HE) as discussed in

Section 2.2. The generated computation dataflow can be easily combined with different HE

libraries (i.e., HELib [3], SEAL [135]) by simply replacing the evaluation function f with

the expressions compiled from Q-gym without any modifications to the encryption protocol.

Note that Q-gym does not increase the depth of multiplication in HE; so it will not affect the

correctness of the output result. We evaluate Q-gym’s efficient expressions using two popular

HE protocols (BGV [15] / BFV [41]). We also verify the correctness of the Q-gym’s expressions

using HELib/SEAL. HELib/SEAL with BGV/BFV schemes are also used to implement the

CryptoNet/FastCryptoNet, respectively.
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Figure 2.4. The parallelization mechanism in Q-gym with loop tiling, multithreading, and
vectorization. (a) We split the input into small tiles for better data locality. q is an iterator over
input tiles. (b) We apply SIMD vectorization along ht of each tile to reduce the number of loops.
We also split the tile along wt dimension into Nthr groups and (c) K kernels into Kthr groups.
Each group with is handled by different threads. Nthr×Kthr is the total number of threads. p, t
are iterator over wt and ht . For simplicity, we set r = s = 1 in this figure.
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Note that the runtime of DNN inference under HE is linear to the number of HE operations.

Specifically, there are four types of HE operations in DNN inference: (i) plaintext (PT)-ciphertext

(CT) addition, (ii) ciphertext-ciphertext addition, (iii) plaintext-ciphertext multiplication, and

(iv) ciphertext-ciphertext multiplication. Because the wall-clock time for executing different

types of HE operations is library-dependent and is highly relevant to the other settings (e.g.,

key size, machine settings), in this section, we use the number of HE operations (HOPs) for

comparison. This metric is commonly used for other privacy-preserving DNN methods, such as

FastCryptoNet [27].

Figure 2.5. Comparison of reduced operations (−ops) between (a) Q-gym (b) Q-gymgd (c)
SumMerge over different quantization schemes (Q) and layer sizes (R ·S ·C ·K).

2.6 Evaluation

In this section, we evaluate the performance of our compiler design in reducing QNN

computations (Section 2.6.1) and the performance of Q-gym in accelerating various DNN

applications (Section 2.6.2).

2.6.1 Algorithm Analysis

Experimental Setup. We implement the algorithm of Q-gym in Rust from egg [162], an

open-source equality saturation library. During the e-graph extraction phase, we use Gurobi [1]

as the ILP solver. We also reimplemented SumMerge in Python with loop parallelism as the

baseline. The compilation time is tested on Intel Core i7-8700K CPU with 6 physical cores. This
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Table 2.3. CPU/GPU configurations.

CPU Intel i7-8700K, 6 physical
Cores, 3.7 GHz, 1 socket

GPU NVIDIA 2080, 8GB main
memory, 1024 maximum
threads

L1 Cache 32KiB 8-way I$, 32KiB 8-
way D$, private

L2 Cache 256KiB, 16-way, private
L3 Cache 12MiB, 11-way, shared
TLB L1D 4-way 64 entries, L1I

8-way 128 entries STLB 12-
way 1536 entries

DRAM DDR4, 32GB, 2666MHz,
2 sockets, 6 channels per
socket

Kernel Linux 5.4.0
Software GCC 7.1, PyTorch

1.4.0+cuDNN, CUDA
11.2, Rust 1.56.1

machine has 32/32 KiB of L1 instruction/data cache, 256 KiB of L2 cache per core, and 12 MiB

of shared L3 cache (Detailed in Table 2.3).

To measure the performance of Q-gym in reducing computations, we use the ratio

between the number of reduced FLOPs and the total number of FLOPs (−ops) as the evaluation

metric. For comparison purposes, we conduct experiments with Q-gym that use the greedy

method during extraction (denoted as Q-gymgd). Also, Q-gym without the pulsed searching

algorithm is denoted as Q-gym−p (i.e., maxepoch = 1).

Without specification, we set maxenode = 107, epochs maxepoch to 10, max explore iter =

8, and set the temporal reuse steps (t pr) to 0 for Q-gym. For ILP extraction time limitation, we set

it to
√

R ·S ·C ·K seconds which is relative to the number of weight kernels in the convolutional

layer.

Comparison of Reduced Operations. Figure 2.5 compares the reduction of FLOPs between

Q-gym, Q-gymgd , and SumMerge. We evaluate the algorithms on QNNs where the weights are
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generated synthetically using a uniform distribution. We assume none of the weights are 0 in the

synthesized layers.

The result shows that Q-gym achieves significant computation reductions compared to

SumMerge on quantized DNN with different Q. On average, Q-gym shows 19.1% / 15.5% more

computation reduction than SumMerge in Figure 2.5. Q-gym also achieves a more substantial

operation reduction compared to Q-gymgd . As discussed in Section 2.4.4, using an ILP solver

can find a better solution with a lower computation cost compared to a greedy heuristic.

Q-gymgd can also outperform SumMerge. On average, Q-gymgd shows 3.6% more

computation reduction across all the kernels tested in Figure 2.5 (2.3% / 8.3% on average for

Q = 2 / Q = 3). This is because e-graph exploration covers a larger search space compared to

searching the common expressions between activation groups.

Compilation Time of Q-gym’s Algorithm. We evaluate the time for Q-gym to compile a given

weight layer into efficient computation expressions. Figure 2.6 shows the compilation time

of Q-gym. With the increasing weight dimension and unique weights (Q), SumMerge takes a

much longer compilation time than Q-gym. That is because SumMerge checks the overlapping

of terms between all activation groups for computing the ‘maxscore’ (Section. 2.3). Also, the

‘maxscore’ is computed many times until no overlapping between activation groups is found.

With the increase of Q, the compilation time of Q-gym does not change a lot due to the

e-node/explore step limitation (maxenode, max explore iter) and max epochs (max epochs) for

pulsed searching. To apply Q-gym in runtime compilation techniques, the users can choose

Q-gymgd which is much faster compared to Q-gym and SumMerge.

Sensitivity to the Number of Unique Weights (Q) and Layer Size. With a growing number of

weights, the performance of Q-gym also increases (Figure 2.5). When Q = 12, the computation

reduction ratio of Q-gym increases from 38.3% to 62.9% with the growing size of weights. For

SumMerge, the performance eventually converges at ∼50%. This means the greedy heuristic

cannot fully exploit the computation reuse.

With the growing number of unique weights (Q), Q-gym always shows more compu-
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Figure 2.6. Compilation time for different weight sizes using SumMerge, Q-gym and Q-gymgd .

tation reduction compared to SumMerge. Specifically, for Q = 2 / Q = 3 / Q = 12, Q-gym

shows 21.3% / 27.6% / 11.2% more computation reduction compared to SumMerge. Note that

SumMerge’s performance decreases with the increase of Q. This is because the activation groups

in SumMerge are factorized into smaller sets when Q is large, offering fewer opportunities for

computation reuse.

Sensitivity to Temporal Reuse Steps (t pr). Figure 2.7 shows a sensitivity analysis of t pr on

different QNN layers. With larger R, more inputs are overlapped across time steps and achieve

lower computation cost when t pr ≥ 1. For weight layers where (R,S) is (3,3),(5,5),(7,7),

Q-gym where t pr = 3 shows 4.7, 6.0%, and 6.2% more computation reduction compares to

Q-gym where t pr = 0. With the increasing t pr, the overlapping area of input activations also

increases (Figure 2.3).

Comparison between Q-gym and Winograd. We also compare Q-gym with temporal reuse

against Winograd, a commonly used technique that leverages fast FFT to reduce computation

operations in convolutional layers. The downside of Winograd is that the transformation overhead

is not negligible, i.e., the storage overhead of transformation matrices and the computation of

input, weight transformations, and inversions. Also, Winograd has a theoretical boundary of

75% computation reduction (factor of 4). In this comparison, we did not take into consideration
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Figure 2.7. Sensitivity of t pr over the reduction of operations (−ops) when Q = 3. Comparison
between Q-gym with temporal reuse to Winograd (denoted as ‘wino’).
We assume the input tile size ((H,W )) for Winograd is (4,4), (12,12), (25,25) for weights (R,S)
(3,3),(5,5),(7,7), respectively. The corresponding α ′ are 2.25 / 10.51 / 19.61 in Winograd [87].

the extra computation for input, weight transformation, and inversion for Winograd. Thus, the

baseline is stronger than what happens in practice.

On average, Q-gym shows 24.2% more computation reduction compared to Winograd as

shown in Figure 2.7. Note that Q-gym can be combined with Winograd and we leave it as future

work.

Analysis of Q-gym on group convolutions. We also verify if Q-gym is still working in group

convolution layers [178, 131, 148]. Traditional convolution layers have a weight dimension

(R,S,C,K) as given in Eq.(2.1). With group convolution where the grouping factor is g, the

channel of each weight kernel would be Cg =C/g. The K kernels will be separated into g groups

and each group has Kg = K/g weight kernels, i.e., each group has a dimension of (R,S,Cg,Kg).

When g =C, the convolution layer will become a depth-wise convolution layer. During group

convolution, the input activation can be reshaped into (H,W,Cg,Lg). Each group of kernels

(R,S,Cg,Kg) handles different groups of the input activations (R,S,Cg) in the same fashion given
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Figure 2.8. Sensitivity of operation reductions (−ops) over grouping factors g. The tested kernel
size is (3,3,128,128) and we set t pr = 0.

in Eq.(2.1). As such, Q-gym can still handle group convolutions when R× S×Cg×Kg > 1.

But with the increase of g, the search space decreases, giving Q-gym less opportunity to reuse

computations. As shown in Figure 2.8, when Q = 3, the operation reduction drops from 77.1 %

of traditional convolution to 38.9 % for depth-wise convolution layers.

Note that most of the depth-wise or group convolutions are implemented together with

traditional convolutional layers [178, 131, 148]. Also, these models are typically not quantized

due to a large accuracy drop.

Effectiveness of Pulse Searching Algorithm. Figure 2.9 shows the operation reductions

over different epochs during Q-gym’s pulse searching. On average, Q-gym with pulsed e-

graph searching can reduce the computation cost by 9.9% compared to Q-gym−p. For small

kernels, e.g., (1,1,32,32), the computation reduction of pulse searching is limited due to the

relatively small search space. For large kernels, pulse searching shows substantial performance

improvement over Q-gym−p. Note that from epochs 5 to 7, the number of operations is still

reducing across different test cases. However, overall the number of reduced FLOPs becomes

negligible compared to the total FLOPs.
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Figure 2.9. Computation reductions (−ops) over the pulsed searching epochs across different
convolutional layers (R,S,C,K).

Table 2.4. Comparison between Q-gym and SumMerge/OneDNN on CPU performance. ♭TTQ
is a sparse and quantized model (one of the three values is 0. ♮ VGG-small is a derivative
architecture based on VGG [141]. ♯ ‘-Ops Gap’ denotes the gap of computation reduction ratio
(−ops) between Q-gym and SumMerge. The models can be found in the repository [173, 182].

Description Accuracy v.s. SumMerge [117] v.s. OneDNN [2] v.s. PyTorch [112]

DNN Arch Q Dataset Quantized method Full Quantized ♯ -Ops Gap (%)
CPU MT
Speedup

CPU MT
Speedup

GPU MT
Speedup

AlexNet [84] 2 ImageNet [36] BWN [124] 59.7 55.7 27.1 1.83 1.76 1.03
AlexNet 3 ImageNet ♭ TTQ [184] 59.7 55.2 16.7 1.45 1.84 1.42

ResNet-20 [57] 3 CIFAR-10 [82] ProxQuant [6] 91.9 91.3 27.0 1.21 2.31 1.86
♮VGG-small[18] 4 CIFAR-10 LQ-Nets 93.8 93.5 21.9 1.40 1.32 0.95

ResNet-18 2 CIFAR-100 [83] LS-1 [116] 77.8 75.8 27.6 1.55 1.81 1.56
ResNet-18 3 CIFAR-100 LS-T [116] 77.8 76.5 29.8 1.52 1.59 1.20
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Figure 2.10. Per-layer speedup (higher is better) comparison on CPU. The tuple (R,S,C,K)
denotes the size of different convolution layers. For OneDNN implementation, we use the official
performance profiling tool.

Figure 2.11. Per-layer speedup (higher is better) comparison on GPU.
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2.6.2 Evaluation of Q-gym’s Downstream Tasks

Experimental Setup. We evaluate the performance of Q-gym on an Intel Core i7-8700K CPU

(The same machine as Section 2.6.1) and an NVIDIA 2080 GPU (1024 max threads), respectively.

For CPU and GPU baselines, we choose to compare against the expressions generated from

SumMerge. We also compare against the state-of-the-art DNN compiler (OneDNN [2])) for

Intel CPU and Pytorch GPU (v1.4.1) [112] which has a carefully designed cuDNN/CUDA

(v11.2) back-end for performance purposes. All the weights and input activations are 32-bit

floating-point numbers. For all comparisons, we set the batch size to be 1 to accommodate the

common configurations used in real-time systems. The implementation methods of Q-gym for

CPU/GPU are described in Section 2.5.

Performance of Q-gym on CPU. Figure 2.10 shows the per-layer speedup with different Qs

on the CPU. All experiments assume an input of dimensions of H = W = 48. We enable

multithreading (MT) for both Q-gym and OneDNN. For MT implementation in Q-gym, we

set Nthr = 12 and Kthr = 1 across all layers tested to maximize CPU resource utilization. For

OneDNN settings, we scan the number of threads from 1 to 12 for each layer and select the

best-performing setting. For SumMerge, we apply the same MT implementation as Q-gym

(Section 2.5) with the computation expressions generated from SumMerge. For vectorization,

we unroll the loop along H dimensions (unrolled factor = 8).

When Q ≤ 3, Q-gym shows 2.56× / 1.83× speedup compared to OneDNN and Sum-

Merge on average across different convolution layers. Note that Q ≤ 3 are common settings

for QNNs (Table 2.4). We observe that when the Q gets larger, the speedup of Q-gym over

SumMerge decreases due to the relatively lower computation reduction of Q-gym in large Q.

On real-world DNN models shown in Table 2.4, Q-gym achieves 1.49× / 1.77× speedup over

SumMerge / OneDNN with an average accuracy loss of 2.12% relative to the full precision

models.

We also compare the performance of Q-gym on CPU to its theoretical peak as shown
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Figure 2.12. Per-layer GOPS and peak GOPS on CPU across different convolutional layers. The
tuple (R,C) denotes the size of the kernel (R,S,C,K) where R = S, C = K.

in Figure 2.12. Specifically, we assume the two VPUs (SIMD width is 8) in each core are fully

pipelined running on 3.7GHz. All 6 physical cores are enabled. As shown in Figure 2.12, when

the kernel size is small, the performance ratio is low. That is because the threads’ creation

and termination overhead are relatively large compared to the computation overhead. For large

kernels, the CPU utilization is also decreasing. This is because large convolution kernels yield a

large number of computation expressions and the data locality between expressions is getting

worse.

Performance of Q-gym on GPU. Figure 2.11 shows the per-layer speedup on GPU over PyTorch

and SumMerge. Regarding the settings of Q-gym’s parallelization method (Figure 2.4), we

choose Kthr = 8192/C to limit the size of instructions loaded to the GPU cache. We also

set Nthr = 1024/Kthr to maximize the usage of GPU resources. All runs assume an input of

dimensions H =W = 112.

Q-gym shows an average speedup of 1.92× / 1.64× compared to PyTorch when Q =

2 / Q = 3. Also, Q-gym shows an average speedup of 1.63× when Q≤ 3 over the computation

expression from SumMerge. With the increasing size of weight layers, the performance of

Q-gym drops faster than PyTorch due to the larger instruction size and memory footprint. Also,

for the convolution layer where H and W are small, Q-gym parallelizes on the K dimension to
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maximize the usage of GPU resources. This will reduce the search space of Q-gym’s compilation

phase and reduce the opportunity for computation reuse.

Performance of Q-gym for HE. As mentioned in Section 2.5.2, we compare DNN inference

under HE using the homomorphic operations (HOPs) following previous works [27]. Due to the

expensive computation cost of HOP on real hardware, the inference time of HE applications is

linear to the number of HOPs regardless of the hardware or software parallelization schemes.

For the baseline comparison, we choose CryptoNet [48], a dense DNN model that is

trained on MNIST [88]. FastCryptoNet [27], a follow-up work of CryptoNet that leverages

sparsity to bypass HOPs. We use a trained dense QNN and a trained sparse QNN to compare

with the baselines separately. The model architectures are the same as FastCryptoNet (a slight

variant of CryptoNet). We apply Q-gym to compile the models for HOPs comparison.

As is shown in Table 2.5 and 2.6, Q-gym achieves 59.5% and 22.9% HOPs reduction

relative to CryptoNet and FastCryptoNet. Meanwhile, the models trained using INQ achieve

almost the same accuracy (-0.11%/-0.02%) compared to CryptoNet / FastCryptoNet. Besides,

Q-gym reduces the PT-CT multiplication by 10.8× / 1.87× which is the computation bottleneck

of DNN inference under HE.

Deploying Q-gym on Small Devices. During code generation, Q-gym unrolls the inner

convolution loops and replaces them using efficient computation expressions. As such, the

compiled binary size is larger than the one using naive loops. For small architectures (e.g.,

mobile devices) with a small instruction cache, the large number of instructions may decrease

the performance of Q-gym. On those devices, Q-gym can be employed using an alternative

option by leaving the computation expressions in the “interpreted form”, i.e., we load the

expressions during inference and compute the output accordingly, which is the way implemented

in SumMerge [117]. Q-gym would then still be more efficient than the “interpreted” SumMerge

due to better performance in reducing operations. On our experiment architectures, Q-gym’s

deploying method is better and we use the same way to evaluate SumMerge in this section.
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Table 2.5. A breakdown of HOPs for each layer between Q-gym and CryptoNet. The dense model
for Q-gym uses 2-bit INQ [180] where Q = 4. The model architecture (same as FastCryptoNet)
for Q-gym is a slight variant of CryptoNet. We set t pr = 0 for all layers’ compilation. Fully-
connected (FC) layers can be treated as special convolutional layers (conv) where R, S, H, W are
1. ‘Act’ denotes activation layers.

CryptoNet

Layer Hops
PT-CT
Adds

CT-CT
Adds

PT-CT
Mults

CT-CT
Mults

Conv-1 42,757 845 20,956 20,956 -
Act-1 845 - - - 845
Pool-1 6,845 - 6,845 - -
Conv-2 309,905 1,250 154,350 154,350 -
Pool-2 8450 - 8450 - -
FC-1 241192 100 120546 120546 -
Act-2 100 - - - 100
Fc-2 1990 10 990 990 -
Total 612,129 2,205 312,137 296,842 945

Accuracy 99.17
Q-gym

Conv-1 25,350 1,690 15,717 7,943 -
Act-1 5,070 845 1,690 1,690 845
Pool-1 6,845 - 6,845 - -
Conv-2 118,975 1,250 105,225 12,500 -
Pool-2 - - 8450 - -
FC-1 82097 100 76997 5000 -
Act-2 600 100 200 200 100
Fc-2 477 10 427 40 -
Total 247,864 3,995 215,551 27,373 945

Accuracy 99.06

2.7 Related Work

This section discusses previous works related to our study.

Quantized Neural Networks. Neural network quantization [180, 184, 173] is a promising

technique to compress and accelerate DNNs. The reduced bit width enables low-bit width

multiplication [137] to speed up the inference. Jung et al. introduced parameterized quantization

intervals and optimized them to minimize task loss [75]. Han et al. used k-means clustering as a

method of quantization to share weights [56]. Zhou et al. proposed a rule-based non-uniform

quantization by leveraging a logarithmic distribution [180]. [173, 184] optimize the quantization

clipping range during model training. Beyond the computer vision tasks, quantization can also
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Table 2.6. Comparison between Q-gym and FastCryptoNet. As FastCryptoNet is a sparse model
sp = 6.63% and applied 2-bit INQ quantization [180], Q-gym uses a sparse and quantized model
(Q = 4) for evaluation accordingly. Sparse ratio sp is set to be the same as Fast CryptoNet.

FastCryptoNet

Layer (sp) Hops
PT-CT
Adds

CT-CT
Adds

PT-CT
Mults

CT-CT
Mults

Conv-1 8,619 1,690 3,042 3,887 -
Act-1 5,070 845 1,690 1,690 845
Pool-1 6,845 - 6,845 - -
Conv-2 22,950 1,250 10,850 10,850 -
Pool-2 8450 - 8450 - -
FC-1 14,354 100 7,077 7,177 -
Act-2 600 100 200 200 100
Fc-2 306 10 148 148 -
Total 67,194 3,995 38,302 23,932 945

Accuracy 98.73
Q-gym

Conv-1 6,760 1,690 2,704 2,366 -
Act-1 5,070 845 1,690 1,690 845
Pool-1 6,845 - 6,845 - -
Conv-2 18,150 1250 10550 6350 -
Pool-2 8450 - 8450 - -
FC-1 5,724 100 3383 2241 -
Act-2 600 100 200 200 100
Fc-2 192 10 131 51 -
Total 51,791 3,995 33,953 12,798 945

Accuracy 98.71
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be applied to BERT [176, 138] for NLP tasks. Q-gym can be applied to all these quantization

models to reduce the computations of QNNs.

Equality Saturation Applications. The key idea of Q-gym is equality saturation [149, 142]. It

has also been widely used in various domains, such as simplifying CAD design, rewriting DNN

architectures, improving the accuracy of floating-point expressions and doing semantic code

search [167, 111, 118, 107]. In this section, we contribute to the iterative searching algorithm

and elaborated search space to better reduce the computation in DNN. This is also the first

work that applies equality saturation to accelerate homomorphic encryption for quantized DNNs

inference.

Acceleration of Homomorphic Encryptions for DNNs. Since the first Fully HE scheme was

proposed by Gentry et al. [47]. Many acceleration methods for FHE have been proposed, such

as Leveled Somewhat HE (SWHE) [15, 7, 14]. Many advances [41, 76, 13] leverage SWHE to

do privacy-preserving DNN inference. CryptoNet [48] is the first work to use SWHE for DNN

inference. FastCryptoNet [27] leverages DNN model sparsity to accelerate CryptoNet. Many

other works have aimed at improving the computation efficiency of non-linear layers [101] or

computing SWHE in a SIMD fashion [76]. These methods are orthogonal to the computation

reduction generated from Q-gym and can be combined to further improve the efficiency of HE

DNN inference. Note that Q-gym does not tamper with the security of HE. The input is kept

private all the time and no information is leaked.

2.8 Conclusion

In this chapter, we propose Q-gym, a DNN framework that accelerates quantized DNNs

by exploiting the weight repetition characteristic. Q-gym proposes a compiler and a set of

acceleration schemes for various DNN applications. For the compiler, Q-gym employs the

idea of equality saturation by representing the DNN computation into an e-graph and applies

a set of rewrite rules to explore equivalent expressions. After the exploration, we extract the
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lowest-cost computation expressions from the e-graph by formulating the selection of nodes in

the e-graph into an integer linear programming problem. By iteratively conducting exploration

and extraction and leveraging a temporal search space, we can further reduce the computation

operations compared to previous works.

Leveraging the reduced computation, Q-gym can accelerate a set of DNN applications.

We build QNN inference kernels on CPU and GPU with carefully designed parallelization

schemes and combine the efficient expressions from Q-gym with multi-threading, vectorization,

and loop tiling. Q-gym also proposes to combine the reduced expressions into DNN inference

flow under homomorphic encryption. Experiments show significant speedups and operation

reductions in those applications compared to the state-of-the-art methods.
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Chapter 3

A Hardware-friendly Transfer Learning
Framework Exploiting Computation and
Parameter Sharing

3.1 Introduction

Fine-tuning from pre-trained transformers [155] has become the de-facto method for

many NLP tasks, with performance breakthrough in various natural language understanding

benchmarks [38, 86, 97, 73, 168]. Yet, the growing number of different NLP tasks arriving in

stream makes this approach hard to integrate into real-world commercial products. The key

bottlenecks lie in both computation and storage constraints. In particular, with conventional

fine-tuning methods [64, 157], both single input processing latency and storage requirement

grow linearly to the number of sub-tasks. This incurs an impractical computation, power, and

storage overhead for a commercial product.

Both computation and storage constraints are critical to fine-tuning tasks. On the one

hand, without much sacrifice in the quality of service, cloud computing vendors care more about

the computation constraint to further improve the quality. The storage overhead can potentially

be resolved by the advances in memory and storage technologies [70, 30, 31], which enable the

low-cost and large-capacity data storage. On the other hand, in memory-limited devices (e.g.,

mobile), both constraints are critical to user experience. Most prior works focus on reducing

45



Figure 3.1. Roadmap of GLUE score v.s. total operations and parameters. The area of a
point is proportional to the parameter size. F-n denotes freezing bottom n layers. MB, TB, DB
represent MobileBERT, TinyBERT, DistilBERT respectively. LeTS outperforms other parameter-
sharing methods in terms of computation and parameter efficiency. LeTS is orthogonal to model
compression techniques (e.g. MB/TB/DB) as LeTS does not modify the pre-trained model for
fine-tuning.

Figure 3.2. (a) Zoom-in of a single self-attention layer. (b) An example searched model on
BERTBASE. xp

j can be reused by all the sub-tasks. (c) Traditional fine-tuning paradigm on the
sub-tasks. (d) Baseline models, i.e., freezing bottom 6 layers / Appending 1 layer on top of the
pre-trained model.
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the storage constrained across multiple sub-tasks by leveraging parameter-sharing. Multi-task

learning (MTL) trains all the sub-tasks together [96, 28, 143]. However, it requires access to all

the sub-tasks at the design time. Furthermore, MTL is not scalable with the increasing number

of sub-tasks, as it is hard to balance the performance of multiple tasks and solve them equally

well [143].

Recently, Adapter [63] considers the new tasks in the fashion of arriving in stream which

is more scalable compared to MTL. It proposes to add a task-specific building block between

each attention layer and freeze the other parameters during fine-tuning. Recent works propose a

differentiable pruning method [53] that achieves better results than Adapter.

Unfortunately, all the aforementioned parameter-efficient efforts do not address compu-

tation bottleneck in multi-task inference, because tuning the bottom layers will influence the

computation results in the downstream layers. As such, re-computation is required.

To mitigate both the computation and storage burdens in multi-task evaluation, we pro-

pose Learn-to-Share (LeTS), a new transfer-learning framework that exploits both computation-

and parameter-sharing to reduce computation and storage demands, while keeping high perfor-

mances on sub-tasks. The key contributions are as follows:

(i) We propose a new fine-tuning architecture design space (Figure 3.4). The output of

each self-attention layer will be aggregated at the end using a pooling layer and a bidirectional

LSTM [68] (Bi-LSTM) to obtain the final classification result. In this way, modifications

on the bottom layers do not influence the downstream computation. This enables concurrent

execution inside the transformer. Many computations can be bypassed when the Bi-LSTM uses

the attentions that are already computed as input. Also, we identify that even more computations

can be reduced by converting matrix-matrix multiplications to matrix-vector multiplications

(Sec. 3.3.2).

(ii) We design a differentiable neural architecture search (NAS) algorithm to find an

optimal fine-tuning architecture for a sub-task. Specifically, NAS selects the input to each

attention layer and the final pooling layer. When a computed result is selected as the layers’ input,
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we can bypass many computations to achieve computation sharing. A new computation-aware

loss function for our search space is proposed to search models that can reduce computation and

preserve task accuracy.

(iii) We treat the obtained fine-tuning model weights as the sum of pre-trained weights

and weight difference (δδδ ): W f = W p +W δ , and propose a novel early-stage pruning method

to obtain W δδδ . A weight mask to represent pruning is generated for W δ at the beginning of

the fine-tuning. Rather than randomly initialized, W δ is initialized with task-specific gradient

accumulation to get a robust weight mask.

(iv) We systematically integrate (ii) and (iii) to produce fine-tuning models with high

task performance and low computation and storage costs. During NAS, a generated mask from

(ii) on the trainable parameters can better characterize the model performance. Also, during

the online prototyping, when the input and output of a given linear layer are already computed,

the computation can be reduced into a sparse-matrix multiplication by leveraging the sparsity

produced from (iii).

Our framework produces efficient fine-tuning language models for different computing

environments. Extensive experiments show that LeTS reduces computation cost by a large

margin while achieving a competitive sub-task accuracy. More specifically, for computing and

storage-restricted platforms, LeTS yields 49.5% computation reduction by adding only 1.4%

extra parameters per task while preserving a high task accuracy of the fine-tuned BERT [38]

on GLUE benchmarks. For a computing environment with a low-cost storage budget, LeTS

can achieve 40.2% computation reduction with no accuracy loss. Moreover, LeTS saves more

computation per task with more sub-tasks. For BERTBASE, LeTS requires 7.2 GFLOPs1 for

every newly added task compared to 22.5 GFLOPs of a fine-tuned BERTBASE.

LeTS is the first framework that considers both computation and storage efficiency in fine-

tuning for multi-task NLP. Our work can be combined with model compression techniques [86,

132] to enable agile and efficient NLP evaluation.

11 GFLOPs = 1 billion floating-point operations
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3.2 LeTS: Overview

In this section, we discuss the key design components of LeTS. The detailed design flow

is shown in Algorithm 4.

Motivation. In a real-time multi-task evaluation, an input query is evaluated by many fine-

tuned transformers at the same time. Each one focuses on one specific sub-task and some

tasks may depend on the computation result from others. For instance, multiple tasks exist

in document editing software (e.g., Google Doc or Microsoft Word), such as analyzing tone,

checking grammar, and then generating editing suggestions. Yet, the traditional fine-tuning

method is extremely inefficient as the required computation and parameters grow linearly to

the number of sub-tasks, which incurs the degraded quality of service and user experience.

In this work, we aim to yield speedup through computation reuse for multi-task evaluation.

Different from previous works [165, 8] that bypass computation in real-time, LeTS can generate

a guaranteed speedup that is not input-dependent.

Limitation of traditional fine-tuning procedures. We observe three limitations that hinge the

parallelization and computation sharing in traditional fine-tuned procedures: (1) The computation

of an attention layer can only start execution when all its previous layers yield the results. (2)

Any modification of the bottom layers changes the subsequent computation, thus re-computation

is required. (3) Although previous parameter-sharing work [53] can make W δ sparse to reduce

parameter growth in a sub-task, this sparsity cannot be exploited to reduce computation.

LeTS design. Motivated by these observations, we propose a novel fine-tuning architecture

that can reduce computation by reusing computed results. Also, the new architecture decouples

the data dependency of different layers to enable speedup.

Given input query xin (Figure 3.2(b)), LeTS first caches all N attention layers’ output

(xp
j , j ∈ {0,1, ...,N−1}) computed from input query xin and pre-trained model W p. For a given

layer j in sub-task s, the input to the trainable layer W f
j can be chosen from cached result xp

j−1 or

the computed result x f
j−1 from the previous trainable layer. The attention output to the pooling
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layer can be chosen from (i) xp
j or (ii) x f

j . LeTS uses pooling and Bi-LSTM to aggregate the

outputs from attention layers to generate the final result. For each trainable layer W f
j , we treat

W f
j as W p

j +W δ
j and make W δ

j sparse using our proposed delta pruning algorithm.

We use an example architecture in Figure 3.2(b) to illustrate the advantages of the new

architecture:

(i) Bypass self-attention layers. When the cached result xp
j is used by the final pooling

layer and the next trainable layer, the computation and parameters of the entire layer can be

saved. This can be applied at layer W p
j where j ∈ {0,1,2,6}.

(ii) Exploit the sparsity of W δ . LeTS can leverage the sparsity feature of W δ
j . More

specifically, when the input to the trainable attention layer is xp
j−1, LeTS computes xp

j−1 ·W δ
j and

adds it to a cached result. In Figure 3.2(b), when j ∈ {3,4,5,7,9}, the computation between

xp
j−1 and W f K

j , W f Q
j , and W fV

j (key/query/value parameters) can be reduced through exploiting

this unstructured sparsity. Note that this sparse matrix multiplication can be easily implemented

under many popular machine learning libraries [120, 150].

(iii) Bypass linear layers in self-attention. The pooling layer extracts the first hidden

vector of each layer’s output as the aggregate representation. For W f
j where j ∈ {3,5,8,11},

only the first hidden vector of the output is used in the downstream computation; in this scenario,

we move the pooling operation between n3 and n4 in Figure 3.2(a). As such, n4 and n5 in the

self-attention layer can be reduced to a matrix-vector multiplication. The normalization layer

(n6) would be applied to only the pooling vector instead of the original layer output.

(iv) Enable concurrent execution inside each transformer. When the sub-tasks are

dependent on each other and must be executed sequentially, the execution of our model can

be paralleled across computing devices inside each transformer. This is because the parameter

tuning on the bottom layers does not necessarily influence the downstream computation anymore.

In Figure 3.2(b), assuming all nine GLUE tasks share the same architecture, the execution time

is determined by the critical path (W p
0 -to-W p

8 + 9×W f
9 -to-W f

11), which will be 9T +3T ×9 (3.0×
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max speedup) compared to 12T ×9 of traditional BERTBASE fine-tuning (Figure 4(c)), assuming

executing each attention layer takes time T .

A breakdown of the extra computation and parameter per task by leveraging (i)(ii)(iii) is

shown in Figure 3.3. The computation and parameter overheads of the extra linear layers and

Bi-LSTM are 0.01%/0.75% (Figure 3.3).

Figure 3.3. Extra computation and parameter breakdown leveraging (i) (ii) and (iii) for the
example in Figure 3.2(b).

Neural architecture search for computation sharing. All possible fine-tuning architectures

of LeTS can be formulated into a search space as shown in Figure 3.4. Two NAS selectors are

used in each layer to search (i) the input of the next layer (ii) the output to the final pooling

layers.

The obtained architecture should achieve competitive sub-task accuracy with low extra

computation operations. To address the problem, we leverage a differentiable NAS algorithm

with a computation-aware loss to reflect both the computation cost and accuracy of a sub-task.

The detailed searching algorithm is given in Sec. 3.3.

W δ pruning. Recent parameter-sharing approaches either add a new module between

attention layers [115, 63] or generate a weight mask simultaneously during fine-tuning using l0

normalization [53]. Yet, many works [45] have shown that l0 regularization output is inconsistent

for large-scale tasks. Also, the training parameters (i.e., weight mask and parameters) double
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Figure 3.4. The search space of LeTS for computation and parameter sharing. xp
j can be reused

by all the sub-tasks.

during fine-tuning.

In this work, we treat the final fine-tuning weight W f as the addition between pre-trained

weight W p and a weight difference (W δ ). By proposing an early-stage pruning approach, called

Delta-Pruning, we compute the connection sensitivity of W δ , which reveals the important con-

nections in the W δ for a given task (See Sec. 3.3.1). In this way, we can obtain the deterministic

task-specific mask at the beginning of fine-tuning and use the generated mask to guide NAS.
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Algorithm 3. LeTS Design Flow.
Input: : Pre-trained model W p; Preserving parameter number k; Group restriction G

(Detailed in Sec. 3.4); Sub-task datasets S = {s0,s1, ...,sq}.
Output: : Fine-tuning Policies Pout and Models Mout .

1: Mout ← /0, Pout ← /0
2: for si in S do
3: W τ ← Generate Search Space(W p,G)
4: cτ ← Delta Pruning(W τ ,k,si) // cτ is weight mask
5: Mi,Pi← Computation Aware Searching(W τ ,cτ ,si)
6: ci← Delta Pruning(W p,Mi,k,si)
7: Mi← Final Finetuning(W p,Mi,ci,si)
8: Mout ←Mout

⋃
{Mi}, Pout ← Pout

⋃
{Pi}

9: end for
10: return Mout ,Pout
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3.3 LeTS: Method

In this section, we detail the Delta-Pruning and Computation-aware neural architecture

search algorithms in Algorithm 4.

3.3.1 Delta-Pruning in Early Stage

Delta-Pruning is motivated by SNIP [89] which targets to generate weight sparsity before

training. We decompose the final fine-tuned weight (W f ) into two parts as shown in Eq. (3.1).

W f =W p + c⊙W δ (3.1)

Here, W δ ∈ Rd is the fine-tuning weight difference, c ∈ {0,1}d is the generated mask for W δ . ⊙

is an element-wise product. Given a task dataset D , the goal of Delta-Pruning is to find mask c

at the beginning of fine-tuning without interfering with the searching and final fine-tuning phase.

Assuming the k parameters in W δ are preserved, the constrained optimization problem can be

described as Eq. (3.2):

min
c,W δ

L(W p + c⊙W δ ;D) = min
c,W δ

1
n

n

∑
i=1

ℓ(W p + c⊙W δ ;(xi,yi))

s.t.W δ ∈ Rd,c ∈ {0,1}d, ||c||0 ≤ k

(3.2)

Directly optimizing Eq. (3.2) using l0 normalization will double the trainable parameters [103]

and is unstable for large-scale tasks [45]. It is even more difficult to search l0 masks together

with architecture parameters in the DNAS algorithm (Sec 3.3.2). In this work, we intend to

measure the effect of a connection e in W δ on the loss function. Specifically, if removing W δ
e

does not show enough loss variation (∆Le), we set ce = 0 to mask the gradient W δ during training.

Two challenges exist in computing ∆Le: (i) Removing each connection in W δ
e and checking the

variation in loss is computation-consuming. (ii) W δ
e is unknown at the beginning of fine-tuning.

A random initialization method cannot reflect the fully fine-tuned W δ .

To resolve (i), we relax the binary constrain on c to a continuous space and compute the
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gradient of L with respect to ce as ge (Eq. (3.3)). Based on the intuition that the magnitude of

derivative of ce shows whether the parameter W δ
e has a considerable effect on L or not, we use

ge to approximate ∆Le when removing connection e in W δ . As such, we define the connection

sensitivity se for W δ
e to be the ge normalized by the sum of ge in the network (Eq. (3.4)).

∆Le(W f ;D)≈ ge(W f ;D) =
∂L(Wp + c⊙W δ ;D)

∂ce

∣∣∣∣
c=1

(3.3)

se =
|ge(W f ;D)|

∑
d
k=1 |gk(W f ;D)|

(3.4)

Then, assuming k parameters are pruned in W δ , we generate mask c using a salient criterion

computed from connection sensitivity s as Eq. (3.5):

ce = 1[se− s̃k ≥ 0], ∀e ∈ {1...d} (3.5)

Here, s̃k is the k-th largest element in the vector s and 1[·] is the indicator function.

To resolve (ii), we first learn the weight difference initialization by warm-up the fine-

tuning using D for steps Nsteps and get W̃ f . We then approximate W δ using a task-specific

initialization as W̃ δ = W̃ f −W p. Our ablation study shows that using task-specific warm-up

shows better results compared to random initialization as this accumulation of gradients can

better reflect the final weight difference distribution.

3.3.2 Differentiable Neural Architecture Search for Computation
Sharing

As discussed in Sec. 3.2, a promising task-specific fine-tuning architecture should yield

low extra computation costs and high task accuracy. We formulate the selection of fine-tuning

model as a bi-level non-convex optimization problem as shown in Eq. (4.1).

min
a∈A

min
wa

L (a,wa) (3.6)
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Here, A is a new search space proposed in LeTS, a ∈A is a set of continuous variables in the

NAS selectors that specifies a possible architecture, Wa is the selected fine-tuning architectures

from the search space A given a. The loss function L penalizes both accuracy degradation as

well as the increase of extra computations.

Search space. As shown in Figure 3.4, we decouple data dependency across layers by using a

pooling layer, a linear layer, and a Bi-LSTM to aggregate all layers’ output for final classification.

The pooling layer uses the first hidden vector corresponding to the first token (i.e., [CLS]

token) [38] as the layer presentation. The pooling output vectors are then fed into a linear layer

and a Bi-LSTM.

LeTS first builds up a stochastic super network W τ for the searching phase. Before

searching, we copy the weights from W p to W τ trainable layers and disable the gradient compu-

tation based on cτ which is the weight difference mask obtained from the Delta-Pruning. Two

decisions should be made in each attention layer W τ
j : (i) the input to the trainable layer. It can be

either the cached result (xp
j−1) or the output from the previous trainable layer (x f

j−1) (ii) the output

to the pooling layer from layer j. It can be either xp
j or x f

j . The total size of the search space

would be 4N where N is the layer number in the pre-training mode (≈ 1015 for BERTLARGE).

Two architecture selectors (si j, i ∈ {0,1}) are used to decide (i) and (ii) in layer j

respectively ( j ∈ 1...N as shown in Figure 3.4). Each si j is associated with an architecture vector

ai j (1-by-2). We relax the choice of the architecture selection to a Gumbel Softmax [71] over the

two possible sources:

xin
j = [xp

j−1;x f
j−1] ·Gumbel(ai j) (3.7)

Here, xin
j is the input to the jth trainable layer in W τ . [; ] is a concatenation operation. Gumbel

converts ai j into a probability vector which is used to approximate discrete categorical selection.

A temperature parameter T is associated with the Gumbel function to control its distribution.

When T is high, Gumbel(ai j) becomes a continuous random variable and when T is low,

Gumbel(ai j) is close to a discrete selection. During the search, we gradually lower T in Gumbel
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to guide NAS.

Search algorithm and final fine-tuning architecture. We alternatively update the two

variables, i.e., a and W τ
a under mask cτ , to solve the bi-level optimization problem in Eq. (4.1).

More specifically, we leverage second-order approximation [94] to update a since: (i) The total

parameters in a is not large (∼100). As such, it is feasible to use the second-order approximation

although it requires more computation; (ii) second-order approximation can yield better solutions

in NAS compared to gradient descent as shown in [94].

When searching ends, we choose the final connectivity using a in jth layer. Precisely,

the input connectivity is chosen as xt
j−1 = argmaxt∈{p, f} a0 jt and the output to the pooling layer

is xt
j−1 = argmaxt∈{p, f} a1 jt . Then, we apply an optimization on attention layers where s1 j

chooses x f
j−1 and s0, j+1 chooses xp

j to reduce even more computation. We move the final pooling

operation between n3 and n4 in Figure 3.2(a). In this way, the computation of the following

linear layers (n4,n5) can be reduced to a matrix-vector multiplication. The normalization layer

(n6) will be applied to the output vector from n5.

Computation-aware loss function. To consider both the task accuracy and computation cost,

we define the loss function of LeTS’s online searching phase as follows:

L =CE(a,W τ) ·αlog(Eops(a,W τ))β (3.8)

CE(a,W τ) is the cross-entropy loss given the architecture parameter a and the super net W τ .

α,β is the exponential factor that controls the magnitude of the operation terms. For the Eops,

we compute the expectation of operation over the architecture parameters a:

Eops = ∑∑
j
[Gumbel(a0 j) ·Gumbel(a1 j)

T ]⊙ops(W τ
j ) (3.9)

ops(W τ
j ) returns the number operations in layer j based on the selected combination of s0 j and

s1 j into a 2-by-2 matrix. More specifically (See Figure 3.2(b)), (i) if both s1 j and s0 j select xp
j−1

as their input. then the computation of the entire layer j can be bypassed. (ii) If s0 j selects xp
j−1
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and s1 j selects x f
j−1 as its input, then the computation between xp

j−1 and W f K
j , W f K

j , W f K
j would

become sparse-matrix multiplication by leveraging the sparse feature of W δ
j . The number of

operations is computed according to the sparsity ratio of W τ
j . Beyond the above two cases, the

computation operations of a traditional self-attention layer are returned. Note that the ops returns

a matrix of constant values given W τ
j . As such, the Eops is differentiable to the architecture

parameters a0 j and a1 j to search for computation-efficient models.
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3.4 The Evaluation of LeTS

3.4.1 Experiment setup

Datasets. We evaluate LeTS on General Language Understanding Evaluation (GLUE) bench-

mark [157] consists of the following nine tasks: The Corpus of Linguistic Acceptability (CoLA).

The Stanford Sentiment Treebank (SST-2). The Microsoft Research Paraphrase Corpus (MRPC).

The Quora Question Pairs (QQP). The Semantic Textual Similarity Benchmark (STS-B). The

Multi-Genre Natural Language Inference Corpus (MNLI) (We test on both matched domain

MNLIm and mismatched domain MNLImm). The Stanford Question Answering Dataset (QNLI).

The Recognizing Textual Entailment (RTE).

Metrics. We report Matthew’s correlation for CoLA, Spearman for STS-B, F1 score for

MRPC/QQP, and accuracy for MNLI/QNLI/SST-2/RTE, respectively. For computation efficiency,

we report max speedup assuming the sub-tasks are dependent on each other. Also, we show new

FLOPs per task over the FLOPs of a fine-tuned BERT and total operations that are required

to compute the nine sub-tasks. For parameter efficiency, we report total parameters and new

parameters per task.

Note that all previous parameter-sharing works cannot reduce the computation overhead

for multi-task evaluation. Thus, we build two extra baselines: (vi) We freeze the bottom k

self-attention layers and fine-tune the top layers. (vii) We append k new layers at the top of the

pre-trained model and freeze the pre-trained weights (Figure 3.2(d)).

Detailed Explanation of Each Metrics.

1) For New operations per task, we first compute the new operations (FLOPs or Floating-

point operations) introduced by the sub-task based on the searched result and weight mask. We

normalize the new operations of the task si (where i ∈ {1, ...,N}) using the total number of

operations required for a single BERTLARGE/BASE as Eq. (3.10):

ops%(si) =
ops(si)

ops(BERTLARGE)
×100% (3.10)
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This percentage ops% indicates that you only need extra ops% new operations compared to the

operations of an entire transformer (100%) when adding the sub-task to your multi-task system.

new ops per task(%) =
∑

N
i ops%(si)

N
(3.11)

2) Total operations (%) include the extra operations from the nine GLUE tasks and the

overhead operations from computing pretrained weight and input:

Total ops(%) =
∑

N
i ops(si)+ops(overhead)

ops(BERT)
×100% (3.12)

For example, the total operations of the traditional fine-tuning method will be 9× (nine GLUE

tasks) of the operation of BERTLARGE (100%×9=900%) and the ratio between ops(overhead)

and ops(BERTLARGE) is 0%. For freezing bottom-12 layers, the new operations per task are 50%

and the ratio between ops(overhead) and ops(BERTLARGE) is 50%. As such, the total normalized

operations would be 40%×9 + 50% = 500%.

3) When the sub-tasks are independent of each other, the user can leverage the computa-

tion reduction to achieve speedup. Yet, in many cases, the sub-tasks are dependent on each other

and must be executed in order. In this scenario, LeTS’s design space can yield fruitful speedup

as we decouple the computation of different attention layers inside each transformer. We first

identify the critical path [59] of evaluating the 9 GLUE tasks. The Max Speedup, in this case,

would be computed as:

max speedup =
ops(BERT )×N

ops(critical path)
(3.13)

Taking freezing Bot-12 as an example, ops(si)/ops(BERTLARGE) = 50%. Thus, the critical

path would be the sum of overhead (50%) and the computation time (50%) for each sub-task

(max speedup = 900%/500% = 1.8×).

Note that both the freezing Bot-12 and original fine-tuning architecture are included
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in our search space. Yet, the fine-tuning approach is computationally inefficient, and freezing

Bot-12 sacrifices the task performance a lot. LeTS pushes the Pareto frontier between task

performance and computation reduction when multiple tasks co-exist.

Baselines. All previous parameter-sharing works are tested on BERTLARGE model [38]. We

compare LeTS with the following baselines: (i) Full fine-tuning on BERTLARGE in a traditional

way; (iii) Adapter [63]. (iv) DiffPruning [53]. (v) BitFit [125], which fine-tunes only the bias

parameters using a large learning rate. (See Sec. 3.5)

Also, we compare LeTS with model compression works, such as DistilBERT , Mo-

bileBERT [145] and TinyBERT [72] which compressed the BERTBASE through knowledge

distillation (Sec. 3.5). This comparison is conducted on BERTBASE.

LeTS design settings. We leverage LeTS to design fine-tuning models for platforms with

different computing/storage budgets: (i) We search task-specific architectures for each task in

GLUE and fine-tuning it with the generated sparse mask (denoted as LeTS-(p,c)2). (ii) During

the final fine-tuning, we also conduct an ablation study by removing the weight mask to achieve

better accuracy (denoted as LeTS-(c)). This is suitable for computing platforms with a low-cost

storage budget. (ii) To maximize the parallelism in a searched model, we decouple the attention

layers into g groups (denoted as LeTS-G-g) and require the first layer in each group to use the

cached inputs (xp
j−1); thus the evaluation of different groups can be executed concurrently. Inside

each group, we still apply DNAS to decide the connections.

Hyperparameters. The DNAS method takes 1 day on 4 V100 GPUs per task on average

which is less than 0.5% of the pre-training cost of BERTLARGE [38]. The max input length for

BERT is set to 128 to match previous baselines. Our pre-trained models and code base are

from [163]. We use Nsteps = 100 to initialize W δ (Sec. 3.3.1). Inspired by [125] that the bias

terms requires a larger learning rate to achieve better fine-tuning results, we apply two optimizers

with different learning rate scheduler to update the bias terms (lrb ∈ {1e−3,5e−4}) and other

parts (lrw ∈ {2e−5,1e−5}) separately during the final fine-tuning.
2p and c stand for parameter/computation-sharing
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3.4.2 Results

Comparison to baselines on GLUE dataset. Our comparison with the baseline methods is

shown in Table 3.1. LeTS-(c)/-(p,c) can achieve similar performance (+0.2%/-0.2% on average)

to a fully fine-tuned BERTLARGE model while saving 40.2%/49.5% computation. With a more

aggressive setting, LeTS-G-4 can reduce 57.0% computation (3.84× speedup) while matching

the task performance of Adapters. In the meantime, LeTS-(p,c)/-G-4 only adds 1.4% parameters

per task (including the Linear and Bi-LSTM layers), which is more parameter-efficient than

Adapters. LeTS illustrates a trade-off between concurrent execution speedup and multi-task

performance which is not done by previous works.

Compared to DistilBERT6, MobileBERT, and TinyBERT6 that reduce the total compu-

tation by 50.4%/28.3%/50.4% on BERTBASE, LeTS-G-3/-G-4 shows 56%/62% computation

reduction while preserving a high task performance (-0.5%/-0.8%) compared to the fine-tuned

model. For fiercely compressed models (e.g., TinyBERT-4, MobileBERTTINY, DistilBERT-4),

they show large performance degradation (-2.3%/-2.6%/-7.7%) compared to the full fine-tuning

model although saving more computations than LeTS. Also, LeTS shows the lowest parameter

overhead (1.15×) compared to all compression models.

Compared to ‘Freezing Bot-12’ and ‘Appending Top-1’, LeTS also achieves better task

performance (+1.3%/+8.3%) on average. That is because we relax the fine-tuning constraints

on all the layers and aggregate the results for the final classification. Also, when the number

of sub-tasks increases, LeTS can save even more computations compared to Freezing Bot-12

(42.6% new FLOPs per task compared to 50%).

Comparison of Delta-Pruning with other parameter-sharing methods. Table 3.2 shows the

performance of Delta-Pruning compared to previous parameter-sharing works. To make a fair

comparison, the result is tested using the original fine-tuning architecture. With the sparsity ratios

restriction as 0.1%/0.25%/0.5% per task, LeTS achieves 2.4%/0.8/0.6% average performance

increase compared to DiffPruning. This shows Delta-Pruning is effective in preserving task
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accuracy compared to the l0 regularization method.

3.4.3 Sensitivity and Ablation study.

Varying the sparsity constraint on BERTLARGE model / Weight mask distribution. We also

conduct a sensitivity analysis using Delta-Pruning with various sparsity ratios (0.1%/0.25%/0.5%)

across GLUE benchmarks (Table 3.2). Different tasks show different sensitivity with the growth

of the sparsity ratio. A better trade-off between accuracy vs. sparsity ratio can be achieved

through grid search for each given task. Also, we show the distribution of weight masks for

each layer varies across benchmarks (Figure 3.6). We hypothesize that when the tasks’ inputs

or outputs are related (e.g., QQP and QNLI both encode questions / MPRC and STS-B both

generate similarity), they reveal similar mask distribution. This indicates that adding a uniform

module (e.g., Adapter) between each layer for a task is sub-optimal.

Sensitivity to computation sharing ratio / Ablation to computation-aware loss function.

To show the capability of LeTS in reducing computation while maintaining a high task accuracy,

we perform NAS for 2 tasks multiple times (with different α , β in the loss function) and

sample different architectures from the distribution. Figure 3.5 shows the results between extra

operations v.s. task accuracy (on GLUE dev set). Freezing bot-k layers cannot preserve task

accuracy with the increase of k, while the architecture searched from LeTS does not show a

large performance drop. LeTS also presents better task accuracy compared to the randomly

sampled architectures, which shows that our DNAS algorithm can improve the quality of the

searched model. When removing the computation-aware loss function, DNAS tends to select

more trainable matrices to preserve task performance and the searched model cannot fully exploit

computation sharing.
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Figure 3.5. Sensitivity to computation sharing ratio (performed on BERTBASE).

Figure 3.6. Distribution of LeTS’s task-specific weight masks. (performed on BERTLARGE)
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Table 3.2. Sensitivity study to sparsity ratio constraint and comparison to parameter-sharing
baselines on GLUE dev dataset.

Total Params
%

New params
Per Task QNLI SST-2 MNLIm/mm CoLA MRPC STS-B RTE QQP Avg

Full fine-tuning 9.00× 100% 93.5 94.1 86.5/87.1 62.8 91.9 89.8 71.8 87.6 85.0
Diff-Pruning (struct.) 1.01× 0.1% 92.7 93.3 85.6/85.9 58.0 87.4 86.3 68.6 85.2 82.5
Diff pruning (struct.) 1.03× 0.25% 93.2 94.2 86.2/86.5 63.3 90.9 88.4 71.5 86.1 84.5
Diff pruning (struct.) 1.05× 0.5% 93.4 94.2 86.4/86.9 63.5 91.3 89.5 71.5 86.6 84.8

BitFit* 1.01× 0.08% 91.1 93.3 - 62.9 91.5 89.5 75.1 87.6 -
LeTS (p) 1.01× 0.1% 92.3 93.3 85.3/85.7 63.5 91.6 89.6 75.1 87.4 84.9
LeTS (p) 1.03× 0.25% 92.7 93.9 85.9/86.2 64.1 91.7 89.8 75.7 87.6 85.3
LeTS (p) 1.05× 0.5% 92.9 94.0 86.4/86.2 64.4 91.9 89.8 75.8 87.6 85.4

* BitFit does not report all the performance on GLUE dev set.
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3.5 Related Work

Fine-tuning for transfer learning. Transferring a pre-trained model to a task of interest

can be achieved by fine-tuning all the weights on that single task [64]. Recent advances in

text classification [33, 98, 73, 168] have been achieved by fine-tuning a pre-trained transformer

[155]. However, it modifies all the weights of the network which is parameter inefficient for

downstream tasks.

Multi-task learning. Multi-task learning (MTL) learns models on multiple tasks simul-

taneously and utilizes them across a diverse range of tasks [19]. MTL has been widely exploited

using BERT and shows good performance on multiple text classification tasks [96, 28]. In this

work, we assume multiple tasks arrive in stream (i.e., online setting) and thus jointly training is

not available as discussed in Sec. 3.1. Moreover, it is challenging to balance multiple tasks and

solve them equally well in training [143]. LeTS can be potentially combined with MTL. This

will change our assumption of online settings (task arrives one-by-one) to ‘n tasks arrive at the

same time’. The n tasks will be searched and fine-tuned together. We leave this combination as a

future work.

Parameter sharing for fine-tuning. Adapter is an alternative for parameter-efficient

BERT models for online settings [63]. It works well on machine translation [9], cross-lingual

transfer [154], and task composition for transfer learning [115]. These task-specific adapters are

inserted between layers and cannot exploit the computation sharing because of the modification

on the bottom layers. Recent work [53] use l0 normalization to train a mask during fine-tuning for

multi-task NLP. In this section, we propose a novel method to prune weight difference based on

SNIP [89] to condense the task-specific knowledge which achieves better parameter efficiency.

Hardware-aware NAS. Recent advances in NAS leverage differentiable methods by

relaxing the selection of architectures in a continuous space to reduce the high search cost of

RL-based NAS [185, 147, 148]. Previous differentiable NAS work [164, 94, 156, 43] mainly

focus on computer vision tasks. In LeTS, we combine the searching algorithm of [164] and
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[94] to resolve a unique problem in NLP. LeTS also presents a novel search space with a

computation-aware loss function to search model with high task accuracy and computation

sharing ratio.

Model compression. Model pruning is another way to reduce DNN model size and

computation. [51] prune weights in BERT based on magnitude, [54] use iteratively reweighted

l1 minimization, and [85] leverage cross-layer parameter sharing. Other works distill knowledge

from a pre-trained model down to a smaller student model [132, 145, 72]. Note that LeTS is

orthogonal to all these methods, as we did not modify the pre-trained parameters. we leave this

combination as future work.

3.6 Conclusion

We propose LeTS, a transfer learning framework that achieves computation and parameter

sharing when multiple sub-tasks co-exist. LeTS proposes a novel architecture space that can

reuse computed results to reduce computation. By leveraging NAS with a computation-aware

loss function, LeTS can find models with high task performance and low computation overhead.

By treating the fine-tuned weight as the sum of pre-trained weight and weight difference, we

present an early-stage pruning algorithm to compress weight difference without task performance

decrease. The integration of the above novelty enables even more computation reduction

by exploiting the sparsity of the weight difference. LeTS achieves better task performance

compared to previous parameter-sharing only methods. Also, by leveraging computation sharing,

LeTS engenders large computation reduction to enable scalable transfer learning. LeTS can be

combined with multi-task learning to achieve better task performance and we leave it as a future

work.
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Chapter 4

Designing DNNs with Model Parallelism
for Multi-device System

4.1 Inefficiency of Existing Neural Architecture Search
Approach

Deep neural networks (DNNs) are increasingly adopted in various fields due to their

unprecedented performance. Enormous architecture-level advancements have been proposed

to improve the performance and efficiency of DNN execution [146]. In the meantime, Neural

architecture search (NAS) [186, 185] enables a new line of research that aims to design efficient

DNN topology for target hardware platforms. Existing hardware-friendly NAS techniques [164,

17, 147] target to identify efficient models on single CPU/GPU systems by introducing the notion

of FLOPs, model size, or predicted latency into the searching process. However, in modern

real-time and cloud computing scenarios, multiple computation components co-exist and are

shared by different tasks or users.

There are two types of parallelism when executing a NN on a multiple-device platform. (i)

Model parallelism partitions operations into different parts and assigns them to different devices.

(ii) Data parallelism distributes the inference data onto multiple devices and duplicates the entire

model on each device. However, data parallelism has several limitations: (i) Data parallelism

can increase the throughput of the application but not the end-to-end inference latency, thus it is

not suitable for real-time applications. (ii) Data parallelism may incur severe communication
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overhead during the setup stage since the inputs need to be distributed to each available device.

(iii) Data parallelism is infeasible when the model size is too large to fit on a single device with

constrained memory. With the increasing model size of SOTA neural networks, the fact in (iii)

is becoming more stringent, especially for edge devices with very limited memory. In contrast,

emerging multi-device computing systems and device-to-device communication techniques (e.g,

5G communication, NVLINKs, and PCIe Gen 4) can benefit model parallelism. Because our

goal is to reduce application latency, model-level parallelism is a promising candidate.

The designed search spaces of conventional NAS can be classified into two main cat-

egories (see Figure 4.2): (i) Layer-wised search. Existing latency-oriented model searching

methods [164, 17, 17] explore model architectures that are analogous to chain-like wired mo-

bilenetV2 with the building block shown in Figure 4.2(a). This topology is hard to parallel

across multiple computation components due to data dependency. (ii) Cell-structure search.

Another line of methods [186, 94] proposes to search a building block, called cell, on small tasks

(e.g., CIFAR-10) and transfer the searched cell for training on a large task (e.g., ImageNet). The

model in this space has certain levels of parallelism due to the concurrent execution of different

blocks inside each cell. However, the concatenation (concat) operations between cells prevent

further parallelism since they synchronize the execution and increase communication overhead.

To overcome these constraints, ColocNAS is motivated to automate the design of suitable neural

network architectures for multi-device platforms to achieve low inference latency and high task

accuracy.

Designing an efficient model to achieve model parallelism across devices is a non-trivial

task. It is challenging since: (C1) The searched architecture needs to keep a high accuracy

while reducing its runtime overhead. (C2) While neural networks with more complicated

wiring patterns have a higher chance for model parallelism, predicting their execution time is

challenging for latency-aware NAS. (C3) The actual latency of a specific network architecture in

a multi-device setting depends on the device placement policy, which is unknown ahead of time.

To tackle these challenges, we propose ColocNAS, a differentiable NAS framework that
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Figure 4.1. (a) ColocNAS Design overview and (b) roadmap between accuracy and latency
of NAS methods. DP+NN refers to device placement (DP) policy and neural network (NN)
architecture for deploying. ColocNAS significantly outperforms other NAS methods, when
running on multiple devices.

effectively searches network architectures for the given hardware environment. ColocNAS

resolves all the aforementioned challenges (C1-C3) using the following solutions (as shown

in Figure 4.2 (a)): (S1) ColocNAS designs a new search space with less synchronization and

communication overhead by exploring elaborate connectivity patterns in the NN. (S2) Based on

the observation that similar computation graphs yield closer latency, ColocNAS leverages offline

latency profiling and k-Nearest Neighbors (kNN) with graph similarity to predict latency for the

searched model in the online phase. (S3) ColocNAS employs uniform workload distribution

as the expert placement policy to facilitate offline latency profiling and to guide online latency-
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Figure 4.2. An example of basic building blocks in three types of search space. (a) layer-wise
searched model (b) a cell-based searched model (c) a new search space proposed in ColocNAS.
The yellow circle refers to the concatenation node. bi

n denotes the nth block in ith cell (i.e., layer).

aware NAS. This policy leverages the intrinsic structure features of the DNN in the new search

space. After online NAS, the placement of the searched model is further fine-tuned using a

Reinforcement Learning (RL)-based algorithm to reduce its runtime on the target platform.

Our framework offers a holistic solution to designing efficient and accurate neural net-

works on multi-device systems. Extensive experiments show that ColocNAS reduces inference

latency by a large margin while achieving competitive accuracy and latency as shown in Fig-

ure 4.1(b). Our work sheds light on a new dimension (device-level parallelism) of hardware-aware

NAS algorithms.
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4.2 Related Work

4.2.1 Neural Network Accelerator

There has been a line research that targets to develop specific hardware for efficient NN

execution. The runtime and energy consumption bottleneck of existing NN accelerators are

induced by memory access. As such, designers are seeking to shift expensive DRAM access into

low-cost device-to-device communication. To meet this need, the new generation of V100 GPU

has NVLinks that are hardware linkers for direct data communications between devices. TPUs

are also equipped with high-speed network connection across devices [74]. These emerging new

data communication technologies will greatly reduce the latency and energy overhead due to

intensive DRAM access, thus making model parallelism more efficient.

4.2.2 Neural Architecture Search

Prior works [186] used RL methods for NAS. However, these methods are computation-

ally expensive, as the rewards are obtained by sampling different architectures and training them

to acquire accuracy. Recent works also try to reduce searching time using weight sharing mecha-

nisms [10, 93] or gradient-based methods [94, 164]. ColocNAS combines two gradient-based

methods [164, 94] by using an approximated second-order derivative to train the architecture

parameters and converting them into probability using and Gumbel Softmax equation [164] for

architecture selection. Previous cell-structured NAS works [94, 186] employ CIFAR-10 as a

proxy for searching normal cells and reduction cells, then transfer the searched blocks to form a

large network for CIFAR-10 and ImageNet evaluation. ColocNAS also applies this optimization

mechanism to reduce searching time.

For hardware-aware NAS, existing works [164, 147, 17] target to optimize the latency

on a single GPU/CPU device with a layer-wise search space. As such, the runtime latency of a

given neural architecture is approximated using a pre-trained neural-based latency predictor [17],

or by summing up the latency of each layer obtained from a pre-profiled look-up table [164]. As
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our search space generates much more complex wired networks, we propose a new end-to-end

latency estimation method that predicts the inference runtime after device placement.

4.2.3 Neural-based Device Placement

After the proper architecture is found by ColocNAS, we need to place the operations in

the model onto the target hardware system. The expert placement policy (uniform partition) can

be further optimized using RL algorithms [105]. ColocRL [105] leverages the policy gradient to

optimize the placement latency.As none of this work is open-sourced, we rebuild the ColocRL

(policy gradient) method for device placement to reduce the runtime latency.
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4.3 ColocNAS Design

ColocNAS uses differentiable neural architecture search (DNAS) by combining two

gradient-based methods [164, 94] to solve the problem of topology design. We formulate the

neural architecture search problem as a non-convex optimization problem as shown in Eq. (4.1).

A promising architecture yields small latency and high task accuracy:

min
α∈A

min
wα

L(α,wα) (4.1)

Here, A is a new search space proposed in ColocNAS, α ∈ A is a set of continuous variables that

specify a possible architecture, wα is the weight parameter of the network. L is the loss function

that penalizes both accuracy degradation as well as the increase of inference latency. The design

flow of ColocNAS is detailed in Algorithm 4.

Algorithm 4. ColocNAS Design Flow.

Input: Prototyping Hardware Devices (τ); Device Number (Nτ); ArchTable Size (Narch);
Cell Number Nc; Possible Operations (Ops).

Output: Fine-tuned Device Placement Policy PRL; Model Mout .
Offline Profile:

1: for i = 1, ...,Narch do
2: Mi← Random Generate(Nτ ,Ops,Nτ ,Nc)
3: Pi← Expert Placement Policy(Mi)
4: Arch Table← Hardware Pro f ile(Mi,Pi,τ)
5: end for

Online Searching and Training:
6: March← Searching(Arch Table,Ops,Nτ ,Nc)
7: Mout ← Training Model(March)

RL Fine-Tuning:
8: PRL← RL FineTuning(Mout ,τ)

4.3.1 Search Space

Previous works search models with layer-wise or cell-based structures as shown in

Figure 4.2 (a) and (b). The layer-wise structure is suitable for a single CPU device as the

identified model topology is very regularized and its execution is fast due to data locality.
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However, the resulting chain-like model is not suitable when multiple devices are available for

parallelism, as each layer can only start execution when the outputs of all its previous layers

are computed. For the cell structure search space, its evaluation can be paralleled. Yet, the

concatenation at the end of each cell node works as a synchronization unit that collects all the

results inside the cell blocks before starting the computation in the next cell. This synchronization

incurs severe communication overhead (the red arrow in Figure 4.2) and hinders computation

parallelism. As such, we proposed a new search space that reduces the participants of the

synchronization unit in order to minimize the delay of computation as shown in Figure 4.2(c).

ColocNAS uses the same definition of search blocks and cells while introducing a new block

connectivity pattern by ‘duplicating’ the concatenation nodes.

The traditional cell consists of an ordered sequence of N blocks where each block has

two input edges (i, j) as shown in Figure 4.2(b). An edge can be selected from two sources:

(i) previous blocks in the current cell; (ii) the output of the previous two cells. Each edge is

associated with an operation that is determined after the search (o(i, j)) is performed. Assuming

the inputs of the block are x1 and x2, the output of the block is computed as follows:

b j =
2

∑
i=1

o(i, j)(xi) (4.2)

The intermediate results from the N blocks are concatenated together to form a single cell output

xi. Since we identify that this concatenation node is the bottleneck for achieving device-level

parallelism, the new search space is defined as follows.

Instead of reducing towards a single concatenation node in each cell, the blocks of

the ith cell will be evenly connected to C different concatenation nodes, resulting in outputs

xi = [xi
1,x

i
2, ...,x

i
c]

T . For the nth block in the ith cell, we define block connectivity parameters β i−1
n

as the probability over each possible connection between the current block to any concatenation

node in (i−1)th layer. It will be used to compute the weighted sum input xi−1
n from previous

layer i−1 as:
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xi−1
n = so f tmax(β i−1

n ) · xi−1

=
C

∑
c=1

exp(β i−1
n,c )

∑
C
c′=1 exp(β i−1

n,c′ )
xi−1

c (4.3)

Here β i−1
n is a vector of size 1-by-C. xi−2

n is computed from β i−2
n using the same method as Eq.

(4.3).

Note that ColocNAS explores optimal network architectures by solving the bi-level

optimization problem defined in Eq. (4.1). The optimization variable α = {β ,ops} where β

is the block connectivity parameter and the softmax of ops is the probability vectors over the

pre-defined set of DL operations for every possible connection (The candidate operations are the

same as [17]). At the end of the search, we choose the connectivity of the nth block in ith cell

from the previous two cells as xi−1
c = argmaxc β i−1

n and xi−2
c = argmaxc β i−2

n .

Through comparison experiments, we find that using Gumbel softmax [164] over β i
c in

Eq. (4.3) can improve both the accuracy and latency of the searched model compared to the

softmax function.

Given xi−1
n ,xi−2

n as the computed input from the previous two cells for the ith cell, the

output of each block bn
i would be the weighted sum over ops [94] during architecture search.

4.3.2 Offline Hardware-bounded Latency Profiling

ColocNAS integrates a latency-aware, gradient-based NAS for the target devices into the

searching process to make the low latency model preferable. Recall that the optimization variable

α in our search space is a set of probabilistic variables, thus the inference latency given a specific

choice of α is also a random variable lat. We use the expectation value of the latency variable

to assess the quality of the architecture choice α . However, computing the latency expectation

over a architecture probability Elat(pα) on the given devices is challenging since: (i) Measuring

the real latency value of each architecture during the searching process is infeasible due to the

prohibitive latency cost. (ii) The latency of a complex graph is hard to predict while considering

79



the delay incurred by data movement. (iii) The latency value of an architecture choice is highly

dependent on the placement policy, which makes it hard to compare the optimal latency values

of different network topologies. To resolve the above problems, the first stage of ColocNAS is

an offline latency profiling step that measures the inference time of diverse network architectures

on the target devices.

Besides, to disentangle the complexity of model placement on the given hardware, we

use a pre-defined expert placement policy for all searched architectures. In particular, our expert

placement policy uniformly distributes each concatenation node and the associated operations

onto all existing devices. By doing so, we reduce the overhead of synchronization and the

cross-device communication compared to the traditional cell-based search space as shown in

Figure 4.2(c).

It is also intractable to profile the latency values of all the architectures in the entire search

space (∼ 1020 models). Leveraging the observation that similar neural networks yield closer

runtime latency, we propose a method to approximate the latency of a complicated wired neural

network using k Nearest Neighbour (kNN). We randomly generate architectures and profile their

latency values on the target hardware using expert placement policy to obtain a lookup table

ArchTable. The distance between two neural networks can be measured by using graph edit

distance [46]. To approximate the latency expectation over an architecture parameter, we first

convert α into the corresponding probability variable pα which includes the following two parts:

pops = So f tmax(ops), (4.4)

pβ = GumbelSo f tmax(β ). (4.5)

Given a specific choice of the probability parameter pα = {pβ , pops}, we sample N neural

network architectures arch1,arch2, ...,archN . The expectation value of the latency variable is

then approximated as:

80



Elat(pα)≈
1
N

N

∑
n=1

kNN(archn,ArchTable). (4.6)

where the kNN(cot) function returns the average latency of the top-k closest architecture

latencies for input archn.

4.3.3 Online Latency-aware Architecture Searching

ColocNAS aims to find a network architecture with low latency and high task accuracy.

As such, we define the loss function of ColocNAS’s online searching phase as follows:

L(α,wa) =CE(α,wa)+λ1Llat , (4.7)

Llat = exp(−||pα − p̂α ||2) ·Elat(pα). (4.8)

Here, CE(α,wa) is the cross-entropy loss given the architecture parameter α and the weights

wa. λ1 is the scaling factor within the range [0,1] that controls the trade-off between accuracy

and latency. Elat(pα) is the expected latency of the specific architecture parameter obtained

from Eq. (4.6). For the latency term, we add a regularization term exp(−||pα − p̂α ||2) where

p̂α = 1
N ∑

N
n=1 archn to make the latency term differentiable to the architecture parameters α .

If the sample mean value of the architecture probability p̂α is far from the true one pα , the

corresponding latency term will be weighted less. Note that after the model is searched, we train

the model from scratch to obtain the final accuracy.

4.3.4 RL-based Device Placement Fine-tuning

Once the model is searched and trained, the model can be directly deployed onto the target

hardware systems using the expert placement policy that uniformly distributes the workload to

each available device. However, this heuristic-based device placement policy may not be optimal

considering the heterogeneous property of the underlying computing platforms. To further

optimize the latency of the searched architecture Γ, the last step of the ColocNAS leverages
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policy gradient for device placement on the given hardware. We apply the RL-based method

proposed in [105] where the policy network is an attentional auto-encoder that takes the neural

network graph as input. Each input in the encoding sequence is the concatenated embedding

of the operation type, connectivity, and output shape of each block in the graph. The decoder

sequentially generates the placement policy P. The goal is to learn the policy π(P|Γ;θ) to

minimize the objective J(θ) = EP∼π(P|Γ;θ)[R(P)|Γ]. Here, R(P) is the expectation of the reward

(execution time).

The policy gradients are computed via the REINFORCE equation [161] as follows:

∇θ J(θ) = EP∼π(P|Γ;θ)[R(P) ·∇θ logp(P|Γ;θ)] (4.9)

By sampling K placements following the placement policy probability P∼ π(·|Γ;θ), the

expectation of reward R(P) can be estimated and the policy gradient is computed as:

∇θ J(θ)≈ 1
K

K

∑
i=1

(R(Pi)−B) ·∇θ logp(P|Γ;θ) (4.10)

Here B is the mean value of the rewards computed from the K sampled placements. ColocNAS

leverages the intrinsic structure of the architecture in the new search space and performs device

placement only for blocks and concatenation nodes (Figure 4.2 (c)). As a result, the training of

the policy network π(P|Γ;θ) converges much faster compared to the original one in [105].
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4.4 ColocNAS Evaluation

In this section, we demonstrate ColocNAS’s effectiveness of model-level parallelism

and accurate classification performance on CIFAR-10 and ImageNet tasks compared to the

state-of-the-art NAS methods.

4.4.1 Experimental Setup

We run ColocNAS on different device configurations and evaluate the searched architec-

tures in terms of its test accuracy and inference latency.

Searching phase setup. ColocNAS searches two types of cells, namely, a normal cell and a

reduction cell. We put the reduction cell at 1/3 and 2/3 location of the neural architectures. After

each reduction cell, we double the number of output channels in the network. The operations

searched in the reduction cell has stride= 2.

The model that uses on the searching phase has 8 cells. Larger networks can be built by

stacking multiple normal cells in between the reduction cells. We alternatively update the two

variables (α and wα to solve the bi-level optimization problem in Eq. (4.1). In particular, we use

second-order approximations to update the architecture parameter α . All possible operations in

the search space and relevant searching details are the same as DARTS [94].

Hardware platforms and corresponding search space. To prove the generality of ColocNAS on

different platforms, we test our method on two types GPUs and 6 different device configurations:

(i) 2/3/4 Tesla K80 GPUs with Gen3 PCIe device connection. (ii) 2/3/4 Tesla V100 GPUs with

NVlink connections.The device placement algorithm and latency profiling for cell structure are

implemented in Tensorflow v1.14. For each device setting, we set the number of concatenation

nodes to be the same as the number of devices to facilitate the expert placement policy. Since the

device configuration determines the search space as shown in Figure 4.2, we name the search

space with 2/3/4 GPUs as ColocNAS-SP-2/ColocNAS-SP-3/ColocNAS-SP-4. We denote the

searched architectures as ColocNAS-b4c2/ColocNAS-b6c3/ColocNAS-b4c4 which have 4/6/4
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number of blocks and 2/3/4 concatenation nodes in each cell for hardware settings with 2/3/4

GPUs, respectively.

4.4.2 Latency Prediction Results

Recall that ColocNAS applies the kNN method to estimate end-to-end latency. We

sample 10,000 architectures that are mapped using the expert placement policy to available GPUs

on both CIFAR-10 (32×32×3) and ImageNet (224×224×3) datasets. We set the total number

of cells to be 14 and 20 for ImageNet and CIFAR-10, respectively. For CIFAR-10 and ImageNet

for evaluation, we added one/two initial stem cells to downscale the raw images, respectively.

Figure 4.3 shows the effectiveness of our kNN-based latency predictor. The latency is

profiled in search space ColocNAS-SP-4 with ImageNet input (batch size is 32) on 4 Tesla K80

GPUs. We use 5% of the profiled data for testing. The profiling takes 2.5 days on 8 GPUs.

The RMSE error is 0.22ms on the test data, which is adequate for the latency prediction of

complicated graphs. Note that this off-line profiling is a one-time profiling process, that can be

used to search different NN architectures when tuning the λ1 parameters in the Eq. (4.7).

Figure 4.3. Effectiveness of kNN-based end-to-end latency predictor on the ImageNet data with
4 Tesla K80 GPUs. We determine K = 5 using cross-validation, which yields RMSE 0.22ms on
the test set.
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4.4.3 Results of Latency-aware NAS

Cifar-10 benchmark

After the architecture is searched, we train the weight parameters of the resulting network

for 1,500 epochs using a batch size of 96 and Adam optimizer. As shown in Table 4.1, ColocNAS

maintains a competitive test error rate (2.36% on average) in different hardware settings. In

the meantime, ColocNAS reduces the inference latency by a large margin (1.24×/1.34×/1.50×

faster on 2/3/4 Tesla K80 GPUs compared to DARTS 2-gpu) on multiple devices thanks to the

parallelizable search space and differentiable latency guidance. ColocNAS uses a search space

with elaborated connectivity and an online kNN-based latency lookup, thus the search cost is

higher than DARTS (Table 4.1). Empirical results show that ColocNAS is still among the fastest

NAS techniques due to our gradient-based method and CIFAR-10 proxy.

Table 4.1. Performance comparison between ColocNAS and the state-of-the-art NAS methods
classification. The test error and inference latency on CIFAR-10 benchmarks are shown here.
For the cell-based method, the latency is tested by reconstructing the model using open-source
code from DARTS [94]. ‘-’ indicates the model for CIFAR-10 is not publicly available. We use
a batch size of 32 for all latency evaluations. The latency of ColocNAS is tested on 2/3/4 Tesla
K80 GPUs after RL fine-tuning and ‘DARTS 2-gpu’ are tested on 2 GPUs using RL placement.
Other baselines are tested on a single Tesla K80 GPU.

Model
Search
Space

Search
Method

Search Cost
(GPU hours) # Params

Test Error
(%)

Latency
(per image)

Normalized
Reduction (%)

DenseNet-BC - manual - 25.6M 3.46 14.8 ms 0.0
NAONet cell gradient 4.8K 10.6M 3.18 8.4 ms -43.2
PNAS cell SMBO 6K 3.2M 3.41 3.14 ms -78.8

Amoeba-A [126] cell evolution 76K 3.2M 3.12 3.10 ms -79.1
Amoeba-B [126] cell evolution 76K 2.8M 2.55 3.04 ms -79.4

DARTS (2nd) [94] cell gradient 24 3.2M 2.76 3.12 ms -78.9
NASNet-A [186] cell RL 48K 3.3M 2.65 3.24 ms -78.1

DARTS 2-gpu [94] cell gradient 24 3.2M 2.76 3.01 ms -79.7
ColocNAS-b4c2 new space gradient 41 3.4M 2.31 2.43 ms -83.6
ColocNAS-b6c3 new space gradient 49 3.5M 2.35 2.24 ms -84.9
ColocNAS-b4c4 new space gradient 51 3.4M 2.42 2.01 ms -86.4
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Table 4.2. Transferability classification error on ImageNet benchmarks. For NAS in layer-wise
search space, the latency is tested by using open-source evaluation code from the papers. ‘-’
indicates the number is not shown in the original paper or the model is not publicly available.
The latency results in the table are tested on Tesla K80 GPUs. The RL setting for the baseline is
evaluated on 2-GPU. With more GPUs, the baseline would yield the same latency as the models
can hardly be parallelized across devices.

Model
Search
Space

Search
Method

Search Cost
(GPU hours) # Params # FLOPs

Test Accuracy
(Top-1 %)

Latency
(-RL/+RL)

Normalized
Reduction (%)

MobileNetV2 - - - 3.4M 300M 72.0 3.51/3.51 ms 0.0
ShuffleNetV2(1.5) - - - 3.5M 299M 72.6 3.32/3.32 ms -5.4
Amoeba-A [126] cell evolution 756K 5.1M 555M 74.5 3.13/ 3.02 ms -14.0
NASNet-A [186] cell RL 48K 5.3M 564M 74.0 3.22/ 3.10 ms -11.7

DARTS (2nd) [94] cell gradient 24 4.9M 595M 73.1 3.09/2.98 ms -15.1
MnasNet-65 [147] layer-wise RL 91K 3.6M 270M 73.0 - -

MnasNet [147] layer-wise RL 91K 4.2M 317M 74.0 - -
FBNet-A [164] layer-wise gradient 216 4.3M 249M 73.0 2.93/2.93 ms -16.5
FBNet-B [164] layer-wise gradient 216 4.5M 295M 74.1 3.41/3.41 ms - 2.8

ProxylessNAS-mobile [17] layer-wise gradient 200 6.9M - 74.6 3.95/3.95 ms +12.5
ProxylessNAS-GPU [17] layer-wise gradient 200 7.1M - 75.1 2.80/2.80 ms -20.2

ColocNAS-b4c2 new space gradient 41 4.7M 546M 74.9 2.67/2.51 ms -28.5
ColocNAS-b6c3 new space gradient 49 4.8M 572M 74.6 2.41/2.23 ms -36.5
ColocNAS-b4c4 new space gradient 51 4.8M 566M 74.1 2.18/2.07 ms -41.0

ImageNet Results

Using the normal and reduction cell found by the latency-aware searching step, we stack

14 cells to build a neural network for ImageNet evaluation. The network is trained for 360 epochs

with power cosine learning rate and SGD optimizer with Nesterov-momentum.

The comparison results are shown in Table 4.2. Compared to the state-of-the-art

NAS methods, our model shows a competitive error rate on the test dataset (25.47% on av-

erage). Furthermore, our model outperforms all other state-of-the-art NAS methods in terms

of inference latency when deploying in a multiple-device hardware environment. With 2/3/4

GPU settings, ColocNAS achieves 1.57×/1.77×/1.91× execution speedup compared to the

ProxylessNAS-mobile on Tesla K80. For Tesla V100 GPUs, ColocNAS yields a similar speedup

compared to DARTS and ProxylessNAS. Applying the RL placement, we directly tested models

searched for Tesla K80 onto the new hardware systems and the latency per image for ColocNAS-

b4c2/b6c3/b4c4 are 0.66/0.61/0.54 ms on 2/3/4 Tesla V100 GPUs, which are 1.12×/1.21×/1.35×

faster than DARTS (0.74 ms) and 1.28×/1.39×/1.57× faster than ProxylessNAS-mobile (0.85
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ms). This corroborates that ColocNAS preserves a high task accuracy while reducing the la-

tency overhead. We also notice that if without the guidance of the hardware-bounded latency

estimation (λ1 = 0 in Eq. (4.7)), the latency incurred by ColocNAS will increase by +0.23ms

(ColocNAS-b4c4) on Tesla K80 GPUs. Based on our observation, the latency regularization

term encourages computation-efficient operations on the timing critical paths in the model. In

addition, it explicitly helps to reduce the number of connectivity across blocks compared to

model searching without latency guidance.

Performance Discussion

One can observe the trade-off between accuracy and latency from Table 4.1 and 4.2.

ColocNAS aims to achieve hardware-aware NAS for fast model inference by reducing the

communication overhead between multiple computing platforms. However, the reduction in

communication would incur accuracy degradation since the information exchange between

sub-graphs for each device is reduced.

Table 4.1 and 4.2 show that the latency improvement of ColocNAS is sublinear with the

number of computing devices. This is caused by the non-negligible communication overhead

between devices and system control overhead.

4.5 Conclusion

In this chapter, we propose ColocNAS, an end-to-end, differentiable neural architecture

searching framework that is aware of the hardware-bounded latency. ColocNAS introduces an

innovative parallelizable search space that reduces synchronization/device communication for

model parallelism. For the first time, ColocNAS is able to maximize device utilization of multiple

computing platforms by decoupling the task of hardware-aware NAS into three steps: offline

hardware latency profiling, online latency-aware searching, and RL-based device placement

fine-tuning. As a result, ColocNAS automates the design of neural architectures that achieve

high task accuracy and low runtime latency for a given hardware setting. We perform extensive
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experiments and corroborate that ColocNAS reduces the inference latency by a large margin

in a multi-device environment while maintaining a competitive task accuracy compared to the

state-of-the-art hardware-aware NAS methods.
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Chapter 5

Accelerating DNN Training and Searching
by Reusing Pretrained Model and Progres-
sive Learning

5.1 Introduction

Vision transformer (ViT) models are promising to achieve the state-of-the-art performance

on various computer vision tasks [39, 52, 151, 152]. While the performance frontier keeps

pushing forward, the training costs also scale with the growth of parameters. For example,

Dehghani et al. [35] scaled a ViT to 22 billion parameters. Furthermore, recent research [99]

shows that transformers require much more training steps and larger datasets to better generalize

compared to convolutional neural networks (CNNs), imposing even more scaling costs of ViTs.

Among various transformer training acceleration and cost reduction techniques [67, 25,

166, 175, 140], one promising method is to reuse small pretrained models to initialize a large

model before training. By scaling a small pretrained model with various expansion operators and

using it to initialize the large model, the implicit knowledge facilitates faster model convergence.

Previous studies such as bert2BERT [21] focused on preserving the functionality of the small

pretrained transformer, when growing transformer width (i.e., hidden dimensions). A recent

work learn-to-grow [159] learns linear mappings to scale the pretrained model by minimizing

the task loss during model expansion.
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However, we identify a set of critical limitations in the existing approaches through

a comprehensive investigation (Sec 5.2.3). (L1) Maintaining the functionality during model

scaling is not the only key factor to achieving a high speedup and final task accuracy. We identify

that the other critical factor is retaining the optimizer states of the weights, because that preserves

the direction of model updates when the functionality is preserved. Previous methods [159, 21]

do not include these optimizer states during model scaling. (L2) Training discrepancies exist

between the pretrained weights and the new weights because the new weights introduced during

scaling do not have optimizer states built up before training. (L3) The functionality of a pretrained

model is hardly preserved by simply expanding a small pretrained model in multiple dimensions

all at once.

To address these limitations, we propose a new method, TripLe1, which partially expands

a pretrained model before training and grows the rest of the parameters during training. TripLe

conducts the expansion of model width and depth in a serialized fashion. Tackling L1, we

scale the width of the pretrained transformer with their optimizer states to initialize the scaled

model and optimizer. So the pretrained weights will maintain their updated directions during

training. After a short warmup training phase, the new weights will obtain their training states.

To address L2, we increase the depth of ViTs by copying the existing weight parameters and their

training states. As such, the optimizer states obtained from the first stage can be leveraged by the

second expansion, mitigating the training mismatch between new and pretrained weights. For L3,

when serializing the width and depth expansion, each expansion stage will mostly preserve the

functionality of the small pretrained model, enabling faster convergence of the training period.

TripLe offers the best of the two worlds – pretrained model reuse and progressive learning.

Our exploration shows that they are two extreme cases for transformer scaling: the pretrained

model reuse technique will scale a small pretrained model in multiple dimensions toward the

target model before training, while progressive learning starts from a randomly initialized model

1We call it TripLe because it incorporates three principles: reusing pretrained models, progressive learning, and
knowledge distillation.
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and grows parameters during training until reaching the target large model. We observe that

these methods in fact benefit each other on ViT training: reusing a pretrained ViT facilitates

faster convergence of progressive learning at each stage, while progressive learning constructs

the training states that help the ViT scaling. To further improve model quality, we augment

TripLe with knowledge distillation (KD) [60]. Specifically, TripLe applies the pretrained model

to initialize a large model and KD uses the pretrained model to provide teaching signals during

training.

Experiments and Results. We evaluate TripLe with both single-trial model scaling and multi-

trial neural architecture search (NAS). With single-trial training, we scale various ViTs, and

compare the training time and task accuracy against from-scratch training and a variety of baseline

model scaling methods. When scaling pretrained ViTs size by 8×, TripLe saves the training time

up to 71.0%∼80.9% compared to from-scratch training. Other model scaling methods hardly

achieve performance neutrality against from-scratch training on large ViT models. Moreover,

with the same training budget as from-scratch training, a 44MB ViT (expanded from a 5MB ViT)

outperforms both the official 86MB DeiT-B (by 0.2%) and KD alone (by 1.0%) in ImageNet-1k

task accuracy. Combining TripLe with KD, the 44MB model shows a 1.8% higher task accuracy

compared to using KD alone.

TripLe enhances NAS performance by finding a 27MB model that outperforms the task

accuracy of the 86MB DeiT-B [151] and the model searched by traditional multi-trial NAS. One

of the significant downsides of multi-trial search is a long searching time [185], as sampled

models are always trained from scratch. To reduce training time, prior approaches typically use

∼10% of the final training time to approximate model accuracy. Yet, this proxy accuracy is too far

from the final accuracy. Our method can be viewed as a new form of ‘weight-sharing’ designated

for multi-trial NAS. TripLe allows each trial to start from a pretrained model (Figure 5.2). The

proxy accuracy obtained from TripLe shows a higher correlation with the final task accuracy

compared to training from scratch. After the model is searched, we further improve the model

performance using TripLe during model evaluation.
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Table 5.1. ViT [151] for evaluating TripLe. New model variants SL24/BL24 only change the
#layers of DeiT-S/DeiT-B.

Model
(DeiT-)

hidden
dim #heads #layers #params

FLOPs
(billions)

Top-1†

Acc
Top-1‡

Acc
Ti 192 3 12 5M 2.16 72.0 72.1
S 384 6 12 22M 8.50 79.5 79.8
B 768 12 12 86M 33.72 81.0 81.8
L 1024 16 24 307M 119.36 82.1 82.2

SL24 384 6 24 44M 16.87 80.0 -
BL24 768 12 24 172M 67.21 81.4 -

† Top-1 Accuracy of our DeiT re-implementation with 300 epochs of training.
‡ Official Top-1 task accuracy under 300 epochs of training.

5.2 Scaling Vision Transformers

In this section, we introduce the Vision Transformers (ViTs) studied in this section.

Furthermore, we perform a comprehensive investigation on the performance of existing scaling

operators.

5.2.1 Vision Transformer

Transformer [38] was first employed in vision tasks by Dosovitskiy et al. [39]. ViT first

extracts features from raw image patches using a CNN and feeds the extracted features as the input

to the transformer. DeiT [151] finds that the model can achieve a high task accuracy on ImageNet-

1k [36] dataset when applying strong image augmentation with knowledge distillation [4]. Many

follow-up works propose ViT variants for better task accuracy [152, 52, 153, 181, 22].

This study focuses on scaling pretrained ViTs, and our experiments reuse the DeiT

architectures [151]. To study scaling ViTs in both depth and width, we also introduce two model

variants namely DeiT-BL24 and DeiT-SL24 given in Table 5.1.

5.2.2 Revisiting Operators Scaling

Recent studies [21, 159] reuse small pretrained transformers to accelerate the large model

training. These works introduce different expansion operators for transformer depth (i.e., number
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of layers) and width (i.e., hidden dimension). They then employ the expanded pretrained model

to initialize the target model. We denote the width/depth expansion operator as γ/β . The large

model Θ to be trained has L transformer layers with hidden dimension D. The pretrained model

θ has l layers with hidden dimension d.

Layer Stacking βstck and Interpolation βinpt . Layer stacking [50] and interpolation [20] are

two common approaches to increasing the transformer depth. Specifically, the operation can be

formulated as follows:

βstck : Wi = wi mod l, ∀i ∈ {1, ...,L} (5.1)

βinpt : Wi = w⌊i/k⌋, ∀i ∈ {1, ...,L},k = ⌊L/l⌋ (5.2)

Here, Wi denotes the initial weight of the i-th transformer layer in model Θ. k is the

expansion ratio of layers. By duplicating the existing layers according to Eq.5.1-5.2, we can

scale the pretrained model in depth.

Adding Identity Layers βST . Shen et al.[139] propose to add identity layers WI to maintain the

functionality of the pretrained model. We denote this layer as WI where WI(x) = x. Specifically,

each transformer layer can be viewed as two sub-layers:

x′ = x+Attention(LN(x))

y = x′+FFN(LN(x′))
(5.3)

The ‘Attention’ denotes the multi-head attention layer. ‘FFN’ denotes the feed-forward

layers following the attention layer [155]. ‘LN’ denotes the layer normalization. When initializ-

ing the scale and bias in ‘LN’, ‘Attention’, and ‘FFN’ to 0, the output of Attention(LN(x)) and

FFN(LN(x′)) will be 0 as well. In this way, the transformer layer has y and x equal. βST can be

combined with layer βstck or βinpt , i.e., where to add these identity layers. They are denoted as

βST stck and βSTinpt , respectively.
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bert2BERT γb2B: Net2Net [23] increases the width of neural networks by duplicating neurons

randomly and maintaining their output values through normalization. For transformers, it is first

applied in bert2BERT [21] for pretrained transformer scaling (Detailed in Appendix B.2).

Padding Zeros γpad0: A straightforward way to increase the transformer width is to pad zeros to

the existing weights. The small pretrained weights are on the upper-left corner of the large layer,

the rest parameters are all zero-initialized.

Special padding zeros γST : Staged-training [139] proposes a new width expansion method.

When scaling a dense layer, the width expansion can be written as:

γST (w) =

w z

z w

 (5.4)

Here, z is a d× d zero matrix. The scaled matrix has a size of D×D, where D = 2d.

(Equations for other parameters are detailed in Appendix B.2.)

Weight resizing γinpt: In this work, we propose a new baseline operator interpolation γinpt that

treats the weight matrices as images and interpolates the matrices using image resizing methods,

such as bicubic / bilinear [34] and etc. Empirically, we find bilinear outperforms other methods,

so we apply it in γinpt .

Learn-to-grow γlgt / βlgt: Besides all the above methods, learn-to-grow [159] proposes to

learn linear matrices that map the pretrained weights into larger weight matrices to preserve the

functionality of the small pretrained model (Equations in Appendix B.2.). We denote its width

and depth expansion operator as γltg and βltg, respectively.

The combination of these operators forms all the existing methods for scaling pretrained

transformers. The summary is given in Table 5.2.
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Table 5.2. Relationships between different methods and expansion operators for different
transformer scaling methods. Model Interpolation is a new baseline proposed in this section.

Method Notation width depth
bert2BERT [21] b2B γb2B βstck

Staged-Training [139] ST γST βSTinpt
Model Interpolation Inpt γinpt βinpt
Learn-to-grow [159] LTG γlgt βlgt

Pad Zero Pad0 γpad0 βstck

5.2.3 Investigating Expansion Operators

We motivate TripLe with a detailed investigation of the performance and inefficiencies of

previous scaling operators.

Investigation 1: Which operators can preserve model functionality? Many different

expansion methods, such as γb2B, γST and βST claim they are functionality preserving. We rebuild

these baselines and their initialized accuracy is given in Table 5.3 (marked in blue).

1 bert2BERT (γb2B): We find γb2B can preserve transformer functionality under constraint.

When applying γb2B to scale a d×d dense layer into 2d×2d, the original output vector o can

become ō = {o
2 ,

o
2}. After another non-linear function F , the output F(ō) can be recovered back

to F(o) through another linear function when F satisfies:

F(x) = F(x/n) ·n, n ∈ R,x ∈ R (5.5)

As GeLU in ViT doesn’t satisfy Eq.5.5, the functionality cannot be preserved. When

switching GeLU to ReLU in FFN, we find the ViT functionality can be fully maintained using

γb2B (Appendix B.2).

2 γST and βST : We find the operator γST /βST can preserve the functionality of the ViT.

βST is an identity layer and it is functionality preserving as discussed in Sec 5.2.2. For γST , when

expanding a d×d dense layer into 2d×2d, The new dense layer has output ō = {o,o} where o
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is the original output with a size of d×1 according to Eq.5.4. Because γST does not scale o as

γb2B, the output results GeLU(ō) can be recovered back to GeLU(o) after another linear mapping.

3 βstck and βinpt : Empirically, we also find βstck and βinpt can preserve partial functional-

ity. For example, when expanding S−→SL24, the expanded model with βstck/βinpt can achieve

65.56%/39.98% task accuracy, respectively. This indicates the initial task loss is small after

scaling the pretrained model using βstck / βinpt .

4 Learn-to-grow γltg and βltg: Learn-to-grow focuses on reducing the task loss L at the

beginning of the training as given in Eq.5.6 through learning linear mappings (βltg, γltg) from the

small pretrained model to the large one.

argmin
βltgγltg

Ex∼DtL(x;Θ), s.t.Θ = βltg(γltg(θ)) (5.6)

Here, Dt represents the data distribution, and Θ is a large model expanded from a

small checkpoint θ . When expanding S−→B, learn-to-grow can only achieve 72% initial task

accuracy [159] compared to 79.5% task accuracy of the small pretrained model. As such, we

conclude that γlgt /βlgt can only preserve partial functionality.

Other scaling operators discussed in Sec. 5.2.2 are not functionally preserving.

Investigation 2: Does the initial accuracy of the scaled model matter to the final task

performance?

We observe that the correlation between the initial accuracy of the scaled model and the

final accuracy is weak. Specifically, we evaluate each width/depth operator using the ImageNet-

1k dataset. (Hyperparameters in Appendix A). The results are given in Table 5.3 (marked the

columns in purple).

Among width expansion operators, γST achieves the highest initial accuracy, however,

it cannot achieve the best final accuracy across the baselines. The initial accuracy obtained

using γST can be compromised within a few training iterations. Our new baseline γinpt (not
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Table 5.3. Performance comparison between different expansion operators under 30/60 training
epochs (ep30/ep60). ‘-m’ denotes ignoring the optimizer states. ‘+m’ means we scale the
optimizer states and use them to initialize the new optimizer.

models width γ depth β

Test accuracy
∆ep60init

-m +m
ep30 ep60 ep30 ep60

Ti−→S γb2B - 0.00 72.90 76.53 72.76 76.64 +0.11
Ti−→S γST - 71.82 72.82 75.72 74.88 77.29 +1.57
Ti−→S γpad0 - 0.01 69.89 70.83 69.85 72.45 +1.63
Ti−→S γinpt - 0.00 73.04 76.50 73.25 76.11 -0.39

S−→SL24 - βstck 65.56 79.10 80.74 80.02 81.31 +0.57
S−→SL24 - βinpt 38.98 80.00 81.23 80.34 81.26 +0.03
S−→SL24 - βST stck 79.49 78.46 79.47 78.67 79.52 +0.05
S−→SL24 - βSTinpt 79.49 78.61 79.23 78.41 79.26 +0.03
Ti−→SL24 γST βstck 0.01 75.73 78.21 76.23 78.62 +0.40
Ti−→SL24 TripLe 71.82 - - 76.52 79.23 -

functionality preserving) achieves very similar final task accuracy compared to other baselines.

For depth expansion operator, γST stck/γSTinpt , can maintain model functionality. Yet, the identity

transformer layer (Eq.5.3) poses a considerable challenge for the model to be trained properly.

Investigation 3: Effect of optimizer states in scaling pretrained ViTs. ViTs are mostly

trained using AdamW [100]. That means the optimizer states also exist in the pretrained model.

Specifically, during the model update, we have:

mt = β1mt−1 +(1−β1)gt (5.7)

vt = β2vt−1 +(1−β2)g2
t (5.8)

θt+1 = θt−
λ (t)
√

vt + ε
·mt (5.9)

Here, gt is the first-order gradient of the weight parameter θ at time step t. λ (t) is the

learning rate scheduler. β1 and β2 are constant decay rates (0.9, 0.999). m and v are AdamW

states with the same dimensions as θ . Previous work, such as learn-to-grow or bert2BERT

neglects this momentum information.
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To investigate whether m and v help reduce the training time, we also apply the same width

and depth operators γ /β on m and v during model initialization. The performance differences are

listed in Table 5.3 (marked in red).

The results show that retaining optimizer states improves the model quality in general,

especially when the functionality of the pretrained model is preserved or at least partially

preserved. With width expansion, the functionality preserving γST with momentum information

outperforms the second-best baseline by 0.65%. With depth expansion, βstck shows a 0.57%

accuracy increase with momentum information. This is because functionality preserving reduces

the initial task loss and maintains the gradient gt in Eq.5.7-5.8 for pretrained weights. Together

with mt−1 and vt−1, the direction of pretrained weights update mt√
vt+ε

is preserved. One exception

is βST , because gt in the growing layers changes due to zero-initialized LN and bias (Eq.5.3).

Investigation 4: Can we perfectly scale Ti to SL24 by combining the best scaling operators

among γ and β? We expand the model from Ti−→SL24 using the best-performed operator

selected from the previous investigation, namely, γST and βstck (Table 5.3). Ti−→SL24 shows a

2.7% accuracy drop compared to S−→SL24. This is due to the limitations of simply combining

γST and βstck. (1) The functionality-preserving feature of γST and βstck is compromised, when

combining them together. This incurs the advantage of applying optimizer states. (2) For

Ti−→SL24, the weights grow from 5MB to 44MB. Among them, 24MB of the weights are zeros

introduced during model expansion. These zero values have no training states in the pretrained

model. In addition, zero values are under-trained. As such, a training discrepancy exists between

the zeros and the pretrained parameters. The issue is exacerbated once weight decay is applied

because the zero values will not be penalized at the beginning of training.
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5.3 TripLe for Scaling Single Model

Overview. We propose a new method to mitigate the aforementioned training mismatches by

serializing the model expansion. As discussed above, simply combining the best-performed

scaling operators βstck and γST together is sub-optimal. We propose TripLe that scales width

before training and grows model depth during training (Figure 5.1(a)). TripLe maintains the

functionality preserving feature of γST and βstck by serializing the scaling operations. Further-

more, with a short warmup training after conducting γST , zero weights will obtain their training

states that benefit the subsequent depth expansion. In what follows, we discuss each step in

detail.

Scaling Width Before Training. TripLe applies γST to expand transformer width before the

training. We extend γST to the scenario where the expanded model width is not divisible by the

small model width (Eq.5.10). This method is for more general model scaling (e.g., NAS).

γST (w) =
k




w ... z zs

...
. . .

...
...

z ... w zs

zT
s ... zT

s ws


,k = ⌊D/d⌋ (5.10)

Here, w is the d× d pretrained dense layer. ws is downsampled from w with a size

of ds× ds, ds = D mod d. z and zs are zero matrices with different sizes. The scaled layer

γST (w) has a size of D×D. For parameters b with a dimension of 1×d in LN, weight bias, and

classification token, we can conduct a similar procedure using Eq.5.11.

γST (b) =
(

b ... b bs

)k︷ ︸︸ ︷
,k = ⌊D/d⌋ (5.11)

Here, ‘(·)’ is the concatenation operation, γST (b) has a size of 1×D. As m and v have the

same dimension as their weight parameters, we apply the same operators (Eq.5.10-5.11) on m/v
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and use γST (m)/γST (v) to initialize the AdamW optimizer. For the CNN in ViT with a dimension

of (d,channel,r,s), we flatten it along kernel dimension (d) and apply Eq.5.11. The CNN after

scaling will be reshaped back to (D,channel,r,s).

Empirically, we find this method can maintain partial functionality at the beginning of

the training when D is not divisible by d.

Growing Model Depth During Training. As shown in Figure 5.1, before growing the depth

of the model, we conduct warm-up training by keeping the pretrained model depth (Stage I).

After Stage I, we directly copy-paste the weight parameters and optimizer states from the bottom

transformer layers to the top layers. The number of layers will grow from l to L = 2l. In this

stage (Stage II), we freeze the bottom l layers including the positional encoding and convolution

layer. Lastly (Stage III), we unfreeze the bottom layer and train all the weights together.

The key difference between our approach and progressive learning[166] is that: (1)

besides the weight parameters, we also copy the momentum information which is effective in

speedup the training (Sec 5.2.3) (2) Traditional progressive learning requires a long training time

for each stage to converge. However, when reusing a pretrained model, each stage can converge

in a very short amount of time.

TripLe without Depth Expansion. When the depth of the small pretrained model and the

target model is the same (l), we cannot copy-paste the warmed-up parameters from the bottom

layer i (i ∈ {1, .., l
2}) to the top layer j ( j ∈ { l

2 + 1, .., l}), as the top layers have already been

initialized with pretrained weights. As discussed in Sec 5.2.3, zero weights (z) are under-trained

compared to pretrained weight (w) after conducting γST (Eq.5.10). As such, we warm up the

bottom layers and the zeros at the top layers in Stage I (Figure 5.1(b)). Next in Stage II, we

train only the matrices that are zero-initialized in the bottom layers (position z/zs in Eq.5.10)

and all the parameters in the top layers. In this way, zero weights have more training steps

compared to the pretrained weights during warm-up stages, mitigating the problem that zeros

are under-trained (Sec 5.2.3). Also, the training states for zero weights are established before

training all parameters together. Empirically, we find this method improves the training speed
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Figure 5.1. Training stages in TripLe when the model depth (l) (a) scales by 2× and (b) is
not scaling. We simplify the transformer layer into a single MLP. All the dense layers in the
transformer layer are operated in the same fashion.

and can achieve better task performance when scaling width only.

Combining TripLe with Knowledge Distillation. We also find reusing pretrained models

methods can be combined with Knowledge Distillation (KD) to further improve the model

performance. For KD, the pretrained models are employed to provide training signals; for

methods in reusing pretrained models, the pretrained weights are used to initialize the large

model. Based on our knowledge, we are the first work to combine them together.

We follow the KD method introduced in DeiT [151] and use the ‘hard-label distillation’

loss during training. Since our architectures are the same as DeiT, the integration is straightfor-

ward (Detailed in Appendix C.2). To make a fair comparison with the previous methods, we do

not add KD during training unless specified.

101



Figure 5.2. Leveraging TripLe in multi-trial NAS. The green blocks and arrows are key
differences compared to traditional multi-trial NAS, while ‘ckpt’ denotes the small pretrained
model.

5.4 TripLe for Multi-trial NAS

As one of use cases of model scaling is to enhance multi-trial NAS, we design a ViT

search space and evaluate TripLe against traditional approaches as shown in Figure 5.2.

Traditional multi-trial NAS adopts an agent to sample a model and training hyperpa-

rameters from the search space. A worker starts training the model from scratch based on

this selection. Different from traditional NAS, the worker in our approach will start training

from a pretrained model leveraging TripLe. This section describes our search space, searching

algorithm, and reward function.

Multi-trial Search Space. We build a neural architecture search space based on ViT architecture

(Table 5.4). We search head factors h f of each layer, hidden dimensions D, number of layers, and

FFN expansion ratio e f . The number of heads of each layer is D/h f . The dimension of the FFN

layer is D× e f . D, h f and e f are sampled independently. Furthermore, we search the learning

rate and weight decay, which cannot be explored using one-shot algorithms. The cardinality of

our search space is around 9.4e11.

Searching Algorithm and Reward function. We apply a regularized evolution algorithm [126]

as the controller algorithm to optimize the search space of NAS. We do not choose to employ

PPO method [134, 147, 185, 148] which requires a long training time for the agent to converge.
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Table 5.4. ViT search space for evaluating TripLe in NAS. ‘Global’ means all the layers are set
to the same sampled parameter. ‘Local’ means the parameters are sampled for each layer.

Parameter name Selections Global/Local
hidden dimension (D) [192, 384, 576, 768] Global

Head factor (h f ) [32, 64] Local
FFN Expansion factor (e f ) [2, 3, 4] Local

Transformer layers (L) [12, 13,..., 24] Global
Learning rate (λ ) [5e-4, 1e-3, 4e-3 ] Global

Weight decay [0.05, 0.02, 0] Global

We adopt the TuNAS reward [11] and our reward is defined as

Reward(Θ) = Q(Θ)+ ε|FLOPs(Θ)

FLOPs0
−1| (5.12)

Here, Q(·) indicates the quality (accuracy) of a candidate architecture Θ, FLOPs(Θ) is

its FLOPs, FLOPs0 is a problem-dependent FLOPs target, and hyperparameter ε < 0 is the cost

exponent.
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5.5 Evaluation

We evaluate the performance of TripLe in both single-trial model scaling and multi-trial

NAS.

Dataset and Hyperparameters. We evaluate TripLe using ImageNet-1k [36] for training ViTs.

The ViT architectures are given in Table 5.1. We transfer the models trained using TripLe to

various downstream tasks which include CIFAR10 [81], CIFAR100 [81], Flowers102 [109],

StanfordCars [80] (results of given in Appendix F). All the experiments are done on dragonfish

TPUs [74] with 8×8 topology. The validation/test sets are evaluated every 400 seconds on

separate TPUs.

We set the batch size to 4096, so the learning rate would be batchsize
512 ∗ 0.0005 = 0.004

according to the DeiT paper. Other hyperparameters are the same as DeiT [151] (Detailed in

Appendix A.1). Our baseline methods are given in Table 5.3. For ST and Inpt, we also initialize

the scaled model with optimizer states for a fair comparison. Specifically, we conduct the

width/depth expansion on m and v using the same operators to expand the weights. MLST [166]

is a progressive learning baseline for transformer training.

We set the training time t for each model scaling task to 30/60/90/120/300 epochs

(denoted as ept), respectively. The final learning rates under different training times are always 0.

The warm-up epochs are set to 5. For TripLe, the depth growth happens during the warm-up

phase and Stage1/Stage2 takes 2.5/2.5 epochs, respectively.

5.5.1 Evaluation of Single-trial Models Scaling

Metrics. For evaluating the model quality, we report the Top-1 test accuracy on ImageNet-1k.

To measure the training cost for each method, we scan the minimum time required to

match the validation loss of from-scratch training. And then, we use it to compute the maximum

wall-time reduction (Max ↓ Time) and maximum training FLOPs reduction (Max ↓ FLOPs)

for each method accordingly. When the method is unable to achieve the validation loss of
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Table 5.5. Performance comparison between different model scaling methods. ep30 denotes the
total training time is set to 30 epochs.

Model
Max ↓
Time

Method
Max ↓
FLOPs

Top-1 Test accuracy (%)
ep30 ep60 ep90 ep120 ep300

B 0% Scratch 0% - - - - 81.03
B 28.9% MLST 36.7% - - - - 81.27

S−→B 52.0% LTG 55.4% - - - - 81.57
S−→B 67.7% b2B 68.2% 78.11 80.39 81.45 81.82 81.81
S−→B 74.2% Inpt 74.8% 78.98 80.89 81.80 81.75 81.75
S−→B 78.6% ST 80.0% 79.33 81.29 81.99 82.10 81.92
S−→B 81.4% TripLe 82.1% 79.72 81.32 82.10 82.36 82.01

S 0% Scratch 0% - - - - 79.50
S × MLST × - - - - 75.97

Ti−→S 12.0% b2B 12.2% 72.76 76.64 78.01 79.01 80.33
Ti−→S 11.2% Inpt 11.5% 73.25 76.11 77.78 78.59 80.54
Ti−→S 12.0% ST 13.8% 74.88 77.29 78.46 79.25 80.67
Ti−→S 17.4% TripLe 18.4% 74.67 77.53 78.54 79.34 80.88

from-scratch training under any settings, we report ’×’ in the corresponding table entry.

Evaluation on Expanding Width Only. We first perform width scaling only to evaluate our

method given in Figure 5.1(b). As is shown in Table 5.5, TripLe outperforms other baselines

in max training time reduction. For Ti−→S/S−→B, TripLe can save the 17.4%/82.1% maximum

training time compared to 12.0%/78.6% of ST (the second-best baseline).

Besides, TripLe can achieve better task accuracy compared to baselines generally.

When using 300 epochs for training, TripLe can outperform from-scratch training accuracy

by 1.38%/0.98% for Ti−→S/S−→B. This indicates that training more steps on the zero weights

introduced by ST can mitigate the training mismatch between zero weights and pretrained

weights. For learn-to-grow, the implementation is not open-source; so we report the max ↓

Time/FLOPs using the number reported in the paper.

Expanding Width and Depth Together. When expanding width and depth together, we apply

our method given in Figure 5.1(a) that serializes the expansion of ViTs. The model will grow

8× in parameter size. When choosing 40% (ep120) of the total training time (300 epochs), the

model obtained from TripLe outperforms ST by 0.88%/0.27%/0.69% and scratch training by

105



Figure 5.3. Sensitivity analysis of TripLe for (a) Ti−→SL24 (b) S−→BL24 (c) B−→L under
ep30/ep60/ep120/ep300. ‘-copy’ denotes scaling both width and depth together before training.
‘-m’ denotes ignoring momentum information from the pretrained model.

1.03%/0.99%/0.09% in task accuracy. This shows that serializing expansion operators can obtain

better task accuracy under the same training budget. Besides the saving training cost, TripLe can

also be employed to train ViT for better task accuracy compared to training from scratch.

Also, using progressive learning alone (i.e., MLST) cannot reach task performance of

scratch training for BL24/L under ep300. The existing weights cannot be fully trained before

expanding to a larger model, resulting in performance degradation.

Comparison and Combination of TripLe with Knowledge Distillation. As discussed in

Sec 5.3, TripLe is orthogonal to KD which is another widely used technique to improve the

transformer quality. In this subsection, we compare and combine TripLe with KD. For the

teacher model in KD, we use a ResNet-101 with 79.33% test accuracy. The ResNet-101 must be

trained using the same data augmentation techniques as DeiT.

The learning curves of TripLe and KD are given Figure 5.4. We observe that using

TripLe can outperform the model trained using KD. For Ti−→SL24, the model achieves 82.0%

test accuracy compared to 81.0% obtained from KD. When combining TripLe with KD, the

model accuracy of SL24 can reach 82.8% test accuracy. This combination reveals that not only

can we use the pretrained model to provide teaching signals in KD, but we can also use the small

pretrained model to initialize the large model directly.

Sensitivity Analysis of TripLe. We gradually remove the design components from TripLe to
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Table 5.6. Performance comparison between different model scaling methods. ep30 denotes
the total training time is set to 30 epochs. Ti−→SL24 denotes scaling DeiT-Ti to DeiT-SL24. The
pretrained model accuracy is given in Table 5.1.

models
Max ↓
Time

Method
Max ↓
FLOPs

Top-1 Test accuracy (%)
ep30 ep60 ep90 ep120 ep300

SL24 0% Scratch 0% - - - - 79.97
SL24 39.3% MLST 41.6% - - - - 80.42

Ti−→ SL24 58.9% b2B 60.1% 75.28 78.63 79.98 80.14 80.54
Ti−→ SL24 68.6% Inpt 70.1% 75.72 78.93 80.40 80.64 81.12
Ti−→ SL24 67.9% ST 70.0% 76.23 78.62 80.10 80.22 79.65
Ti−→ SL24 71.0% TripLe 72.1% 76.52 79.23 80.68 81.10 82.04

BL24 0% Scratch 0% - - - - 81.37
BL24 × MLST × - - - - 78.84

S−→ BL24 × b2B × 79.02 80.89 81.33 81.22 79.39
S−→ BL24 79.9% Inpt 80.4% 80.40 82.29 82.39 82.23 80.28
S−→ BL24 79.9% ST 80.4% 80.70 82.34 82.23 81.99 79.94
S−→ BL24 80.9% TripLe 81.7% 80.77 82.53 82.36 82.26 80.60

L 0% Scratch 0% - - - - 82.12
L × MLST × - - - - 49.63

B−→ L × b2B × 78.02 81.64 81.71 81.55 80.01
L × Inpt × 81.23 81.55 81.28 81.20 80.59

B−→ L × ST × 80.88 81.45 81.65 81.50 79.84
B−→ L 73.3% TripLe 74.7% 81.23 82.04 82.22 82.19 81.40

validate their effects. The learning curves are given in Figure 5.3. When switching our depth

expansion method to βstck and conducting the expansion all at once before training (TripLe-copy),

the performance gets worse and the model is overfitting in long-time training. This shows that

conducting all the expansions before training incurs performance degradation. We further ignore

the momentum information (TripLe-copy-m) during the model scaling and the results become

even worse compared to the previous analysis. As such, maintaining the train states is critical for

scaling pretrained models.

Sensitivity to Training Times. In Table 5.6, we present the task performance as a function

of training time. Keeping the original training budget with model scaling methods incurs

performance degradation. That is because scaling pretrained model achieves faster training

convergence. In this scenario, training the large model for too long will result in model over-

fitting. For training from scratch, the overfitting doesn’t occur until the model is trained for 400

epochs [151]. As such, reducing the training time when scaling a pretrained model is necessary.
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Table 5.7. Kendall-tau correlation between different methods across 15 trials.

Method Scratchep30 TripLeep30 Scratchep300
Scratchep300 0.221 0.318 -
TripLeep120 0.789 0.865 0.363

5.5.2 Evaluation of TripLe on Multi-trial Search

We intend to answer two questions in this section: (1) Does the proxy accuracy obtained

from TripLe show a higher correlation to the final task accuracy? (2) Can TripLe find better

models compared to multi-trial search?

The pretrained model we reuse for the sampled models is DeiT-Ti. Our searching method

is implemented inside the symbolic programming library named PyGlove [113].

Ranking Score Comparison. We randomize 15 models from our search space (Table 5.4) and

evaluate the Kendall-tau [78] correlation between the proxy accuracy and the task accuracy.

Specifically, the models are trained: (1) from scratch for 30 epochs. (Scratchep30) (2) from the

pre-trained model for 30 epochs. (TripLeep30) (3) from scratch for 300 epochs (Scratchep300).

(4) from the pretrained model for 120 epochs (TripLeep120). The results are given in Table 5.7.

When using 10% of the total training time (i.e., 300 epochs) for each trial, traditional

multi-trial search only shows 0.221 Kendall-tau correlation. This indicates that correlation

between the proxy accuracy (scratch30) and the final training accuracy (scratch300) is weak. On

the other hand, TripLe shows a higher correlation to the final model performance trained under

TripLe120 and scratch300.

We also evaluate the correlation between scratch300 and TripLe120, it shows a 0.363

Kendall-tau correction. This can be interpreted as the model that is suitable for scratch training

may not fit for TripLe. Also, it can come from random seed selection [171] in the scratch training.

For TripLe, the initialization weights are fixed.

Searched Model Comparison. We conduct 200 trials for both multi-trial NAS and NAS with

TripLe (Learning curve in Appendix D). For each trial, we conduct 30 epochs of training using
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Figure 5.4. Comparison of TripLe with knowledge distillation under 300 epochs of training for
(a) Ti−→SL24 and (b) Ti−→S.

Table 5.8. Comparison results of using TripLe in multi-trial NAS and traditional multi-trial
NAS.

Search
method

Evaluation
method

Params
(MB)

FLOPs
(Million)

Test Acc
(%)

DeiT-S (ours) - Scratchep300 22 8495 79.5
DeiT-B (ours) - Scratchep300 86 33722 81.0
ViT-scratch Scratchep30 TripLeep120 30 11409 79.5
ViT-scratch Scratchep30 TripLeep300 30 11409 80.8
ViT-TripLe TripLeep30 TripLeep120 27 10416 79.7
ViT-TripLe TripLeep30 TripLeep300 27 10416 81.1

TripLe (TripLeep30) and scratch training (Scratchep30). We set the FLOPs target (FLOPs0) to

10000M and other hyperparameters for the regularized evolutionary and our reward function

are given in Appendix A.2. As shown in Table 5.8, the model (ViT-TripLe) searched using

NAS with TripLe can obtain 81.1% accuracy. ViT-TripLe outperforms our re-implement 86MB

DeiT-B in task accuracy with 69%/69% reduction in parameter size and inference FLOPs. On the

other hand, the model searched by traditional NAS can achieve 80.8% task accuracy (Detailed

architectures in Appendix F).
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5.6 Related Work

Reusing Pretrained Model and Progressive Learning. Methods that reuse pretrained models

assume the small pretrained model pre-exists before starting the training. The smaller model

will be scaled up to initialize the large model [21, 159]. For progressive learning, these methods

assume the small pretrained model does not exist. The models are initialized randomly and grow

towards the target model during training [50, 166, 139, 90, 40]. In this work, we assume the

pretrained model exists before training and also employ progressive learning to grow the model

during training. We compare both lines of work in Sec 5.5.

Efficient Transformer Learning. Besides, existing methods for the efficient transformer training

techniques, such as pipeline parallelism [140, 67], large batch optimization [170], and layer

dropping [175] are orthogonal to TripLe and works in reusing pretrained model. Some of the

techniques are designed for NLP tasks, such as Electra [29] or token dropping [62], which cannot

be directly applied in ViTs training. Knowledge distillation can also improve the quality and

reduce training time [122, 151]. In this work, we compare and combine our approach with KD.

Neural Architecture Search. Recent advances in one-shot NAS leverage the idea of weight-

sharing and train a super-network that contains all the possible model selections [164, 32, 94, 156,

49, 11]. For multi-trial NAS [185, 147, 148, 91], a controller samples candidate architectures

and each one is trained from scratch. One shot is way faster than multi-trial method. However,

one-shot cannot search training recipes and activation functions [32]. Also, one-shot incurs

regularization conflict [49] that can hardly be resolved. In this work, we leverage TripLe to

improve the performance of multi-trial NAS.

5.7 Conclusions

We propose TripLe, a method for scaling pretrained ViT to reduce the training time and

improve task performance. Naı̈vely scaling the ViT once in multiple dimensions can hardly

preserve the functionality of the pretrained model. Besides, the new parameters introduced
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during scaling are under-trained and do not have their training states established. As such, TripLe

scales the width of the model and optimizer states before training. During training, TripLe grows

the depth by copying the warmed-up weights and optimizer states from existing layers. In this

way, each expansion can mostly preserve functionality. The new weights added during depth

expansion can also obtain their training states from the previous expansion stage.

In single-trial model scaling, TripLe not only reduces the training time of scaling ViTs

but also achieves even better task accuracy compared to the baseline methods. In multi-trial NAS,

the proxy accuracy obtained from TripLe shows a higher correlation to their final performance.

Besides, the searched model with TripLe outperforms the counterpart obtained using traditional

NAS in task accuracy.
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Table 5.9. Hyperparameters for model scaling experiments. The hyperparameters are identical
to DeiT-B. We find batch augmentation and Erasing are not useful to increase the final task
accuracy.

Search
method

Search
method

Learning
rate decay

Warmup
epoch

Label
smoothing Dropout

Drop
path

Repeat
Aug

Gradient
clip RandAug [61] Mixup [174] Cutmix [172] Erasing [179]

4096 4e-3 cosine 5 0.1 0.0 0.1 × × ! ! ! !

5.8 Appendix: Training Hyperparameters

5.8.1 Hyperparameters for Single-trial Model Scaling.

Our training hyperparameters are the same as DeiT-B [38] as given in Table 5.9. We

find using repeat augmentation [12, 61] and erasing augmentation [179] doesn’t show any

performance improvement. As such, we do not use them in the training phase.

5.8.2 Hyperparameters for NAS

The regularized evolution algorithm discussed in Sec 5.4 is identical to AmoebaNet [126].

We set the population size set to 50 and the tournament size set to 10. The mutation probabilities

are uniform and are identical to [126]. For the reward function, exponent ε =−0.07, FLOPs

target is set to FLOPs0 = 10000M.

5.9 Appendix: Details of Baseline Scaling Operators

5.9.1 Learning Curve of Scaling Operators

The learning curve for different expansion operators is given in Figure 5.6. The γST with

momentum information outperforms other baselines.

5.9.2 Details Explanations for bert2BERT and Learn-to-share

bert2BERT (γb2B): We use a simple example to illustrate the key idea of bert2BERT here.

Assuming we are expanding the first layer w0 and the input feature vector is din, the output of

the matrix would be do = dT
inw0. w0 has a dimension of 2×2 and din has a dimension of 2×1.

After layer scaling, w′′0 has a size of 4×4.
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din =

a

b

 , w0 =

o p

q r

 , dT
o = dT

inw0 =

ao

bo

 (5.13)

When expanding the weight matrix w0 given in Eq. 5.13 from a 2×2 matrix into a 4×4

matrix, we first expand the input dimensions.

We randomly select two rows, e.g., the first row, and duplicate them. Then, we normalize

these rows based on the number of duplication. The corresponding input features will be

duplicated in the same fashion without normalization. The result dense layers are given as

follows:

d′in =



a

b

a

a


, w′0 =



o
3

p
3

q r

o
3

p
3

o
3

p
3


(5.14)

As is shown above, the result d′in
T w′0 = dT

inw0 does not change during the expansion.

Next, we randomly select two columns, e.g., the second column, and duplicate them without

normalization.

d′′in =



a

b

a

a


, w′′0 =



o
3

p
3

p
3

p
3

q r r r

o
3

p
3

p
3

p
3

o
3

p
3

p
3

p
3


(5.15)

The final output (o′′ = d′′in
T w′′0) would be o′′ = [ao,bo,bo,bo]. For the following layer w1,
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the input is determined and thus the policy of row duplication is determined as well. For w1, we

continue the same procedure for expanding columns (i.e., randomly select columns and duplicate

them). And so on, the model functionality can be preserved.

LayerNorm(o) =
(o′′−µo)

σo
⊙W LN +bLN (5.16)

However, if the next layer is LayerNorm (Eq 5.16). The mean (µo) and variance (σo) of

the output o changes. ⊙ denotes the element-wise multiplication. During expansion, we don’t

know the relationship between ao and bo, so bert2BERT cannot preserve functionality through

changing the LN scale and LN-bias, i.e. W LN and bLN .

On the other hand, γST will yield output o′′ = [ao,bo,ao,bo]. The mean µo and the

variance σo of the output vector does not change.

Learn-to-grow. learn-to-grow [159] proposes to learn linear matrices that map the pretrained

weights into larger weight matrices to preserve the functionality of the small pretrained model.

We denote its width and depth expansion operator as γltg and βltg, respectively.

W ′i = γltg(wi) = HiwiHT
i , i ∈ {1, ..., l} (5.17)

Here, Hi (D× d) is a trainable linear layer that maps the dense layer wi into W ′i . wi has a

dimension of d×d and W ′i has a size of D×D. For layer normalization and weight bias with a

dimension of d×1, the expansion is similar to Eq 5.17 [159].

After width expansion, learn-to-share trains another set of linear mappings for depth

expansion that expands W ′ into W :

Wi = βltg(wi) = Σ
l
j=1Pi, jW ′j , i ∈ {1, ...,L} (5.18)

114



Here Pi is a 1× l vector. l is the number layers in the pretrained model; L is the number of

layers in the scaled model. This means the expanded layer Wi is the weighted sum of W ′j where

j ∈ {1, ..., l},.

The linear mappings (H, P) are introduced to scale every dense layer in the scaled ViT.

These mappings contain a large number of parameters and require a prohibitively expensive

hardware memory for training. Some techniques are proposed in the paper to reduce the number

of parameters, such as Kronecker factorization.

In this paper, we find the objective of training these linear mappings is the same as

training the scaled model (Eq 5.6). For S−→B, learn-to-grow can achieve 72% initial accuracy.

Specifically, learn-to-grow trains the linear mapping H, P for around 200 steps and scale the

model according to Eq 5.17-5.18. However, using γST alone to scale S−→B can achieve the

pretrained DeiT-S accuracy (79%) at step 0. γPad0 can achieve 73% accuracy with 200 steps of

model training. This means training these linear mappings to increase the initial accuracy is

redundant. Besides, as discussed in Sec 5.2.3, we argue that the initial accuracy is not the key for

successful model scaling.

5.10 Appendix: Combine TripLe with KD

As we reuse the DeiT architectures, the output has two parts: (1) the output logits of

distillation head ot and (2) the output logits of classification head os. Assuming the output logits

of the teacher model is Zt , the corresponding teaching label would be yt = argmaxc Zt(c). When

KD is applied, the hard loss is defined as Eq 5.19.

L hardDistill
global =

1
2
LCE(ψ(os),y)+

1
2
LCE(ψ(ot),yt) (5.19)

ψ is the softmax function. LCE is the cross-entropy loss. During model evaluation under

KD, the prediction comes from the combination of both os and ot : ȳ = argmaxc
os+ot

2 (c).
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Figure 5.5. Learning Curve of the agents during NAS when each sample is trained with (1)
TripLeep30 (2) Scratchep30.

When we disable the knowledge distillation, we follow the official DeiT implementation2

for training and the loss is given as Eq 5.20.

Lglobal =
1
2
LCE(ψ(

os +ot

2
),y) (5.20)

5.11 Appendix: Learning Curve of NAS

For each trial, both TripLe-NAS and multi-trial NAS conduct 30 epochs of training. The

learning curve of the agent during the searching phase is given in Figure 5.5. Generally, both

multi-trial and TripLe-NAS gradually increase reward over time. The learning curve of TripLe is

more stable compared to multi-trial.

5.12 Appendix: Model Transfer Learning

Table 5.10 shows the transfer learning results of ViT-TripLe and ViT-Scratch. For the

downstream tasks, the inputs are resized into 224×224.

2https://github.com/facebookresearch/deit
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Table 5.10. Transfer learning results on various datasets.

Model Params FLOPs CF-10 CF-100 Cars Flowers
DeiT-B (official) 86M 33.7B 99.1 90.8 92.1 98.4

S−→B, LTG 86M 33.7B 99.1 90.7 92.1 97.8
S−→B, TripLeep300 86M 33.7B 99.1 90.8 92.2 98.4

Figure 5.6. Training Ti−→S with 30 epochs using different width expansion methods, i.e., γb2B,
γST , γpad0, γint p. ‘+m’ denotes we also employ optimizer states in the pretrained model as
discussed in Sec 5.2.3.

Table 5.11. Searched Architectures from (1) multi-trial NAS with TripLe and (2) traditional
multi-trial NAS.

Model Params FLOPs hidden dim Layers hf ef wd lr

ViT-TripLe 27M 10416M 384 19
[32,32, 64,64,64,32,32,32,32,32,32,64]

[32, 64,32,32,64,32,32]
[2,4,2,2,2,4,4,2,2,4,2,2]

[4,4,2,2,2,4,2] 0.05 4e-3

ViT-Scratch 30M 11409M 384 19
[32,32,64,32,32,64,32,64,32,64,64,64]

[32,32,32,32,32,32,32]
[3,4,4,2,3,4,2,3,4,4,4,2]

[4,4,2,2,2,4,2] 0.05 4e-3
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Figure 5.7. Task performance when trained with (1) TripLeep30(2) TripLeep120 (3) Scratchep30
(4) Scratchep30.

5.13 Appendix: Searched architectures.

Table 5.11 shows the models searched using NAS with TripLe and traditional multi-trial

NAS.
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Ruder, Kyunghyun Cho, and Iryna Gurevych. AdapterHub: A framework for adapting
transformers. In Proceedings of the 2020 Conference on Empirical Methods in Natural
Language Processing: System Demonstrations, pages 46–54, Online, October 2020.
Association for Computational Linguistics.

[116] Hadi Pouransari, Zhucheng Tu, and Oncel Tuzel. Least squares binary quantization of
neural networks. In Proceedings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition Workshops, pages 698–699, 2020.

128



[117] Rohan Baskar Prabhakar, Sachit Kuhar, Rohit Agrawal, Christopher J. Hughes, and
Christopher W. Fletcher. Summerge: An efficient algorithm and implementation for weight
repetition-aware dnn inference. In Proceedings of the ACM International Conference on
Supercomputing, ICS ’21, page 279–290, New York, NY, USA, 2021. Association for
Computing Machinery.

[118] Varot Premtoon, James Koppel, and Armando Solar-Lezama. Semantic code search
via equational reasoning. In Proceedings of the 41st ACM SIGPLAN Conference on
Programming Language Design and Implementation, PLDI 2020, page 1066–1082, New
York, NY, USA, 2020. Association for Computing Machinery.

[119] W Nicholson Price and I Glenn Cohen. Privacy in the age of medical big data. Nature
medicine, 25(1):37–43, 2019.

[120] Pytorch-Sparse. Pytorch Sparse Library.

[121] Charles R Qi, Hao Su, Kaichun Mo, and Leonidas J Guibas. Pointnet: Deep learning on
point sets for 3d classification and segmentation. In Proceedings of the IEEE conference
on computer vision and pattern recognition, pages 652–660, 2017.

[122] Yujia Qin, Yankai Lin, Jing Yi, Jiajie Zhang, Xu Han, Zhengyan Zhang, Yusheng Su,
Zhiyuan Liu, Peng Li, Maosong Sun, et al. Knowledge inheritance for pre-trained language
models. arXiv preprint arXiv:2105.13880, 2021.

[123] Jonathan Ragan-Kelley, Connelly Barnes, Andrew Adams, Sylvain Paris, Frédo Durand,
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Jégou. Going deeper with image transformers. In Proceedings of the IEEE/CVF Interna-
tional Conference on Computer Vision, pages 32–42, 2021.
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[171] Kaicheng Yu, René Ranftl, and Mathieu Salzmann. An analysis of super-net heuristics
in weight-sharing nas. IEEE Transactions on Pattern Analysis and Machine Intelligence,
44(11):8110–8124, 2021.

[172] Sangdoo Yun, Dongyoon Han, Seong Joon Oh, Sanghyuk Chun, Junsuk Choe, and
Youngjoon Yoo. Cutmix: Regularization strategy to train strong classifiers with localizable
features. In Proceedings of the IEEE/CVF international conference on computer vision,
pages 6023–6032, 2019.

[173] Dongqing Zhang, Jiaolong Yang, Dongqiangzi Ye, and Gang Hua. Lq-nets: Learned
quantization for highly accurate and compact deep neural networks. In Proceedings of the
European conference on computer vision (ECCV), pages 365–382, 2018.

133



[174] Hongyi Zhang, Moustapha Cisse, Yann N Dauphin, and David Lopez-Paz. mixup: Beyond
empirical risk minimization. arXiv preprint arXiv:1710.09412, 2017.

[175] Minjia Zhang and Yuxiong He. Accelerating training of transformer-based language
models with progressive layer dropping. Advances in Neural Information Processing
Systems, 33:14011–14023, 2020.

[176] Wei Zhang, Lu Hou, Yichun Yin, Lifeng Shang, Xiao Chen, Xin Jiang, and Qun Liu.
TernaryBERT: Distillation-aware ultra-low bit BERT. In Proceedings of the 2020 Confer-
ence on Empirical Methods in Natural Language Processing (EMNLP), pages 509–521,
Online, November 2020. Association for Computational Linguistics.

[177] Wentai Zhang, Hanxian Huang, Jiaxi Zhang, Ming Jiang, and Guojie Luo. Adaptive-
precision framework for sgd using deep q-learning. In 2018 IEEE/ACM International
Conference on Computer-Aided Design (ICCAD), pages 1–8. IEEE, 2018.

[178] Xiangyu Zhang, Xinyu Zhou, Mengxiao Lin, and Jian Sun. Shufflenet: An extremely
efficient convolutional neural network for mobile devices. In Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition, pages 6848–6856, 2018.

[179] Zhun Zhong, Liang Zheng, Guoliang Kang, Shaozi Li, and Yi Yang. Random erasing data
augmentation. In Proceedings of the AAAI conference on artificial intelligence, volume 34,
pages 13001–13008, 2020.

[180] Aojun Zhou, Anbang Yao, Yiwen Guo, Lin Xu, and Yurong Chen. Incremental net-
work quantization: Towards lossless cnns with low-precision weights. arXiv preprint
arXiv:1702.03044, 2017.

[181] Daquan Zhou, Bingyi Kang, Xiaojie Jin, Linjie Yang, Xiaochen Lian, Zihang Jiang,
Qibin Hou, and Jiashi Feng. Deepvit: Towards deeper vision transformer. arXiv preprint
arXiv:2103.11886, 2021.

[182] Shuchang Zhou, Yuxin Wu, Zekun Ni, Xinyu Zhou, He Wen, and Yuheng Zou. Dorefa-net:
Training low bitwidth convolutional neural networks with low bitwidth gradients. CoRR,
abs/1606.06160, 2016.

[183] Yanqi Zhou, Xuanyi Dong, Tianjian Meng, Mingxing Tan, Berkin Akin, Daiyi Peng,
Amir Yazdanbakhsh, Da Huang, Ravi Narayanaswami, and James Laudon. Towards the
co-design of neural networks and accelerators. Proceedings of Machine Learning and
Systems, 4:141–152, 2022.

[184] Chenzhuo Zhu, Song Han, Huizi Mao, and William J Dally. Trained ternary quantization.
arXiv preprint arXiv:1612.01064, 2016.

[185] Barret Zoph and Quoc V Le. Neural architecture search with reinforcement learning.
arXiv preprint arXiv:1611.01578, 2016.

134



[186] Barret Zoph, Vijay Vasudevan, Jonathon Shlens, and Quoc V Le. Learning transferable
architectures for scalable image recognition. In Proceedings of the IEEE conference on
computer vision and pattern recognition, pages 8697–8710, 2018.

135


	Dissertation Approval Page
	Dedication
	Epigraph
	Table of Contents
	List of Figures
	List of Tables
	Acknowledgements
	Vita
	Abstract of the Dissertation
	Introduction
	Challenge 
	Solution 
	Thesis Contributions

	An Algorithm-aware Equality Saturation Framework for DNN Inference Exploiting Weight Repetition 
	Introduction
	Notations and Background
	Motivation of Q-gym
	Q-gym: Compiler Design
	Overview
	Equality Saturation
	Exploration Phase
	Extraction Phase
	Pulsed e-graph Searching

	Q-gym's Downstream Tasks
	Accelerating CNN on CPU and GPU Systems
	Accelerating HE for DNNs

	Evaluation
	Algorithm Analysis
	Evaluation of Q-gym's Downstream Tasks

	Related Work
	Conclusion

	A Hardware-friendly Transfer Learning Framework Exploiting Computation and Parameter Sharing
	Introduction
	LeTS: Overview
	LeTS: Method
	Delta-Pruning in Early Stage
	Differentiable Neural Architecture Search for Computation Sharing

	The Evaluation of LeTS
	Experiment setup
	Results
	Sensitivity and Ablation study. 

	Related Work
	Conclusion

	Designing DNNs with Model Parallelism for Multi-device System 
	Inefficiency of Existing Neural Architecture Search Approach 
	Related Work
	Neural Network Accelerator
	Neural Architecture Search
	Neural-based Device Placement

	ColocNAS Design
	Search Space
	Offline Hardware-bounded Latency Profiling
	Online Latency-aware Architecture Searching
	RL-based Device Placement Fine-tuning

	ColocNAS Evaluation
	Experimental Setup
	Latency Prediction Results
	Results of Latency-aware NAS

	Conclusion

	Accelerating DNN Training and Searching by Reusing Pretrained Model and Progressive Learning 
	Introduction
	Scaling Vision Transformers
	Vision Transformer
	Revisiting Operators Scaling
	Investigating Expansion Operators

	TripLe for Scaling Single Model
	TripLe for Multi-trial NAS
	Evaluation
	Evaluation of Single-trial Models Scaling
	Evaluation of TripLe on Multi-trial Search

	Related Work
	Conclusions
	Appendix: Training Hyperparameters
	Hyperparameters for Single-trial Model Scaling. 
	Hyperparameters for NAS

	Appendix: Details of Baseline Scaling Operators 
	Learning Curve of Scaling Operators
	Details Explanations for bert2BERT and Learn-to-share

	 Appendix: Combine TripLe with KD 
	Appendix: Learning Curve of NAS 
	Appendix: Model Transfer Learning 
	Appendix: Searched architectures. 

	Bibliography



