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A new system f o r the s t r u c t u r a l ana lys is of complex a e r i a l photographs is presented. This 
system has the a b i l i t y of focussing i t s a t t e n t i o n of the ana lys is on the l i m i t e d loca l areas 
where objects are h i gh l y supposed to e x i s t . Several kinds of s t rong and t y p i c a l features i re 
e x t r a c t e d , and these primary features of objects are combined to ex t rac t rough areas of the 
ob lec t s . This focussing mechanism saves the t o t a l processing time and f a c i l i t a t e s the de ta i l ed 
ana l ys i s . The recogn i t i on process of the system is Implemented according to the 'p roduc t ion 
system' . The knowledge sources in t h i s system are ob jec t - de tec t i on subsystems which analyse 
t h e i r i n d i v i d u a l l y focussed l o c a l areas and recognize s p e c i f i c ob jec ts r espec t i ve l y . A l l the 
r e s u l t s of the ana lys is are w r i t t e n in the common b lackboard, and the system f i nds out c o n f l i c t s 
and recovers e r ro rs by backt rack ing to fea ture ex t rac t i ons and low leve l processings. This 
a r c h i t e c t u r e enables us to organize smoothly the d iverse knowledge requi red to descr ibe the 
complex s t r uc tu re on the ground sur face . 

1. INTRODUCTION 

Recently severa l systems fo r the ana lys is of 
a e r i a l photographs have been developed to locate 
ob jec ts on the ground s u r f a c e [ 1 ] , [ 2 ] , [ 3 ] . When 
we are going to get a d e s c r i p t i o n of the s t r uc tu re 
on the ground surface by analys ing an a e r i a l 
photograph, we f i nd several d i f f i c u l t i e s which 
are not encountered in other image ana lys is areas: 
(1) The s ize of a p i c t u r e is very l a rge . 
(2) As It is impossible to con t ro l photographing 

c o n d i t i o n s , the q u a l i t y of a p i c t u r e is apt 
to change. 

(3) The s izes and the t e x t u r a l p roper t i es of 
ob jec ts vary qu i t e w ide ly . 

(4) Va r i a t i on of ob jec ts in a scene e n t a i l s ca l cu 
l a t i o n of many d i f f e r e n t features and the 
d iverse knowledge of the wor ld . 

(5) There are too many s i t u a t i o n s on the ground 
surface to b u i l d a general model which can 
represent a l l poss ib le s p a t i a l arrangements 
o f ob jec ts . 

In order to overcome these d i f f i c u l t i e s and to 
r ea l i ze an e f f i c i e n t and r e l i a b l e ana l ys i s , 
we have developed a new system based on the ' 
product ion system 1 [A ] , The system cons is ts of a 
group of ob jec t -de tec t Ion subsystems which 
i n d i v i d u a l l y search for s p e c i f i c ob jec ts by 
communicating w i t h each other v ia a common ' b l a c k 
board1 [ 5 ] , [ 6 ] , 

The ana lys is process of t h i s system is d iv ided 
i n to the f o l l o w i n g s teps. 
(1) Segmentation: A f te r noise removal, an 

a e r i a l photograph is segmented i n to element
ary regions according to the m u l t i s p e c t r a l 
p roper ty . 

(2) Global survey of the whole scene: Regions 
w i t h c h a r a c t e r i s t i c p rope r t i es are ex t rac ted 
These are used to conf ine the s p a t i a l 
domains of ob jec ts where o b j e c t - d e t e c t i o n 
subsystems work. 

(3) Deta i led ana lys is of focussed loca l areas: 
Each o b j e c t - d e t e c t i o n subsystem focuses i t s 
a t t e n t i o n on a spec i f i c l oca l area and 
checks the existence of a s p e c i f i c ob jec t . 

(4) Communication among o b j e c t - d e t e c t i o n sub
systems: A l l the in fo rmat ion about the 
p roper t i es of regions and recognized ob jec ts 
is stored in the b lackboard. Ob jec t -de tec t 
ion subsystems i n t e r f a c e w i t h i t In a u n i 
form way. The system con t ro l s the o v e r a l l 
f low of the ana lys is by managing the i n f o r 
mation in the b lackboard. I t solves c o n f l i c t 
among ob jec t - de tec t i on subsystems, and 
cor rec ts e r ro rs by back t rack ing . 

This paper mainly descr ibes the c o n t r o l s t r u c 
ture of the system, and demonstrates i t s per
formance w i th exper imental r e s u l t s . The de ta i l ed 
a lgor i thms of p i c t u r e processing rou t ines are 
described i n [ 7 ] . 
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2. FOCUS OF ATTENTION IN THE ANALYSIS OF 
AERIAL PHOTOGRAPHS 

A e r i a l photographs we want to ana lyse are A band 
m u l t i s p e c t r a l images of complex suburban areas 
taken f rom the low a l t i t u d e ( F i g . 1 ) . 

As the s i z e o f a p i c t u r e i s ve ry l a r g e , the 
a n a l y s i s shou ld be done as e f f i c i e n t l y as p o s s i 
b l e . I f each o b j e c t - d e t e c t i o n subsystem, wh ich 
i s ve r y s o p h i s t i c a t e d and t ime-consuming , were 
a p p l i e d t o the whole p i c t u r e a r e a , i t would take 
a p r o h i b i t i v e t ime to complete the a n a l y s i s . In 
o r d e r to so l ve t h i s p rob lem, we adopted the 
f o c u s s i n g mechanism wh ich human b e i n g seems to 
use when he i n t e r p r e t s a complex scene. When he 
sees a scene, a t f i r s t he g l o b a l l y surveys i t 
t o f i n d the c h a r a c t e r i s t i c areas wh ich a t t r a c t 
h i s i n t e r e s t . Then, he goes i n t o the d e t a i l e d 
exam ina t i on o f some l o c a l area to f i n d out 
o b j e c t s u s i n g h i s knowledge o f the w o r l d . 
The more i n t e n s i v e l y he f ocuses , the more 
s p e c i a l i z e d knowledge he comes to use. 

I n our sys tem, s e v e r a l k i n d s o f r e g i o n s w i t h 
prominent f e a t u r e s ( c h a r a c t e r i s t i c r e g i o n s ) are 
e x t r a c t e d by s imp le p i c t u r e p r o c e s s i n g programs. 
Then, o b j e c t - d e t e c t i o n subsystems app ly s o p h i s 
t i c a t e d programs o n l y i n the l o c a l areas where 
s p e c i f i c o b j e c t s a re supposed to e x i s t . As the 
t ime-consuming p rocess ings a re a p p l i e d on l y i n 
sma l l l o c a l a r e a s , the t o t a l p r o c e s s i n g t ime 
can be reduced ve ry much. F i g . 2 shows the sche
mat ic d raw ing o f t h i s f o c u s s i n g p r o c e s s . 

Tn o rde r to s p e c i f y the s p a t i a l domains o f 
o b j e c t s as c o r r e c t l y as p o s s i b l e , we u t i l i z e 
such f e a t u r e s a s s i z e , shape, b r i g h t n e s s , m u l t i -
s p e c t r a l p r o p e r t i e s , t e x t u r e and s p a t i a l r e l a t i o n s 
among r e g i o n s . We e x t r a c t seven types of c h a r 
a c t e r i s t i c r e g i o n s , i . e . l a r g e homogeneous 
r e g i o n s , e l onga ted r e g i o n s , shadow r e g i o n s , 
shadow-making r e g i o n s , v e g e t a t i o n r e g i o n s , water 
r e g i o n s and h i g h c o n t r a s t t e x t u r e r e g i o n s . 

A l l the f e a t u r e s used here are s t a b l e a g a i n s t 
the change o f pho tog raph ing c o n d i t i o n s , and a l l 
parameters a re a u t o m a t i c a l l y and a d a p t i v e l y 
de termined f rom the p i c t u r e da ta under a n a l y s i s . 
The re fo re e x t r a c t e d c h a r a c t e r i s t i c r e g i o n s can 
be the r e l i a b l e b a s i s f o r the subsequent d e t a i l 
ed a n a l y s i s . 

F i g . 3 shows the c h a r a c t e r i s t i c r e g i o n s e x t r a c t e d 
f rom the p i c t u r e o f F i g . l . 

3. OBJECT-DETECTION SUBSYSTEM 

An a e r i a l pho tograph c o n t a i n s a v a r i e t y o f 
o b j e c t s such as c rop f i e l d s , f o r e s t a r e a s , grass 
l a n d s , r o a d s , r i v e r s , houses and so on . The 
d i v e r s e knowledge shou ld be i n c o r p o r a t e d to 
d e s c r i b e the s t r u c t u r e on the ground s u r f a c e . 
I n a d d i t i o n , these o b j e c t s , e s p e c i a l l y i n a sma l l 
c o u n t r y a s Japan, are i n t r i c a t e l y a r ranged w i t h 
out d e f i n i t e s p a t i a l r e l a t i o n s h i p s . 

Tak ing these c o n d i t i o n s I n t o accoun t , i t seems 
to be n a t u r a l to d i v i d e the system i n t o a group 
of o b j e c t - d e t e c t i o n subsystems. Each of them is 
des igned t o f i n d out s p e c i f i c o b j e c t s u s i n g the 
knowledge o f t h e i r i n t r i n s i c p r o p e r t i e s and the 
env i ronments in wh ich they are embedded. The 
d i v e r s e knowledge o f the w o r l d i s d i s t r i b u t e d i n 
o b j e c t - d e t e c t i o n subsystems. Th i s f a c i l i t a t e s 
the imp lemen ta t i on o f the sys tem. 

The type of o b j e c t - d e t e c t i o n subsystems can be 
c l a s s i f i e d i n t o two c a t e g o r i e s a c c o r d i n g t o the 
i n f o r m a t i o n they use i n s e l e c t i n g the cand ida te 
r e g i o n s o f o b j e c t s . 
(1) P i c t u r e d a t a - d r i v e n subsystem 
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The subsystems of t h i s type check the ex
i s tence o f the l o c a l areas w i t h s p e c i f i e d 
p r o p e r t i e s by combining c h a r a c t e r i s t i c 
r eg i ons . I f there are such l o c a l a reas , they 
examine them in d e t a i l by a c t i v a t i n g s p e c i a l 
purpose f e a t u r e e x t r a c t i o n programs. 

(2) Mode l -d r i ven subsystem 
The subsystems of t h i s type p i c k up the 
candidate reg ions by us ing the s p e c t r a l and 
s p a t i a l r e l a t i o n s h i p s w i t h a l ready recog
n ized o b j e c t s . For example, i t i s ve ry d i f f i 
c u l t to de tec t cars by a s imple knowledge 
tha t they are r ec tangu la r un less we impose 
the c o n d i t i o n t ha t they are on the roads or 
the p a r k i n g l o t s . There fore the subsystem 
f o r the d e t e c t i o n o f cars e n t a i l s the recog
n i t i o n o f roads o r pa rk i ng l o t s . 

The present system has t h i r t e e n o b j e c t - d e t e c t i o n 
subsystems f o r e i gh t k inds o f o b j e c t s : crop f i e l d 
, bare s o i l ( c r o p f i e l d w i t hou t p l a n t a t i o n ) , 
f o r e s t , grass l a n d , r oad , r i v e r , car and house. 
F i g . 4 shows i n te rmed ia te r e s u l t s o f d e t e c t i o n 
o f these o b j e c t s . 

4. THE STRUCTURE OF THE BLACKBOARD 

Each o b j e c t - d e t e c t i o n subsystem i n t e r f a c e s w i t h 
the common data base, the b lackboa rd , in order 
to t e s t c o n d i t i o n s f o r a c t i v a t i o n and to w r i t e 

i n the r e s u l t o f the a n a l y s i s . A l l the communi
c a t i o n s among o b j e c t - d e t e c t i o n subsystems are 
made v i a t h i s b lackboard . F i g . 5 shows the sche
mat ic drawing of the s t r u c t u r e o f the b lackboard 

The b lackboard con ta ins g l o b a l parameters as 
w e l l as the p r o p e r t i e s of reg ions and o b j e c t s . 
They denote the g l o b a l p r o p e r t i e s o f the p i c t u r e 
d a t a , tha t i s , photographing c o n d i t i o n s o f an 
a e r i a l photograph such as the d i r e c t i o n of the 
sun, t h resho ld va lues f o r checking the s i m i l a r i 
ty of m u l t i s p e c t r a l p r o p r e t i e s and so on. From 
these g l oba l parameters , each o b j e c t - d e t e c t i o n 
subsystem gets the i n f o r m a t i o n o f the q u a l i t y o f 
the p i c t u r e data under a n a l y s i s . T h e r e f o r e , i t 
can s u c c e s s f u l l y f i n d out o b j e c t s i n s p i t e o f 
uns tab le photograph ing c o n d i t i o n s o f a e r i a l 
photographs. 

In t h i s system, elementary r e g i o n s , which are 
segmented accord ing to the m u l t i s p e c t r a l p roper 
ty in segmentat ion, are cons idered as the bas ic 
u n i t s f o r a l l h igher l e v e l p rocess ings . The i r 
fundamental p r o p e r t i e s ( the average gray l e v e l 
in each s p e c t r a l band, s i z e , l o c a t i o n and some 
bas ic shape f ea tu res ) are s to red in the p r o p e r t y 
t a b l e i n the b l a c k b o a r d ( F i g . 5 ) . 

We s to re LABEL PICTURE in the b lackboard in 
order to denote the s p a t i a l r e l a t i o n s h i p s 
among elementary r e g i o n s . I t i s the symbol ic 
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p i c t u r e where each p i x e l i n a n e l e m e n t a r y r e g i o n 
i s l a b e l e d w i t h t h e same u n i q u e r e g i o n number( 
F i g . 6 ) . The reason f o r t h i s i s : 

The s p a t i a l r e l a t i o n s h i p s among r e g i o n s used by 
o b j e c t - d e t e c t i o n subsys tems a r e v e r y d i f f e r e n t 
and depend o n t h e p r o p e r t i e s o f o b j e c t s t h e y 
want t o f i n d o u t . T h e r e f o r e i t i s no t e c o n o m i 
c a l , and i s even somet imes i m p o s s i b l e t o c a l c u 
la te - a l l s p a t i a l r e l a t i o n s h i p s i n advance . For 
e x a m p l e , when we want to e s t i m a t e t h e l o c a t i o n 
o f a house by u s i n g t h e r e g u r a l i t y o f t h e 
s p a t i a l a r rangemen t o f a l r e a d y r e c o g n i z e d o n e s , 
i t w i l l t a k e a l o n g t i m e t o f i n d a c a n d i d a t e 
r e g i o n o f a house i f we do no t use t h e t w o -
d i m e n d i o n a l image. 

As each p i x e l in LABEL PICTURE c o n t a i n s an u n i q u e 
r e g i o n number,we can e a s i l y ge t the p r o p e r t i e s 
o f t h e r e g i o n t o w h i c h i t b e l o n g s . O n the o t h e r 
h a n d , t h e l o c a t i o n o f a r e g i o n in LABEL PICTURE 
i s deno ted b y t h e two c o o r d i n a t e p a i r s , ( B X , B Y ) 
and ( E X , E Y ) , i n t h e p r o p e r t y t a b l e ( F i g . 7 ) . When 
one wan ts to c a l c u l a t e a new f e a t u r e o f a r e g i o n , 
one o n l y has t o scan w i t h i n t he r e c t a n g l e a rea 
s p e c i f i e d b y t h e s e c o o r d i n a t e p a i r s ( M i n i m u m 
Bound ing R e c t a n g l e ) . T h i s i s v e r y u s e f u l t o save 
t h e p r o c e s s i n g t i m e o f p i c t u r e p r o c e s s i n g p r o g r a m s . 

Each c h a r a c t e r i s t i c r e g i o n i n t h e b l a c k b o a r d i s 
r e p r e s e n t e d by a c h a r a c t e r i s t i c r e g i o n node wh i ch 
d e n o t e s a g roup o f e l e m e n t a r y r e g i o n s . T w o - d i 
m e n s i o n a l images o f c h a r a c t e r i s t i c r e g i o n s can 
a l s o be c o n s t r u c t e d f r om LABEL, PICTURE. These 
a re v e r y u s e f u l i n l o c a t i n g c l u s t e r s o f e l e 
men ta ry r e g i o n s such a s f o r e s t and r e s i d e n t i a l 
a r e a s . 

When each o b j e c t - d e t e c t i o n subsys tem r e c o g n i / e s 
a n o b j e c t , i t g e n e r a t e s a n o b j e c t node i n t he 
b l a c k b o a r d , and t h e o b j e c t node and i t s c o n s t i 
t u e n t e l e m e n t a r y r e g i o n s a r e connec ted b y p a r t / 
who le r e l a t i o n s . I f t h e r e c o g n i t i o n o f a n o b j e c t 
depends o n t h e p r o p e r t i e s o f a l r e a d y r e c o g n i z e d 
o n e s , t he node o f a new r e c o g n i z e d o b j e c t i s 

l i n k e d w i t h t hose o f o l d o n e s ( F i g . 5 ) . B y s t o r i n g 
t h e h i s t o r y o f the. r e c o g n i t i o n p r o c e s s , t h e 
sys tem c g i v e back t h e s t a t e o f t h e b l a c k b o a r d 
t o t he c o r r e c t one when i t f i n d s ou t a n e r r o r i n 
i t . 

'3. CONTROL MECHANISM OF THE SYSTEM 

As each o b j e c t - d e t e c t i o n subsys tem r e c o g n i z e s 
o b j e c t s i n d e p e n d e n t l y o f t h e o t h e r s , t h e sys tem 
i n c o r p o r a t e s t he mechanism t o s o l v e c o n f l i c t s 
between t h e s e subsys tems . 

The p r o p e r t y t a b l e has t h e f i e l d where each 
o b j e c t - d e t e c t i o n subsys tem r e t u r n s one o f t he 
f o l l o w i n g r e c o g n i t i o n s t a t u s e s : " u n a n a l y s e d " , 
" r e c o g n i z e d " , " i r r e g u l a r shaped" and " r e j e c t e d " , 
t h e sys tem checks t h i s f i e l d , and i f some e l e 
men ta ry r e g i o n i s r e c o g n i z e d a s d i f f e r e n t o b j e c t s 
o y m u l t i p l e s u b s y s t e m s , i t e v a l u a t e s t h e r e l i a 
b i l i t y v a l u e o f each o b j e c t t o w h i c h t h a t r e g i o n 
b e l o n g s . Then the o b j e c t s nodes excep t the most 
r e l i a b l e one a r e d e l e t e d , and t he c o r r e s p o n d i n g 
r e c o g n i t i o n s t a t u s e s o f t h e r e g i o n a re changed 
f rom " r e c o g n i z e d " t o " r e j e c t e d " . 

I f t h e r e a r e o t h e r o b j e c t s w h i c h have been r e c o g -
n i z e d i n c o n n e c t i o n w i t h r e j e c t e d o b j e c t s , t h e 
sys tem a l s o d e l e t e s t h o s e o b j e c t nodes b y t r a 
v e r s i n g t h e dependency l i n k s f r o m r e j e c t e d 
o b j e c t s . I n t h i s c a s e , t he r e c o g n i t i o n s t a t u s e s 
o f t h e i r c o n s t i t u e n t r e g i o n s a r e g i v e n back t o 
" u n a n a l y s e d " , for t hey m igh t be r e c o g n i z e d by 
u s i n g t h e p r o p e r t i e s o f t he o t h e r o b j e c t s o f t he 
same k i n d . 

E r r o r s i n s e g m e n t a t i o n a re a l s o r e p a i r e d b y t he 
s y s t e m . O b j e c t - d e t e c t i o n subsys tems checks v a r i 
ous p r o p e r t i e s o f r e g i o n s t o r e c o g n i z e o b j e c t s . 
They r e t u r n s t he r e c o g n i t i o n s t a t u s , " i r r e g u l a r 
s h a p e d " , i f t h e shape o f a r e g i o n i s not s u i t a b l e 
f o r a n o b j e c t w h i l e a l l the o t h e r p r o p e r t i e s 
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are s a t i s f a c t o r y . Then, the system re -ana lyses 
tha t reg ion by a p p l y i n g the s p l i t / m e r g e program. 
I f the reg ion has the b o t t l e - n e c k as shown in 
F i g . 8 , i t i s d i v i d e d i n t o smal l r eg ions . I f the 
boundary of the r eg i on is very rough and i r r e g u l a r 
( F i g . 9 ) , ne ighbo r ing smal l reg ions w i t h the 
s i m i l a r c o l o r are merged w i t h i t . These newly 
generated reg ions are added in the b lackboard as 
temporary reg ions and analysed by o b j e c t - d e t e c t i o n 
subsystems. I f a temporary reg ion is s u c c e s s f u l l y 
recogn ized , it is r e g i s t e r e d as a new elementary 
reg ion i n connect ion w i t h i t s r e l a t e d o b j e c t , and 
the o r i g i n a l r eg ion i s de le ted from the b lackboard 
I f the r e s u l t of the r e c o g n i t i o n of the new reg ion 
c o n t r a d i c t s w i t h tha t o f the o r i g i n a l one, the 
system d e l e t e s one of them depending on the r e l i 
a b i l i t y . When the temporary reg ion is not recog
n i z e d , i t is removed from the b lackboard , and the 
cor respond ing r e c o g n i t i o n s t a t u s o t the o r i g i n a l 
r eg ion i s changed to " r e j e c t e d " . 

In the case of F i g . 8 , the b o t t l e - n e c k r e s u l t s 
from the e r r o r of mismerging two ad jacent houses. 
When t h i s reg ion is s p l i t t e d i n t o two r e g i o n s , 
the house d e t e c t i o n subsystem comes to recognize 
them s u c c e s s f u l l y . The reg ion in F i g . 9 c o r r e 
sponds a crop f i e l d , but i t i s not recognized 
because of the i r r e g u l a r i t y of the boundary. 
A f t e r the merging p rocess , i t comes to take the 
smooth boundary, and is recognized as a crop 
f i e l d . 

By the b e n e f i t s of the above-mentioned c o n t r o l 
mechanisms of the system, each o b j e c t - d e t e c t i o n 
subsystem can use the p r o p e r t i e s of a l ready r ec 
ognized o b j e c t s w i t h o u t cons ide r i ng the r e s u l t s 
of r e c o g n i t i o n by the o t h e r s . The system stops 
the a n a l y s i s when no new o b j e c t s are recogn ized . 

F i g . 10 shows the f i n a l r e s u l t o f the a n a l y s i s . 
A l though wh i t e reg ions w i t h no marks are l e f t 
unanalysed, we can see tha t almost a l l o b j e c t s 
which be long to c l e a r semantic ca tego r i es are 
s u c c e s s f u l l y recogn ized . (As we do not have the 
ground t r u t h d a t a , the e v a l u a t i o n o f the r e s u l t 
is done by v i s u a l i n s p e c t i o n . ) 

6. CONCLUSIONS 

The system f o r the s t r u c t u r a l a n a l y s i s of com-
p lex a e r i a l photographs has been p resen ted . The 
major conc lus ions on t h i s system are the f o l l o w 
i n g : 

(1) The focuss ing mechanism r e a l i z e s the e f 
f i c i e n t a n a l y s i s and s u c c e s s f u l l y i s o l a t e s 
o b j e c t s . Table 1 shows the e f f i c i e n c y of t h i s 
focuss ing mechanism. 

(2) The p roduc t i on system a r c h i t e c t u r e g ives us 
the f o l l o w i n g b e n e f i t s . 
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A. M o d u l a r i t y : D i v e r s e knowledge r e q u i r e d to 
d e s c r i b e the s t r u c t u r e o f the ground s u r f a c e 
can be i n d i v i d u a l l y Implemented in o b j e c t -
detection subsys t ems. 

B. M o d e l - d r i v e n a n a l y s i s : We can use the p rope r 
t i e s o f a l r e a d y recogn i zed o b j e c t s i n o rde r 
to ana lyse un recogn ized areas and to f i n d 
ou t c o n t e x t u a l - d e p e n d e n t o b j e c t s . 

C. Genera l c o n t r o l mechanism: The system takes 
— — - — ■ ■ -

t he f u l l r e s p o n s i b i l i t y f o r the maintenance 
o f t he b l a c k b o a r d . I t s o l v e s the c o n f l i c t s 
among o b j e c t - d e t e c t i o n subsystems and 
c o r r e c t s the e r r o r s i n s e g m e n t a t i o n . I f 
necessa ry , i t undoes the c o n t e n t o f the 
b lackboa rd to remove the e f f e c t s o f e r r o r s . 
These mechanisms of the system i n t e g r a t e 
m u t u a l l y independent o b j e c t - d e t e c t i o n sub
systems. 
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Tab le 1 E f f i c i e n c y o f the f o c u s s i n g mechanism: 
Time denotes the p r o c e s s i n g t ime f o r t he c rop f i e l d d e t e c t i o n 
subsystem t o c a l c u l a t e s t r a i g h t n e s s o f r e g i o n b o u n d a r i e s . A s 
we focus o n l y on l a r g e homogeneous r e g i o n s , we can save p rocess 
i n g t ime v e r y much. 

* MBR denotes a minimun bound ing r e c t a n g l e ( s e e F i g . 7 ) 

Fig.10 F i n a l r e s u l t o f the a n a l y s i s : 
Whi te r e g i o n s w i t h o u t mark a re u n 
recogn i zed (20% o f the whole p i c t u r e a rea) 
BS: bare s o i l 

( c rop f i e l d w i t h o u t p l a n t a t i o n ) 
CF: c rop f i e l d 
G : g rass land 
F : f o r e s t 
RD: road 
R : r o o f of a house 
C : car 
r : m i s r e c o g n i z e d r o o f 

( t hese r e g i o n s have s i m i l a r m u l t i -
s p e c t r a l p r o p e r t i e s t o t h a t o f t r u e 
r o o f ) 
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A new knowledge representat ion scheme ca l led S-Net is presented. The S-Net is a descendent of 
both semantic networks and recent ly developed AI languages. We are w i l l i n g to introduce 
procedures i n to our network notat ions as FRL and KRL do. However, these languages have a 
serious disadvantage that the programmer should spec i fy , e x p l i c i t l y by using ind ica to rs such 
as WHEN-FILLED, T0-F1LL e t c . , when the attached procedures are invoked. This resu l t s in the 
r e s t r i c t i o n of system's a b i l i t i e s of so lv ing problems. To avoid t h i s , the programmer should 
always pay a t t en t i on to the overal con t ro l issues dur ing the coding of h is procedures. In our 
new formalism, the e x p l i c i t spec i f i ca t i on is not necessary. The problem solver based on the 
S-Net dynamically determines which procedure is invoked when, according to the problem so lv ing 
s i t u a t i o n s , not to the pre-spec i f ied i nd i ca to rs . We also discuss the problems of property 
inher i tance through h ierarchy. The inher i tance mechanism provided so far is so r e s t r i c t i v e 
that the programmer should do a l l th ings in h is procedures. In the S-Net, the property 
inher i tance is fu r the r augmented by the ' e x p l i c i t path s p e c i f i c a t i o n ' . The de ta i led construc
t i o n of the problem so lver , which performs both forward and backward reasonings appropr ia te ly , 
is also given. 

1 • INTRODUCTION 
In t h i s paper, we discuss a graphical no ta t ion 
ca l led S-Net, which resu l ts in a foundation for 
recent ly developed AI languages. S-Net is a 
descendant of both semantic networks and recent
ly developed AI languages. Semantic networks 
have been developed since the m id -s i x t i es as a 
formalism for the representat ion of knowledge. 
Though the o r i g i n a l idea of semantic networks 
is i n t u i t i v e l y a t t r a c t i v e , the recent formalisms 
of networks seem to lose the advantages which 
the researchers i n i t i a l l y conceived. G. Hendrix 
[1975] , L. Schubert[1976] and others have t r i e d 
to formal ize t he i r networks based on predicate 
l o g i c . As a r e s u l t , t h e i r notat ions have become 
graphica l analogues of l o g i c a l formula. On the 
other hand, since the appearance of 'Frame' 
[Minsky 1975], great e f f o r t s have been made to 
develop programming languages and systems which 
rea l i ze the frame idea [Winograd 1977, Bobrow 
1976, Goldstein 1977, Davis 1978]. They a l l 
have a ce r ta in data s t ruc tu re in to which various 
sor ts of knowledge, inc lud ing both procedural 
and dec la ra t i ve ones, are in tegra ted . However, 
t h e i r data s t ruc tures are based only on the vague 
idea 'Frame', and, more se r ious l y , lack r i g i d l y 

defined semantics. Espec ia l l y , the technique 
'procedural at tachment ' , though i t is powerful 
too l fo r descr ib ing knowledge, makes the s i t u a 
t i on chaot ic . There are no general mechanisms 
for managing the attached procedures appropr ia te
l y . In most languages, the programmer must spec
i f y e x p l i c i t l y when an attached procedure should 
be invoked. Moreover, most aspects concerning 
the con t ro l of the i n te rac t i ons among the a t tach
ed procedures are also l e f t to the programmer. 
As a r e s u l t , the programmer must always pay a t 
ten t ion to the ove ra l l con t ro l issues dur ing the 
coding of h is procedures. We present in t h i s 
paper a framework ca l led S-Net on which descr ip
t ions and operat ions of these languages can be 
appropr ia te ly founded. 

2. RELATED RESEARCH WORKS 

Among o thers , FRL [Goldstein 1978] and KRL 
[Bobrow 1977] are the bet ter known examples of 
recent AI languages. Because these two have 
both the advantages and disadvantages of recent 
at tempts, we w i l l consider them as t yp i ca l exam
ples and compare them wi th the S-Net notat ions 
throughout t h i s paper. 
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As Golds te in s a i d , FRL is a programming syster, 
ra ther than a language. I t lacks the o v e r a l l 
con t ro l mechanisms. I t only provides a data 
s t r u c t u r e and a programming package fo r manipu
l a t i n g i t . The data s t r u c t u r e , a frame system, 
cons is ts of a set of mutua l ly r e l a ted knowledge 
u n i t s c a l l e d * f rame1 . A frame, in t u r n , is an 
aggregat ion of d e s c r i p t i v e data and procedures. 
The core of a FRL frame is a proper ty l i s t . FRL 
genera l izes the LISP proper ty l i s t in the f o l l o w 
ing ways: 

1. FRL supp l ies a mechanism fo r i nhe r i t ance 
of p rope r t i es through a g e n e r a l i z a t i o n h ie ra rchy . 

2. The proper ty value in a frame can be a 
procedure which knows how to get the ac tua l va lue . 

3. Procedures can be associated d i r e c t l y w i t h 
frames. The programmer is requ i red to spec i fy 
e x p l i c i t l y , by us ing facet i n d i c a t o r s such as 
$IF-ADDED, $1F-REM0VED, $IF-NEEDED e t c . , what 
so r t s of operat ions on the frames w i l l invoke 
the associated procedures. 

This approach seems very promis ing and a p p r o p r i 
a t e . However, some p rope r t i es can be i n h e r i t e d 
through set /subset r e l a t i o n s but not through 
par t /who le r e l a t i o n s and v i ce versa. From the 
view po in t of l o g i c , p roper ty i nhe r i t ance is a 
s p e c i f i c mode of in ference associated w i t h a 
p red i ca te . In a extreme case, fo r example, 
c h i l d r e n may i n h e r i t t h e i r second names from 
t h e i r parents but not any other p r o p e r t i e s . 
This i nhe r i t ance r u l e is associated w i t h a pred
i c a t e , say, CHILD-OF. In FRL, there are no ex
p l i c i t p rov i s ions fo r represent ing such a kind 
of r e s t r i c t e d proper ty i n h e r i t a n c e . The only 
poss ib le s o l u t i o n is to embed such a ru le in a 
procedure ( F i g . 2 ) . This s o l u t i o n is not a rea l 
s o l u t i o n of the problem. The programmer should 
do a l l th ings in h i s procedures. Because prop
e r t y i nhe r i t ance through h ierarchy provides only 
a very r e s t r i c t e d in ference mechanism, we need 
a d d i t i o n a l frameworks fo r suppor t ing other k inds 
of i nhe r i t ance mechanisms. 

In sho r t , the essen t i a l fea tures of FRL are 
1. Inher i tance of p rope r t i es through a 

h ie ra rchy . 
2. Procedural at tachment. 

Though these two ideas are i n t u i t i v e l y a t t r a c t i v e , 
there remain a l o t of d i f f i c u l t problems before 
they can be r e a l i z e d . We w i l l consider these 
problems in t h i s s e c t i o n . Note tha t because we 
r e s t r i c t the d iscuss ion in t h i s paper to the 
top ic of problem so l v i ng mechanisms and t h e i r 
foundat ions , we w i l l neglect many c h a r a c t e r i s t i c 
fea tures of FRL or KRL which are very i n t e r e s t i n g 
in t h e i r own r i g h t . 

2 .1 Property Inher i tance Through a Hierarchy 

F i g . 1 shows an example in [Go lds te in 1977]. 
The frame MINSKY i n h e r i t s the p rope r t i es STREET, 
CITY, STATE and ZIP from the frame MIT-AI . In 
FRL, ' t he AKO (A Kind OF) l i n k es tab l i shes a 
mapping by which p rope r t i es of one frame may be 
d i s t r i b u t e d to r e l a t e d frames. Semant ica l l y , 
the mapping can represent a se t / subse t , p a r t / 
whole, or other r e l a t i o n s h i p s [ G o l d s t e i n 1977]. 

(FASSERT 

(STREET 

(CITY 

(STATE 

(ZIP 

MIT-AI 

($VALUE ( /545 Technology Square/ ) ) ) 

($VALUE ( /Cambr idge / ) ) ) 

($VALUE ( /MA/ ) ) ) 

($VALUE ( / 0 2 1 3 9 / ) ) ) ) 

F ig . 2. Res t r i c ted Property Inher i tance Embedded 
in a Procedure. 

2.2 Procedural Attachment 

One of the 
attachment 
eva lua ted , 
programmer 

d i f f i c u l t problems i n procedural 
is how to decide when a procedure 

In most of the AI languages, the 
should e x p l i c i t l y spec i fy t h i s . 

i s 

DAY Frame 

Year 
Monrh 
Day- Number 

Day-of-Week 

A S C I I - f o r m * 

WHEN-FILLED 
(CHECK-RELATION day-number , month) 

TO-FILL 
(APPLY c a l e n d e r - l o o k u p 

TO y e a r , mon th , day-number) 
(APPLY a n c h o r - d n t e - m e t h o d 

TO y e a r , mon th , day-number) 
WHEN-FILLED 

(F ILL y e a r , mon th , day-number) 

* A S C I I - f o r m f o r J u l y 4, 1978 la 780704. 

(FASSERT 

(AKO 

(OFFICE 

MINSKY 

($VALUE ( MIT-AI ) ) ) 

($VALUE ( 821 ) ) ) 

F i g . 1 Desc r i p t i on of an AKO Hierarchy in FRL. 

F i g . 3. Desc r ip t ion fo r 'Day' in KRL. 

$IF-ADDED in FRL and WHEN-FILLED in KRL i n d i c a t 
ors are used to i n d i c a t e that the at tached p ro 
cedure should be invoked when a c e r t a i n value 
i s s tored in the s l o t . However, t h i s ; t y l e o f 
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s p e c i f i c a t i o n is o f t e n inadequate . Some p roce
dures should be t r i g g e r e d when more than one 
s l o t is f i l l e d . F i g . 3 is an example by Winograd 
[ 1975 ] , The procedure Check -Re la t i on , which 
checks the cons is tency between the Day-Number and 
the Month, w i l l be t r i g g e r e d when the Day-Number 
s l o t is f i l l e d . T f the Month s l o t has not been 
f i l l e d when the Day-Number i s f i l l e d , the execu
t i o n of the procedure should be suspended, and 
resumed again when the Month s l o t is f i l l e d . 
The c o n t r o l of such suspension and resuming of 
procedures may become very comp l i ca ted , i f i t i s 
implemented w i t h o u t any c l ea r f o r m a l i z a t i o n . 
Moreover, the s p e c i f i c a t i o n of TO-FILL and WHEN-
FILLED i n d i c a t o r s r e s u l t s i n the r e s t r i c t i o n o f 
the system's a b i l i t i e s . Consider a s imple example 
in which we have two procedures which compute the 
s l o t - B ' s va lue from the s l o t - A ' s v a l u e , and the 
s l o t - C ' s va lue from s l o t - B ' s va lue r e s p e c t i v e l y . 
There are four p o s s i b i l i t i e s to embed such p roce 
dures by us ing TO-FILL and WHEN-FILLED i n d i c a t o r s 
( F i g . 4 ] . I n the f i r s t t h r e e , the s l o t - C ' s va lue 
can be ob ta ined when the s l o t - A ' s va lue is g i v e n . 
However, i t i s not the case i n the l a s t rep resen 
t a t i o n . 

In s h o r t , the p r e - s p e c i f i c a t i o n o f the usages o f 
a t tached procedures i s too r e s t r i c t i v e . 

Our problem so l ve r based on the S-Net a l t e r n a t e 
ly performs backward and forward reason ings . In 
t ha t p rocess , an a t tached procedure w i l l be 
u t i l i z e d e i t h e r i n forwards o r backwards, accord
i ng to the problem s o l v i n g s i t u a t i o n s . I n o rder 
to accompl ish such mechanism, we i n t roduce the 
concept o f ' p a r t i a l l y i n s t a n t i a t e d r e l a t i o n s h i p s ' 
in the S-Net, which are dynamica l l y c rea ted 
d u r i n g the problem s o l v i n g process [See 4 . 1 and 
4 . 2 ] . 

3. S-NET REPRESENTATION 

S-Net c o n s i s t s of seve ra l types of nodes and 
l i n k s . The node types which are used in the 
S-Net are shown in F i g . 5. The D i s j o i n t node 
and the Cond i t i on node p lay the r o l e of l o g i c a l 
connec t i ves . They are used f o r augmenting the 
g e n e r a l i z a t i o n h i e r a r c h y ( 3 . 1 ) . A p r o p e r t y o r 
a s l o t is represented in the S-Net by a node 
c a l l e d Proper ty node. A l l v a r i a b l e nodes i n the 
S-Net are typed by c e r t a i n data t ypes . The de f 
i n i t i o n o f a type p lays a c e n t r a l r o l e in the 
S-Net. 

To avo id t h i s , we should c a r e f u l l y d i s t i n g u i s h 
the two d i f f e r e n t k inds of knowledge: what l o g i c 
a l o r conceptua l r e l a t i o n s h i p s the a t tached 
procedure embodies, and when the procedure w i l l 
be invoked. I t is o f t e n known beforehand tha t 
the e v a l u a t i o n of a c e r t a i n procedure r equ i r es 
much more resources ( t ime or space) than the 
o the rs or t ha t a c e r t a i n d i r e c t i o n o f search ing 
o f t e n leads us to success. These s o r t s of knowl 
edge are c a l l e d ' h e u r i s t i c s ' and the programmer? 
have been encouraged to embed them in t h e i r r e p 
r e s e n t a t i o n . However, i t i s our c o n t e n t i o n tha t 
such h e u r i s t i c s are on ly h e u r i s t i c s , i . e . , they 
may be r e f l e c t e d on the problem s o l v i n g process 
on ly t o the ex ten t t ha t they w i l l not r e s t r i c t 
the system's a b i l i t i e s . TO-FILL (WHEN-FILLED) 
i n d i c a t o r s not on ly recommend the backward 
( fo rward ) usages of the a t tached procedures but 
a l so i n h i b i t t h e i r forward (backward) usages. 

F i g . 5. Node Types in the S-Net. 

A Type D e f i n i t i o n node desc r ibes the basic-
behaviour of a data t y p e . I t corresponds to an 
atom in LISP. In LISP, an a r b i t r a r y cha rac te r 
s t r i n g i d e n t i f i e s an atom, and a l l occurrences 
of the same cha rac te r s t r i n g in LISP programs 
and data are represented i n t e r n a l l y by a p o i n t e r 
which p o i n t s to the atom. The behaviour of an 
atom is descr ibed by the p rope r t y l i s t a t tached 
to the atom. Accord ing to t h i s conven t i on , a 
data type in the S-Net i s i d e n t i f i e d un ique ly 
by i t s name, and the re is one type d e f i n i t i o n 
node f o r each data t ype . 

3.1 Augmentat ion of G e n e r a l i z a t i o n H ie ra rchy 

Data types can be organ ized in a h i e r a r c h i c a l 
s t r u c t u r e . We use the term SORT, i ns tead of 
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AKO or ISA, to r e f e r to the l i n k . In our problem 
so l v i ng procedure, the h ie ra rchy of data types 
plays the c e n t r a l r o l e f o r d i s t r i b u t i n g proper
t i e s , though e x p l i c i t path s p e c i f i c a t i o n (See 
3.3) w i l l f u r t h e r augment the i nhe r i t ance mecha
nisms. When a problem d e s c r i p t i o n is g i ven , the 
instance nodes of the corresponding data types 
are c rea ted . Because each instance in a problem 
d e s c r i p t i o n has i t s own data type name, the i n i 
t i a l p o s i t i o n o f the instance in the h ie rarchy 
is determined by i t s name. However, the p o s i 
t i o n should be determined not on ly by i t s type 
name but a lso i t s whole d e s c r i p t i o n s . For exam
p l e , the instance 

(OBJECT-1 NAME = ALCOHOL 

(! TEMPARATURE) - 28°C) ) 

is i d e n t i f i e d w i t h the data type ALCOHOL by i t s 
type name. Moreover, because ALCOHOL is a sub-
sor t of MATERIAL and because an instance of 
MATERIAL whose temparature is between the b o i l i n g 
po in t and the conge la t ion po in t is an instance 
of LIQUID, i t should be i d e n t i f i e d as an instance 
of LIQUID. A l l p r o p e r t i e s of LIQUID should be 
d i s t r i b u t e d to t h i s ins tance . In order to accom
p l i s h such an i d e n t i f i c a t i o n process, we need a 
framework in the S-Net f o r s p e c i f y i n g when an 
instance is located lower in the h ie ra rchy . For 
t h i s purpose we in t roduce in the S-Net a new l i n k 
SUBSORT and a new type of node Cond i t ion Node 
(See F i g . 6 ) . A SUBSORT l i n k is a l i n k from a 
h igher data type to a lower one. A Cond i t ion 
Node holds a c o n d i t i o n when the t r a n s i t i o n from 
the higher to the lower data type is p e r m i t t e d . 
Moreover, because new in fo rma t ion about an 
instance may be der ived dur ing the problem s o l v 
ing process or accumulated through the d ia logue 
w i t h the user , the p o s i t i o n I d e n t i f i c a t i o n may 
be performed du r ing the problem so l v i ng process. 

We o f t en f i n d the f o l l o w i n g type of d e c l a r a t i v e 
sentences. 

Acid which d isso lves copper is 
H y d r o c h l o r i c - A c i d , N i t r i c - A c i d 
Su lphu r i c -Ac id . 

e i t h e r 
or 

These statements descr ibe mutua l ly exc lus ive 
r e l a t i o n s h i p s among se t s . A data type and a set 
do not necessar i l y correspond but they are c lose 
l y r e l a t e d . 

We c a l l a set of data types ' D i s j o i n t S e t ' , i f 
the data types in the set s a t i s f y the f o l l o w i n g 
c o n d i t i o n s : 

1 . I f an instance is a c e r t a i n data type in 
the se t , i t can never be o ther data types in the 
se t . 

2. We can determine the data type of an i n 
stance by determin ing which data type i t is not 
equal t o , i . e . by e l i m i n a t i o n . 

In the S-Net, we represent a d i s j o i n t set by a 
node c a l l e d D i s j o i n t Node ( F i g . 7 ) . D i s j o i n t 
nodes are o f t en use fu l to i n h i b i t semant ica l l y 
i r r e l e v a n t i n fo rma t i on from en te r i ng i n t o the 
search space. By combining the Condi t ion nodes 
and D i s j o i n t nodes, the g e n e r a l i z a t i o n h ie rarchy 
in the S-Net becomes very power fu l . 

3.2 Re la t i on Nodes 

A r e l a t i o n node in the S-Net expresses a c e r t a i n 
dependency r e l a t i o n s h i p among the s l o t s , and a lso 
func t i ons as entrance to some ex te rna l procedures 
from the S-Net. Based on the dependency r e l a 
t i o n s h i p s , the S-Net problem so lver determines 
how to solve a problem. For each r e l a t i o n node, 
a bunch of procedures is i n t e r n a l l y de f i ned . 
The procedures embody how to u t i l i z e the r e l a t i o n 
in the problem s o l v i n g . The problem so lver 
decides which i n t e r n a l procedures is invoked, 

620 



based on both the dependency re la t ionsh ips and 
the problem so lv ing s i t u a t i o n s . 

Logical predicates of ce r t a i n k inds , a r i thmet ic 
operators, ex terna l data bases and procedures in 
general are a l l equal ly represented in the S-Net 
by r e l a t i o n nodes. , A r e l a t i o n node essen t i a l l y 
corresponds to a l o g i c a l pred icate . A l o g i c a l 
predicate ex ten t i ona l l y spec i f ies a se t , possib ly 
i n f i n i t e , o f tuples which s a t i s f y the pred icate . 
We assume that ex terna l data bases are const ruc t 
ed according to the r e l a t i o n a l data model. It 
consists of the tuples which sa t i s f y a predicate 
or r e l a t i o n s h i p , whi le a procecure in general 
expresses the mechanism fo r computing those 
tup les . 

The descr ip t ion of a procedure in a r e l a t i o n node 
consists of two pa r t s : Declarat ion part and Proce
dure body. The dec la ra t ion part shows in which 
d i r e c t i o n the procedure u t i l i z e s the r e l a t i o n 
ship. This pa r t , as demonstrated below, is 
f a i r l y simple: 
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is a simple example of such d e s c r i p t i o n s . We 
t r e a t an occurrance of a data type in the d e f i n i -
t i o n of another type as a v a r i a b l e typed by the 
data type. Thus, (DT NAME = Water) in the 
above example is represented as a typed v a r i a b l e . 
Since the v a r i a b l e is typed as Water, a l l i n f o r 
mation at tached to Water is app l i cab le to the 
v a r i a b l e . For example, we w i l l have the value 
H20 when we r e t r i e v e the value of the proper ty 
Chemical-Formula of the Solvent of a c e r t a i n 
Aqueous-Solut ion. Moreover, a s p e c i f i c knowl-
edge, which can be app l ied only to the water 
that is the so lvent of a c e r t a i n s o l u t i o n , but 
not to Water in genera l , is a lso at tached to 
the v a r i a b l e . 

F i g . 9. Type D e f i n i t i o n Node 
fo r 'Aqueous-So lu t ions 1 . 

The S-Net f o r the above d e s c r i p t i o n is shown in 
F i g . 9. R e t r i e v a l of a value through a path 
d e s c r i p t i o n such as (FGET Aqueous - So lu t i on 
Solvent Mass) w i l l cause the eva lua t i on of a 
procedure which is def ined as the ' i n t e r n a l ' 
procedure of the r e l a t i o n node ADD/SUB tha t 
computes the So l ven t ' s mass from those of the 
So lu t i on and the So lu te . Moreover, i f the 
procedure f a i l s to compute i t , more general 
procedures which are at tached to the data type 

Water or more general data types than Water w i l l 
be invoked. Thus, u n l i k e in FRL, a path d e s c r i p 
t i o n in the S-Net is augmented au toma t i ca l l y by 
the system. 

Such a path d e s c r i p t i o n can be emplyed not only 
in the query express ion but a lso in the S-Net 
d e s c r i p t i o n s as f o l l o w s . The general statement 

' I f a researcher is a member of an o r g a n i z a t i o n , 
he i n h e r i t s the address from the o r g a n i z a t i o n ' 

can be expressed by 

In the above examples, a l l path d e s c r i p t i o n s 
begin w i t h ! ' s which show that the paths s t a r t 
from the cur ren t data type. A path which s t a r t s 
from a data type tha t is d i f f e r e n t from the 
cur ren t one is a lso al lowed in the S-Net. Thus, 
the statement 'A MIT-Researcher i n h e r i t s h is 
address from MIT-Al -Lab' can be expressed d i r e c t 
l y by 

The S-Net fo r t h i s is shown in F i g . 10. By using 
t h i s mechanism, c a l l e d ' e x p l i c i t path s p e c i f i c a 
t i o n ' , p roper ty i nhe r i t ance or d i s t r i b u t i o n among 
d i f f e r e n t data types can be obtained in a very 
i n t u i t i v e way. Because EQ is represented as a 
r e l a t i o n node, the above expression can be used 
not only f o r r e t r i e v i n g the researcher ' s address 
but a lso fo r checking the consistency when the 
address of a c e r t a i n MIT-Researcher is g iven . 
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The type definition node for Solution contains 
various relationships among the properties. 
These relationships are also instantiated. For 
example, there may exist a relation node ADD/SUB 
that expresses the relationship among Solution's 
mass, Solvent's mass and Solute's mass. When 
the solution's mass is f i l led by 100 gr, the 
relationship is also partially instantiated, and 
the partial ly instantiated relation node is creat
ed (Fig. 11). 

The instance OBJECT-2 is created as an instance 
of Water. Because the proper ty Mass is f i l l e d 
by 98 g r , the r e l a t i o n nodes at tached to Water 's 
Mass are i n s t a n t i a t e d . Moreover, because OBJECT-' 
2 is put in the proper ty Solvent of OBJECT-1, the 
r e l a t i o n nodes at tached to the So lven t ' s Mass are 
a lso i n s t a n t i a t e d . As a r e s u l t , the i n s t a n t i a t e d 
r e l a t i o n node ADD/SUB is f u r t h e r i n s t a n t i a t e d , 
i . e . , the arg-2 is bound to 98 g r . Since both 
a r g - 1 and arg-2 are known in t h i s i n s t a n t i a t e d 
r e l a t i o n node, one of the procedures def ined in 
t h i s r e l a t i o n node which computes arg-3 becomes 
to be eva luab le . The procedure is marked as 

Molecular-
Weight 

F i g . 12. F ina l Result o f the I n s t a n t i a t i o n . 

As descr ibed above, the i n s t a n t i a t i o n of a data 
type r e c u r s i v e l y causes the i n s t a n t i a t i o n of 
other data types. Some r e l a t i o n nodes are a lso 
i n s t a n t i a t e d du r ing the process. The i n s t a n t i a 
t i o n of r e l a t i o n nodes is propagated upward 
through the SORT-hierarchy: If a proper ty of a 
c e r t a i n data type i s f i l l e d , the r e l a t i o n nodes 
at tached to the same proper ty of the h igher data 
types in the h ie ra rchy are a l l i n s t a n t i a t e d . 

4•2 Backward and Forward Reasonings 

As we descr ibed e a r l i e r , a f t e r the i n i t i a l 
i n s t a n t i a t i o n of v a r i a b l e s , a c e r t a i n set of 
procedures are only marked as immediately eva lu 
able and put i n t o the E V - l i s t , because the imme
d i a t e eva lua t i on o f these procedures w i l l t r i g 
ger the u n l i m i t e d forward reasoning which may 
invoke many i r r e l e v a n t procedures. 

The next stage is performed backward. The i n i 
t i a l g o a l , which is to solve the problem posed 
by the user , w i l l be t r i e d , and i f not f u l f i l l e d , 
the goal w i l l be f u r t h e r expanded i n t o a set of 
subgoals. The expansion of a goal w i l l be per 
formed by u t i l i z i n g the i n fo rma t i on at tached to 
the i n s t a n t i a t e d data types, e s p e c i a l l y the 
d e c l a r a t i o n par ts o f i n t e r n a l procedures in the 
i n s t a n t i a t e d r e l a t i o n nodes. Because the 
i n s t a n t i a t e d r e l a t i o n nodes have a l ready been 
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partially instantiated during the preceding for
ward mode, it is reasonable to expect that these 
instantiated relationships are relevant to the 
current problem more than those which have not 
been instantiated. We illustrate this process 
by considering a simple example. Suppose the 
problem description in 4.1 has been given and that 
the following problem is posed. 

'Retrieve the Density of OBJECT-1' 

The initial goal will not be achieved, because the 
mass of OBJECT-3 is not explicitly given. The 
initial goal is expanded into subgoals. Since 
the relation node which indicates the relation
ship among Solution's Mass, Solute's Mass and 
Solution's Density has been partially instantiat
ed and attached to the instance OBJECT-1, this 
instantiated relation node will be used to expand 
the goal. The subgoal is 

'Retrieve the Mass of OBJECT-3'. 

The reasoning mode will be changed from the back
ward mode to the forward mode. In this mode, the 
procedures in the EV-list will be evaluated in 
turn. The evaluation will further instantiate 
some variables in the S-Net so that some other 
procedures will enter in the evaluable stage. 
They are also marked accordingly, and put in the 
EV-list. They will be evaluated in the next for
ward mode. 

In the above example, the internal procedure in 
the relation node ADD/SUB, which computes the 
Solute's(0BJECT-3's) Mass, is evaluated. The 
result of the evaluation fulfills the above sub-
goal. This will be checked in the next backward 
mode. The success of the subgoal will result in 
the success of the initial goal. 

Thus, the whole process is performed forwards and 
backwards. If there are no procedures in the EV-
list, only the backward mode will be continued 
until a certain procedure will be entered in the 
EV-list. Note that an internal procedure in a 
relation node will be used in both directions, 
forwards and backwards. Moreover, the two mode 
works cooperatively in the sense that the back
ward mode prefers to operating the partially in
stantiated relation nodes proposed by the preced
ing forward mode. 

5. A SIMPLE EXAMPLE 

In order to give the reader some idea about the 
operation of the problem solver, we will give an 
example in this section. Suppose the following 
problem is given. 

(OBJECT-1 NAME = Solution 
(! Solute) = ( OBJECT-2) 
(! Volume) = 200 cc ) ) 

(OBJECT-2 NAME = Sodium 
(! Mass) - 2 gr ) ) 

(RETRIEVE OBJECT-1 Mol-Density) ? 
In order to compute the Mol-Density, the pro
blem solver should solve various subproblems 
such as computing the Solute's Mol-Number from 
the mass and the molecular-weight, retrieving the 
Molecular-Weight from the external data base, get
ting Sodium's Chemical-Formula for accessing the 
data base etc. The problem solver works fairly 
well and selects relevant knowledge appropriately 
even if there is much irrelevant knowledge in the 
S-Net. 

6. CONCLUSION 

In this paper, we have proposed a graphical nota
tion called S-Net which provides a framework and 
a foundation for some of the operations of recent 
AI languages and systems. Especially,it is shown 
that the problems, 'when an attched procedure to 
be invoked' and 'how to represent restricted pro
perty inheritance in nonprocedural forms', can be 
solved in the S-Net representation. Moreover, 
various sorts of information about problem solv
ing situations such as variable binding contexts 
etc. are distributively stored in the nodes(part-
ially instantiated relation nodes etc.) so that 
the global controller, the problem solver, can be 
easily implemented. The current version is only 
one of possible constructions. We are now de
veloping different problem solving strategies. 
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A LISP machine NK3 is p r e s e n t e d . The machine has v a r i o u s s p e c i a l hardwares no t o n l y f o r e x e c u t 
i n g o r d i n a r y LISP programs v e r y f a s t bu t a l s o f o r imp lemen t i ng f l e x i b l e c o n t r o l s t r u c t u r e s such 
a s c o - r o u t i n e s . S p e c i a l ca re i s t aken i n t he a r c h i t e c t u r e t o r e a l i z e r a p i d t r a n s f e r o f t he p o i n t 
e r i n f o r m a t i o n in the sys tem. Au toma t i c management o f the s t a c k a rea and the guaran tee o f h i g h 
speed and f l e x i b l e s t a c k o p e r a t i o n s a re the o t h e r i m p o r t a n t d e s i g n i s s u e s . NK3 i s p r o v i d e d w i t h 
a hardware s t a c k wh i ch c o n t a i n s the t o p p a r t o f t he s t a c k and t r a n s f e r s d a t a f r o m / t o t h e main 
memory i n d e p e n d e n t l y w i t h the CPU. V a r i o u s i n s t r u c t i o n s f o r m a n i p u l a t i n g the s t a c k , such as 

exchange the s t a c k c o n t e n t 1 e t c . , a re p r e p a r e d . The c o n s t r u c t i o n s o f t he hardware a r c h i t e c t u r e 
m ic ro /mac ro i n s t r u c t i o n s e t s , and t he s o f t w a r e i n c l u d i n g t h e i n t e r p r e t e r a re d e s c r i b e d i n t h i s 
pape r . Some r e s u l t s o f per fo rmance e v a l u a t i o n are a l s o shown. 

1. INTRODUCTION 

LISP i s the most p o p u l a r programming language in 
t h e r e s e a r c h a rea o f a r t i f i c i a l i n t e l l i g e n c e . We 
have used LISP to deve lop n a t u r a l language unde r 
s t a n d i n g systems and some p rob lem s o l v i n g sys tems. 
The most c o m p l i c a t e d systems among these is a 
programming language f o r n a t u r a l language a n a l y s i s 
c a l l e d PLATON[NAGAO 1 9 7 5 ] , wh ich is an extended 
v e r s i o n o f Wood's ATN p a r s e r . I t has t he a b i l i t y 
o f p a t t e r n m a t c h i n g t o check the a p p l i c a b i l i t i e s 
o f t he grammar r u l e s . T h i s makes the d e f i n i t i o n 
of a grammar v e r y c l e a r and easy to u n d e r s t a n d . 
However, because the p a t t e r n ma tch ing o p e r a t i o n 
i s v e r y t ime consuming , i t t ook a l o n g t ime t o 
ana l yze a sen tence . The more power fu l ana lys is 
we w i s h , t he b i g g e r the programs become, and 
r e q u i r e b o t h a huge f r e e c e l l a rea and h i g h e x 
e c u t i o n speed. 

On t h e o t h e r hand , f o r n a t u r a l language unde r 
s t a n d i n g systems the more f l e x i b l e c o n t r o l s t r u c 
t u r e s a re r e q u i r e d than the r e c u r s i v e one the 
o r d i n a r y LISP systems p r o v i d e . The i dea o f the 
' s o c i e t y o f expe r t s ' [HEWITT 1977] i s a l s o v e r y 
i m p o r t a n t i n n a t u r a l language u n d e r s t a n d i n g s y s 
tems. Imp lemen t i ng such a c o - r o u t i n e env i ronment 
by an o r d i n a r y LISP may decrease t h e e f f i c i e n c y 
c o n s i d e r a b l y . I t i s d e s i r a b l e t h a t t he hardware 
system s u p p o r t s such mechanisms. 

From t h e above r e a s o n s , we d e c i d e d , in 1975, to 
c o n s t r u c t a s p e c i a l hardware system wh i ch can 
d i r e c t l y execu te LISP codes. The LISP machine 
w h i c h we have deve loped is c a l l e d NK3 and equ ipped 

w i t h v a r i o u s hardwares such as a s p e c i a l l y d e s i g n 
ed hardware s t a c k . We have comple ted the h a r d 
ware of NK3 and implemented the i n t e r p r e t e r of 
L ISP1.5 on i t . We a re now d e v e l o p p i n g more soph 
i s t i c a t e d LISP i n t e r p r e t e r , c o m p i l e r , and m i c r o 
coded i n s t r u c t i o n s f o r t he machine s tep by s t e p 
in e v o l u t i o n a l approaches . We have measured the 
per fo rmance o f t h e machine f r om v a r i o u s v i e w 
p o i n t s : how o f t e n the da ta t r a n s f e r between t h e 
hardware s t a c k and the main memory o c c u r s , how 
f r e q u e n t each m i c r o coded i n s t r u c t i o n i s used e t c . 
Based on these measurements, we a re i m p r o v i n g t he 
c o n s t r u c t i o n s o f the i n t e r p r e t e r , c o m p i l e r and 
m i c r o coded i n s t r u c t i o n s . 
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machine NK3. NK3 is a micro-program machine. 
Micro-programs are s tored in WCS(writable c o n t r o l 
s t o r e ) , and the macro-programs and LISP c e l l s are 
s tored in the main memory. The machine has three 
data buses, o rd ina ry r e g i s t e r s , ALU and some other 
f unc t i ons . Specia l care i s taken in the a r c h i 
t e c t u r e to r e a l i z e rap id t r a n s f e r o f the p o i n t 
er i n fo rma t i on in the system. Automatic manage
ment of the stack areas and the guarantee of the 
h igh speed, f l e x i b l e automatic pushing down and 
popping up opera t ions are the other important 
design issues of the system. Some t y p i c a l f ea 
tu res of NK3 are the f o l l o w i n g s . 

( i ) Wr i t ab le Cont ro l Store (4 kw, 42 b i t / w o r d ) 

This conta ins micro-programs of most b u i l t - i n 
f unc t i ons and most pa r t s of the i n t e r p r e t e r . 

( i i ) Main Memory (512kB, 800nsec) 

The main memory is of the mini-computer INTERDATA 
8/32 and is shared by NK3. Because of t h i s memory 
shar ing the access speed to the memory from NK3 
takes about 2 / seconds , which is very slow. The 
i n p u t / o u t p u t opera t ions of NK3 are performed by 
INTERDATA 8/32. Since the OS is a lso shared, NK3 
does not need to have any general f a c i l i t i e s such 
as the f i l e management. 

( i i i ) Hardware Stack (16 words, 32 b i t s / w o r d ) 

The top pa r t o f the s tack is s to red in these r e g 
i s t e r s . The popping-up and pushing-down opera t 
ions are genera l l y performed in o rd ina ry LISP 
programs a l t e r n a t e l y . Long consecut ive popping ( 
pushing) opera t ions are r a r e . In such a s i t u a t i o n , 
the usual double b u f f e r i n g technique is inadequate 
I t causes f requent data t r a n s f e r . To avoid t h i s , 
we have adopted quadruple b u f f e r i n g f o r the ha rd 
ware s tack . The hardware stack is d i v i ded i n t o 
four b l ocks , each of which cons is t s of four words. 
By t r a n s f e r r i n g data f rom/ to the main memory asyn
chronously w i t h the CPU by the u n i t of four words, 
the hardware stack is guaranteed to con ta in always 
at l eas t four words of the stack and four word 
spaces f o r the push-down i n f o r m a t i o n . Special 
c i r c u i t s are prov ided to detect the e r r o r s such as 
stack over f low and under f low. The data t r a n s f e r 
is done by burs t DMA mode independent ly w i t h the 
LISP program. Any pa r t of the main memory can be 
assigned to be the stack a rea , and any number of 
areas can be reserved f o r d i f f e r e n t stacks in the 
memory to r e a l i z e co - rou t i ne environments. Some 
spec ia l i n s t r u c t i o n s are prepared to sw i tch the 
a c t i v e stack from the cu r ren t one to the o ther 
e t c . Because f requent sw i t ch ing among stacks is 
expected to occur , i t i s not reasonable to have 
a l a rge r hardware stack than the present one. I t 
w i l l cause a data t r a n s f e r of la rge amount, when 
the a c t i v e stack is changed. 

We have measured how o f t en the consecut ive popping 
and pushing opera t ions occur In the usual execut
i o n , and how o f t e n the data t r a n s f e r is performed 
between the hardware s tack and the memory (See 
Table 1 ) . 

Table 1. Stack Operations and Data Transfer 

The bench marck problem here is the theorem prov-
er based on ' r e s o l u t i o n p r i n c i p l e ' [Chang 1973]. 
From t h i s t ab l e , one can see more than 84% of 
stack operat ions are e f f e c t i v e l y ca r r ied out with
out any data t r ans fe r . 

( i v ) Transfer Table (1 kw, 15 b i t /word ) 

The i n t e r p r e t e r f requent ly checks the data types 
of the c e l l s and determines the jump pos i t i on in 
the program. The data types of c e l l s are express 
ed in the tag par ts of the memory words(Fig. 2 ) . 
The Transfer Table is used by micro-programs to 
determine the jump pos i t i on d i r e c t l y from the des 
c r i p t i o n of the tag pa r t s . 

F i g . 2 S t ruc tu re of LISP Ce l l s 

(v) M i c r o - I n s t r u c t i o n s 

There are s i x types of m i c r o - i n s t r u c t i o n s . Those 
types are (1) A r i t h m e t i c and Log i ca l o p e r a t i o n s , 
(2) Cond i t i ona l Jumps, (3) Emit o p e r a t i o n s , (4) 
Transfer Table ope ra t i ons , (5) Patch ope ra t i ons , 
and (6) S h i f t ope ra t i ons . By Patch ope ra t i ons , 
we can patch a r b i t r a r y po r t i ons of L-Bus data and 
R-Bus data toge ther . Combining t h i s opera t ion 
w i t h the S h i f t opera t ions enables us to manipulate 
the tag i n fo rma t i on e f f i c i e n t l y . The format of 
the type 4 i n s t r u c t i o n is shown in F i g . 3. 
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NK3 is e s s e n t i a l l y a m i c r o programmable computer 
wh ich i s equ ipped w i t h v a r i o u s s p e c i a l ha rdwares . 
T h e r e f o r e , i n o r d e r t o make the e x e c u t i o n e f f i 
c i e n t , we shou ld d e v i s e macro i n s t r u c t i o n s wh i ch 
u t i l i z e these s p e c i a l hardwares w e l l and a re s u i t 
a b l e f o r LISP o p e r a t i o n s . A t p r e s e n t , most o f 
b u i l t - i n f u c t i o n s o f LISP can be execu ted by s i n 
g l e macro i n s t r u c t i o n s . Moreove r , some of them 
o p e r a t e s d i r e c t l y on t he top o f s t a c k . Because 
o f the hardware s t a c k , these i n s t r u c t i o n s a re 
execu ted v e r y f a s t . 

A se t o f s p e c i a l macro i n s t r u c t i o n s wh ich f a c i l i 
t a t e the w r i t i n g o f LISP i n t e r p r e t e r s i s p r o v i d e d . 
These a re the p a r t s o f t he i n t e r p r e t e r wh ich c o n 
c e p t u a l l y p e r f o r m s i n g l e t a s k s . For example , 
s e a r c h i n g the v a l u e o f a v a r i a b l e f rom the A - l i s t , 
j u m p i n g t o the a p p r o p r i a t e l o c a t i o n s i n Eva l o r 
App l y a c c o r d i n g to t h e t y p e s o f the arguments and 
so on a re pe r fo rmed by s i n g l e i n s t r u c t i o n s . The 
i n s t r u c t i o n HASH i s a n o t h e r example o f h i g h l e v e l 
macro i n s t r u c t i o n s . The h a s h i n g o p e r a t i o n on t he 
a t o m ' s p r i n t - n a m e i s c a r r i e d ou t b y t h i s i n s t r u c 
t i o n . I t i s v e r y t ime consuming b y the o r d i n a r y 
program t o i d e n t i f y a l l t he i n p u t c h a r a c t e r s t r i n g s 
w i t h the atoms a l r e a d y in t he sys tem. The HASH 
i n s t r u c t i o n p e r f o r m s t h i s t a s k v e r y e f f i c i e n t l y . 

Some o t h e r s p e c i a l i n s t r u c t i o n s have been d e v i s e d 
t o m a n i p u l a t e t he hardware s t a c k f o r i m p l e m e n t i n g 
f l e x i b l e c o n t r o l mechanisms d i r e c t l y . The i n s t r u c 
t i o n s EXCHange and I N I T i a l i z e a re the examples. 
The EXCH and TNIT enab les us to implement c o - r o u 
t i n e e n v i r o n m e n t s . Because NK3 i s equ ipped w i t h 
a s i n g l e hardware s t a c k , o n l y one o f t he c o - r o u 
t i n e s can be a c t i v e a t a t ime and t he s t a c k i n f o r 

m a t i o n f o r t he r o u t i n e i s s t o r e d i n the hardware 
s t a c k . The EXCH is used to exchange the c o n t e n t 
o f the hardware s t a c k , i n o r d e r t o a c t i v a t e a n 
o t h e r c o - r o u t i n e i n p l a c e o f t h e c u r r e n t one . 
The o l d e r c o n t e x t w i l l b e a p p r o p r i a t e l y saved . 
The i n s t r u c t i o n IN IT i s f o r I n v o k i n g a new c o 
r o u t i n e . I t i n i t i a l i z e s a s t a c k a rea and r e s e r v e s 
a c e r t a i n amount o f memory a rea f o r t h a t r o u t i n e . 

4. PERFORMANCE EVALUATION 

We have w r i t t e n a LISP i n t e r p r e t e r f o r LISP 1.5 
by u s i n g the macro i n s t r u c t i o n s d e s c r i b e d i n 3 , 
and have measured the per fo rmance and the e f f e c 
t i v e n e s s o f these i n s t r u c t i n s . We a re s t i l l seek
i n g much more e f f i c i e n t se t o f macro i n s t r u c t i o n s 
f o r L ISP. Up to p r e s e n t we have e x p e r i e n c e d a 
d r a s t i c improvement o f t he e x e c u t i o n t i m e s , f o r 
example two to t h r e e t i m e s , by s e t t i n g up a good 
i n s t r u c t i o n s e t . On the o t h e r h a n d , ano the r 
t r i a l i s i n p r o g r e s s , wh i ch makes t h e macro i n 
s t r u c t i o n s a s b i g a s p o s s i b l e i n t h e i r f u n c t i o n s . 
The l i m i t i n t h i s d i r e c t i o n i s t h a t t he s t a c k o p -
r a t i o n s cannot be r e a l i z e d by m i c r o p rograms. 
Because o f t h i s weak p o i n t , t he i n t e r p r e t e r as 
a whole cannot be r e a l i z e d by m i c r o i n s t r u c t i o n s 
o n l y . 

We a l s o compared the e x e c u t i o n speed of NK3 w i t h 
some o t h e r LISP systems on b i g and s m a l l comput
e r s . The bench mark prob lems were a s o r t i n g p r o 
gram, a theorem p r o v e r , and some o t h e r t y p i c a l 
LISP p rograms. The per fo rmance of NK3 migh t be 
judged as : i t has a h a l f o f t he power o f v e r y 
l a r g e machines ( i . e . M190) , and has s e v e r a l t imes 
o f t he power o f s m a l l computer v e r s i o n s o f L ISP. 
I f NK3 can use the main memory e x c l u s i v e l y w i t h 
out s h a r i n g w i t h INTERDATA 8 / 3 2 , and i f t he s t a c k 
mechanism can be u t i l i z e d f r e e l y f rom m i c r o - p r o 
grams, t h e e x e c u t i o n speed w i l l improve d r a s t i 
c a l l y . These may be t h e main improvement to be 
taken soon. 
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We descr ibe a new t ree search method which searches best few paths w i t h back t rack ing in 
p a r a l l e l by the f o l l o w i n g a lgo r i t hm search) . Expand the best nodes at one t ime. 
If the number of new nodes which have been expanded by a se lec ted node exceeds a p re -se t 
t h resho ld , only the best nodes are kept and others are pruned. If the t o t a l number 
of newly generated node sequences and non-expanded node sequences exceeds a p re -se t 
th resho ld , on ly the best y node sequences are kep t , and o thers are removed. Repeat 
these consecut ive processes u n t i l a complete sequence is generated. We evaluated t h i s 
method by s imu la t ions and exper iments, and obta ined good performances both in the search 
e f f i c i e n c y and in the r e c o g n i t i o n r a t e . 

1. INTRODUCTION 

To recogn ize a p e r c e p t u a l i npu t (ex . speech, 
image) , a l l p l a u s i b l e cand ida tes should be taken 
i n t o c o n s i d e r a t i o n , because a system cannot know 
e x a c t l y what the i n p u t was, t h a t i s , the i npu t 
is ambiguous. However, s ince the number of 
p l a u s i b l e cand ida te sequences becomes enormous 
in case of con t inuous speech r e c o g n i t i o n , image 
unders tand ing and game, a system must s e l e c t 
some best sequences and abandon the o t h e r s . 
T h e r e f o r e , the r e c o g n i t i o n o f pe rcep tua l i n p u t 
c o n t a i n s the problems o f t r e e search (p run ing ) 
and s c o r i n g mechanism. 

In t h i s paper , we desc r i be a new t r e e search 
method employed in the LITHAN speech 
unders tand ing s y s t e m ( l - 4 ] . For conven ience ' 
sake, we would l i k e to d i scuss the case of 
speech r e c o g n i t i o n as an example of r e c o g n i t i o n 
o f p e r c e p t u a l i n p u t and the case o f l e f t t o 
r i g h t p a r s i n g a l though v a r i o u s p a r s i n g 
s t r a t e g i e s have been p r o p o s e d [ 5 , 6 ] . 

2. SEARCHING STRATEGY OF ALTERNATIVE SEQUENCE 

The aim of a speech r e c o g n i t i o n system is to 
d e t e r m i n e , f o r an a c o u s t i c s i g n a l A and a task 
language L, a sequence of words W such t h a t 
t h i s sequence i s c o n s i s t e n t w i t h the syn tax , 
semant ics and p ragmat i cs of the t a s k , and 
f u r t h e r t h a t t h i s sequence maximizes the a 
p o s t e r i o r i p r o b a b i l i t y P(W/A,L) . We assume an 
equal p r o b a b i l i t y f o r the appearance o f each 
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the t r e e search t i m e . T h e r e f o r e , we have to 
dec ide the optimum t h r e s h o l d s of a, B and y. 

4. COMPUTER SIMULATION 

Our t r e e search method was eva lua ted by computer 
s i m u l a t i o n s . The e v a l u a t i o n of a t r e e search 
method depends on the depth of t r e e (DEPTH), 
b ranch ing f a c t o r (BRANCH), s c o r i n g mechanism and 
so on. 

l o r each |I)P,PTH, BRANCH), 100 t r e e s and the 
score of each node were generated by a random 
gene ra to r o f a un i f o rm d i s t r i b u t i o n | f rom 0 to 
100). The score of a p a r t i a l sentence was 
d e f i n e d as the average score over a l l words in 
the p a r t i a l sentence. We regarded the t r ees of 
DEPTH=5, BRANCHES | as the s tandard t r e e because 
a computer had the l i m i t a t i o n of an amount of 
s t o red memories. The depth o f a l l t e r m i n a l 
nodes and the number of branches are same f o r a 
t r e e in t h i s s i m u l a t i o n . We d e f i n e t h a t the 
i npu t sequence is the sequence w i t h the h ighes t 
average sco re . Thus, our problem is to f i n d the 
sequence w i t h the h ighes t average sco re . Table 
.1 shows the k i nds of t r e e s which were generated 
by a random gene ra to r . LSSS shows the 
l o g a r i t h m of the search space s i z e o f a t r e e . 
Th is va lue can be c a l c u l a t e d from m u l t i p l y i n g 
l o g a r i t h m of DABF (dynamic average b ranch ing 
f a c t o r ) by ASL (average sentence l e n g t h ) [ 4 , 1 1 ) . 
The t a b l e 2 shows the set of parameters f o r t r e e 
search which were e v a l u a t e d . We can d i v i d e 
these parameter sets i n t o the two t ypes . 
A l though the type 1 does not have the 
f u n c t i o n of b a c k t r a c k i n g , the type 2 has 
it i m p l i c i t e l y . The parameter 6 was always set 
t o 1 . 



T h i s search method can c o n t r o l t he search space 
s i z e by t a k i n g t h e cost o f search i n t o 
c o n s i d e r a t i o n . That i s , the s c o r i n g mechanism 
o f a p a r t i a l sentence i s m o d i f i e d as f o l l o w s . 
Let n be t he number of words in a p a r t i a l 
sentence and . . . be the sco re o f each wo rd , 
r e s p e c t i v e l y . The new score o f t h i s sequence i s 
d e f i n e d by average where W is 
a w e i g h t i n g c o e f f i c i e n t . I f W is a n e g a t i v e 
v a l u e , t h e search space s i z e becomes l a r g e and 
t he r e c o g n i t i o n r a t e would be improved. In 
o t h e r w a r d s , t h i s leads t h a t a s t r i n g o f sho r t 
l e n g t h i s t r e a t e d s i g n i f i c a n t l y than t h a t o f 
long l e n g t h . I f W i s a p o s i t i v e v a l u e , t he 
o p p o s i t e r e s u l t s w i l l b e o b t a i n e d . 

Tab le 4 and ! i g . 3 show t h e r e s u l t s o f t h i s t r e e 
search method. Methods f rom 1 
to 5 the t y p e 1 , are 
independent o f t h i s m o d i f i c a t i o n , because these 
methods always expand t h e p a r t i a l sentences o f 
same l e n g t h i n p a r a l l e l . The s i m u l a t i o n r e s u l t s 
a re i n app rox ima te agreement w i t h expec ted 
r e s u l t s . However, when W was s m a l l e r than - 1 0 , 
the r e c o g n i t i o n r e s u l t s became wrong. We found 
even i f W is s e l e c t e d to an optimum va lue f o r 
t h e best f i r s t s e a r c h , i t i s a l s o i n f e r i o r t o 
any p a r a l l e l search ( r e f e r t o f i g . 4 ) . 

Nex t , we i n v e s t i g a t e d t he e f f e c t i v e n e s s o f 
p a r a m e t e r s : and The s i m u l a t i o n r e s u l t s f o r 

= 1 , 2 a re shown in l i g s . 4 and 5. In the case 
o f t hese s i m u l a t i o n s |BRANCH=5|, the best o f 
was 3 - 5 . The l a r g e r t he v a l u e o f becomes, the 
b e t t e r t he r e c o g n i t i o n r a t e becomes and t hen i t 
i s s a t u r a t e d . On the o t h e r hand , the number o f 
expanded nodes a l s o becomes l a r g e r d r a m a t i c a l l y . 
T h e r e f o r e , we must set t h e parameters 
a c c o r d i n g w i t h the purpose o f a p p l i c a t i o n s . 

At l e a s t , we t h i n k t h a t a shou ld be l a r g e r t han 
2 in p a t t e r n u n d e r s t a n d i n g sys tems , a l t h o u g h a 
b e s t - f i r s t sea rch has been o f t e n adopted i n t h e 
f i r s t s tage o f speech u n d e r s t a n d i n g s y s t e m s [ 1 2 ] . 



5. SPEECH RECOGNITION OF 'ARITHMETIC EXPRESSION' 

We a p p l i e d our t r e e search method to the speech 
r e c o g n i t i o n of ' A r i t h m e t i c Exp ress ion ' as an 
example i n a r e a l wo r ld f i e l d [ l , 2 ] . I n t h i s 
t a s k , the vocabu la ry s i ze is 23, where each word 
has an average of 2.1 s y l l a b l e s . For example, 
t h i s task accepts the sentence such as ' 1 . 2 * ( 3 4 5 
- 6 7 8 9 . 0 ) = ' . 

The exper iments of speech r e c o g n i t i o n of 
a r i t h m e t i c express ions were t e s t e d on a t o t a l o f 
80 u t t e r a n c e s c o n t a i n i n g 560 words , spoken by 
f i v e male a d u l t s at a normal speed ( these were 
u t t e r e d in Japanese) . The re fe rence p a t t e r n s 
were common to a l l speakers. The DEPTH and 
BRANCH on the average were 7 and 10, r e s p e c t i v e l y . 
The va lue of 8 is always p r e - s e t at 5, because i f a 
word r e a l l y u t t e r e d belongs to one o f p r e d i c t e d 
words p robab ly i t w i l l be i d e n t i f i e d as one o f 
the best f i v e words (o r c a n d i d a t e s ) . The va lue 
o f 6 was set at .2. 

The r e l a t i o n s h i p between r e c o g n i t i o n ra tes and 
parameters o f the t r e e search is shown in Table 
5 . In t h i s t a b l e , the search t ime column 
i n d i c a t e s f o r each case the r a t i o o f the number 
of v e r i f i e d words to the case where a = 1 , 3=1 and 
*y=l. The r e s u l t s are in approx imate agreement 
w i t h s i m u l a t i o n o n the r e l a t i v e m e r i t s f o r n i ne 
search methods. However, the care is necessary 

We proposed a new t r e e search method which is 
s u i t a b l e f o r the r e c o g n i t i o n o f perceptual i npu t . 
This is a p a r a l l e l t r ee search method w i t h 
back t rack ing i m p l i c i t c l y . We evaluated t h i s 
method by computer s imu la t ions and experiments 
of speech r e c o g n i t i o n . From these r e s u l t s , we 
found tha t the p a r a l l e l search was super io r to 
the best f i r s t search. By t ak ing a we igh t ing 
f u n c t i o n i n t o c o n s i d e r a t i o n , we would c o n t r o l 
the r e c o g n i t i o n ra te and search space s i z e . 
Fu r the r , we found t h a t the l a rge r the t r ee 
becomes, the more the performance of p a r a l l e l 
search becomes e f f e c t i v e . 
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I n the a p p l i c a t i o n o f d i g i t a l data p rocess ing techniques t o comparat ive mus ico logy , i t i s 
an i n t e r e s t i n g sub jec t to determine the type of sca le in f o l k music and to compare the 
s i m i l a r i t i e s in melody and rhythm between d i f f e r e n t musics. This paper desc r ibes two 
s u b j e c t s : da ta e n t r y techn ique f o r the r e a l i z a t i o n o f a music database and i t s a p p l i c a t i o n 
to comparat ive mus ico logy . The former deals w i t h d i c t a t i o n of melody sound. The l a t t e r 
concerns a method to f i n d what sca le is i nc luded in the melody, us ing knowledge in the 
modern e thno -mus ico logy , and desc r ibes a c e r t a i n measure of s i m i l a r i t y of music . 

1. INTRODUCTION 

D i g i t a l data p rocess ing techn iques gave the 
e t h n o - m u s i c o l o g i s t s a l a r g e capac i t y of data 
p rocess ing a b i l i t y never be fo re o b t a i n a b l e [ 1 ] . 
Th is paper dea ls w i t h data e n t r y method f o r 
r e a l i z a t i o n o f a music database and i t s a p p l i 
c a t i o n s to comparat ive mus ico logy . 

I t i s d i f f i c u l t t o compare the music i n f o r m a 
t i o n by l i s t e n i n g to the melody or by watch ing 
the n o t e . I t i s t roub lesome, s t i l l more, t o 
search what sca le is i nc l uded in the melody and 
to de tec t the s i m i l a r i t y between two d i f f e r e n t 
me lod ies . 

F igu re 1 shows the music i n f o r m a t i o n p rocess ing 
system which has been developed f o r t h i s r e -
seach. Mus i ca l i n f o r m a t i o n is expressed by two 
types o f p a t t e r n : one i s a u d i b l e p a t t e r n -sound 
- and another i s v i s i b l e p a t t e r n -music n o t e - . 
Though i t has analogy w i t h the language, which 
has speech p a t t e r n and c h a r a c t e r , i t i s d i f f i 
c u l t to d i c t a t e the sound of melody and to read 

the music n o t e . Th is system has two data e n t r y 
f u n c t i o n s : d i c t a t i o n o f melody and r e c o g n i t i o n 
of music n o t e . A syn t hes i ze r and a d i s p l a y are 
used f o r m o n i t o r i n g the music . 

2. DATA ENTRY AND DATABASE 

• 1 Melody Analyser 

In the e a r l y p e r i o d , punched card or tape was 
used f o r comparat ive musicology [ 1 ] . In Japan 
there are a l a rge number of f o l k musics which 
have never been c o l l e c t e d b e f o r e . So we have 
developed a melody a n a l y s e r , which de tec t s the 
p i t c h and the l e n g t h o f t o n e , f o r d i c t a t i n g 
f o l k mus ic . 

P i t c h i n t e r v a l can be i d e n t i f i e d by d e t e c t i n g 
the fundamental f requency of sound. But the 
f requency d i f f e r e n c e r a t i o between the ad jacen t 
tones (semi - tone) i s very smal l (21 /12-0 .059) 
and the d u r a t i o n of one tone may be very s h o r t , 
which r e q u i r e s t ha t the measurement of the 
fundamental f requency should be done a c c u r a t e l y 
d u r i n g a s h o r t p e r i o d [ 2 ] , 

As i t is on l y fundamental f requency to be 
de tec ted f o r p i t c h i d e n t i f i c a t i o n , a band-pass 
f i l t e r of B u t t e r w o r t h type rang ing from 131 Hz 
(name of p i t c h : C2) to 1047 Hz( C5 ) is used. 
Sound s i g n a l i s sampled w i t h the r e l a t i v e l y 
low sampl ing r a t e (6kHz) . 
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3- APPLICATIONS COMPARATIVE MUSICOLOCY 

3.1 Determinations of scale type 

I n t h e p a s t , t h e s c a l e o f Japanese f o l k mus ic 
was c l a s s i f i e d i n t o R i t s u , Ryo , Y o and I n s c a l e s , 
a s t h e European mus ic i s c l a s s i f i e d i n t o m a j o r 
s c a l e and m ino r o n e . These s c a l e s , named a f t e r 
t h e i r o r i g i n , were p a r t i a l l y i l l o g i c a l . I n t h e 
modern Japanese e t h n o - m u s i c o l o g y , K o i z u m i [ 4 ] 
c l a i m s t h a t Japanese f o l k music, s h o u l d b e c a t e 
g o r i z e d i n t o M i n y o , M i y a k o h u s h i , R i t s u and 
Ryukyu s c a l e s as shown i n F i g . 5 , where t hey a r e 
shown i n t he f o rm o f p i t c h d i f f e r e n c e sequence . 
And he a l s o p roposed t h a t t h e t y p e o f s c a l e 
s h o u l d be d e t e r m i n e d by t h e t y p e o f t e t r a c h o r d 
i n c l u d e d i n melody and t h e p o s i t i o n o f n u c l e a r 
n o t e s . 

N u c l e a r n o t e s , w h i c h mean t h e i m p o r t a n t n o t e s 
o f m e l o d y , have t h e f o l l o w i n g f e a t u r e s : 
( i ) Bas i c n o t e o f t e t r a c h o r d , ( i i ) Med ian n o t e 
o f t h r e e a d j a c e n t n o t e s , ( i i i ) Ve ry o f t e n f i n a l 
t one o f melody and ( i v ) Upper n o t e i n t w o - t o n e 
me l ody . 

T h i s know ledge makes i t p o s s i b l e t o c a t e g o r i z e 
t he t y p e o f s c a l e b y | 1 ] F i n d i n g t e t r a c h o r d and 
mak ing i t s h i s t o g r a m and [ 2 ] F i n d i n g n u c l e a r 
n o t e and s c o r i n g i t . 

A method f o r d i c t a t i n g mus ic sound was p roposed 
f o r t h e r e a l i z a t i o n o f a mus ic d a t a b a s e . 
R e g a r d i n g t h e a p p l i c a t i o n s o f a Japanese f o l k 
mus ic d a t a b a s e , t h i s paper d e s c r i b e d a n 
a l g o r i t h m f o r d e t e r m i n i n g t h e t y p e o f s c a l e 
u s i n g t h e know ledge abou t t h e modern e t h n o -
m u s i c o l o g y . And some measures o f s i m i l a r i t y i n 
melody and r h y t h m were p r o p o s e d f o r t h e compar 
i s o n o f f o l k m u s i c . 
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AN AUTOMATIC THEOREM PROVER 
GENERATING A PROOF IN NATURAL LANGUAGE 
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An automat ic theorem prover which d i sp lays a proof in n a t u r a l language is descr ibed . This 
system proves p r o p e r t i e s of r ecu rs i ve programs, and cons t ruc ts a proof t ree corresponding to 
the p roo f . Then i t t r a n s l a t e s the t ree i n t o the proof t e x t in Eng l ish by means of the t r ee 
t r a v e r s e . The proof w r i t t e n by t h i s system is easy to read, because the Eng l ish t e x t is placed 
Ins tead of no ta t i ons of l o g i c s , and some redundant and t r i v i a l statements are disappeared. 

1. INTRODUCTION 

Many automat ic theorem provers have been 
implemented to v e r i f y programs or to prove 
p r o p e r t i e s of programs [ 2 , 5 ] . Some of them are 
based on a formal system in l o g i c s . However, 
users of such theorem provers are o f t e n 
confused by t echn i ca l terms of l o g i c s appeared 
in the p roo f . And so i t i s des i red t h a t the 
system should d i sp l ay the proof in n a t u r a l 
language w i thou t proper terms of l o g i c s . 
Chester [ 1 ] g ives an a l go r i t hm which t r a n s l a t e s 
fo rmal p roofs i n t o E n g l i s h . But we r a r e l y f i n d 
the systems which have such f a c i l i t i e s . An 
a lgo r i t hm to generate statements which are 
s u i t a b l e to the context of a proof f o r a 
Gentzen-type fo rmal system rep resen t ing 
p r o p e r t i e s o f f unc t i ons i s desc r ibed . 

TKP (Tsukuba-Keio Prover) is a f a m i l y of 
theorem provers based on the formal system. As 
an o rd ina ry p rover , i t combines a sequent 
ca l cu lus (decomposing a compl icated theorem 
i n t o pa r t s which are eas ie r to p rove ) . The 
sequent is decomposed by app ly ing the r u l e s of 
i n f e r e n c e . TKP d i sp l ays a proof f i g u r e i f the 
proof of a g i ven theorem is completed. The 
proof f i g u r e cons i s t s o f l o g i c a l symbols and 
terms which are used p rope r l y in l o g i c s . 
Though these terms are Impor tant t o o l s to prove 
theorems a u t o m a t i c a l l y , they are regarded as 
codes which on ly l o g i c i a n s or exper ts in 
a r t i f i c i a l I n t e l l i g e n c e can read. 

In t h i s paper, we descr ibe the method f o r 
d i s p l a y i n g p roo fs i n n a t u r a l language w i thou t 
proper terms o f l o g i c s . 

2. OUTLINE OF TKP 

The o r i g i n a l v e r s i o n , TKP1 [ 4 ] , proves 

636 



3. ANALYSIS AND REDUCTION The a lgo r i t hm of reduc t ion is as f o l l o w s : 

In a n a l y s i s , each p r o p o s i t i o n , ca l l ed a P-type 
fo rmu la , is va luated and formulas of each node 
are s i m p l i f i e d , and an analyzed t r ee is 
generated. 

Def: An environment is a l i s t of pa i r s of a 
P-type formula and the t r u t h va lue . The 
i n i t i a l s t a t e o f the environment i s empty. 

The a lgo r i t hm of ana lys i s is as f o l l o w s : 

Traverse the g iven proof t ree from i t s 
r o o t . 

When a sequent S I n c l u d i n g the P-type 
formula p which does not occur in the 
environment, s p l i t the t ree T whose roo t is 
S. Analyze T r e c u r s i v e l y in the new 
environment which is appended the p a i r of p 
and t r ue to the environment E. Next, 
analyze T in the environment which is 
appended the p a i r of p and f a l s e to E. 
Construct a new t ree T' whose roo t is S 
s i m p l i f i e d in E and, whose subtrees are the 
above two analyzed t rees ( F i g . 1 ) . 

F i g . 1 Ana lys is (1) 
When a sequent S i n c l u d i n g P-type 

formulas which occur in the environment is 
encountered, s i m p l i f y S ( the r u l es of 
s i m p l i f i c a t i o n i s i n F i g . 3 ) . However, i f 
S is t ransformed from S1 by the user 
supp l ied knowledge or the i nduc t i on 
hypo thes is , and P-type formulas occur in S 
by the replacement, s i m p l i f y S except the 
formula rep laced . The new node is named 
S ' . Next, analyze the t ree whose roo t is 
S, append the i n d i c a t o r VAL and the 
analyzed t r ee to S ' ( F i g . 2 ) . 

In r e d u c t i o n , the analyzed t r ee is reduced and 
a f i n a l t r ee is recomposed by removing redun
dant nodes or subtrees from the analyzed t r e e . 

4. GENERATION OF A PROOF TEXT 

F i n a l l y , the proof t e x t i n Eng l ish i s 
generated. A ske le ton of the proof t e x t is 
prepared f o r each type of t r e e . A ske le ton is 
a r u l e of conversion of a t ree to s t r i n g s of 
charac te rs . A t y p i c a l ske le ton Is shown in 
F i g . 5. Travers ing the reduced proof t r e e , a 
proof t e x t is const ruc ted by app ly ing the 
ske le tons . 

In p r i n c i p l e , a t ree i s t raversed from roo t to 
l e a f . A t ree f r ee from branch, however, is 
t raversed from l e a f to r oo t ( F i g . 4 ) . 

APPENDIX I I i s generated from the f i n a l proof 
t ree in APPENDIX I which is the reduced proof 
t ree o f the proof shown in [ 4 ] . 
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5. CONCLUSION 

Our system is implemented in about 1000 l i n e s 
o f L isp program. In ac tua l program, a n a l y s i s , 
r educ t i on and genera t ion are executed at the 
same t ime. These are implemented in about 600 
l i n e s . 0u r a l g o r i t h m , except f o r the l a s t 
pass, is independent of languages, then TKP2 
can w r i t e in o ther language by changing the 
ske le tons of the s ta tements. 

The proof w r i t t e n by t h i s prover is very easy 
to read, because the Eng l ish sentences are 
placed ins tead of the l o g i c a l symbols, and some 
redundant o r t r i v i a l statements are d isappear
ed. We be l i eve t h a t t h i s system w i l l be used 
as a t r a i n i n g t o o l of program v e r i f i c a t i o n . 
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Abstract 

A technique of edge detect ion and l i nk ing for l inear feature ex t rac t ion and i t s appl icat ions to 
detect ion of roads and runway l i k e structures is described. Experimental resu l ts are included. 

1. INTRODUCTION 

The importance of e f f ec t i ve ear ly processing of 
v isua l input for a complete image understanding 
system is general ly accepted. The ear ly 
processing may consist of a descr ip t ion of image 
d i s c o n t i n u i t i e s , usual ly in the form of edges 
and l i n e s , or segmentation in to uniform regions. 
In t h i s paper, we describe a technique for 
ex t rac t ing l inear features in an image by a 
process of edge detect ion and l i n e l i nk ing and 
also of der iv ing higher leve l descr ipt ions from 
the extracted l i n e s . These techniques are aimed 
to be general . Appl icat ions to road detect ion 
and a i r po r t recogni t ion tasks are described. 

Edge detect ion and l i n e f ind ing techniques, of 
course, have been studied since the ear ly days 
of t h i s f i e l d . The l i t e r a t u r e is too numerous 
to l i s t here; p a r t i a l surveys may be found in 
[1-3]. In sp i te of the large amount of previous 
research in t h i s area, no algorithms su i tab le 
for complex imagery are apparent. Here, we 
describe an edge detect ion and l i ne f ind ing 
technique wi th superior performance on a wide 
va r i e t y of images. Many of the steps in our 
process have been suggested by other researchers 
prev ious ly . However, due to l im i t a t i ons of 
space, we are unable to elaborate on these in 
t h i s paper. More de ta i l s may be found in [ 4 ] . 

2. EDGE DETECTION AND LINE FINDING 

Convolution w i th Edge Masks 

Edge detect ion s ta r t s by convolving a given 
image wi th masks corresponding to ideal step 
edges in a selected number of d i rec t ions . The 

This research was supported by the Defense 
Advanced Research Projects Agency of the 
Department of Defense under contract NO. 
F-33615-76-C-1203. Dr. Keith Price has been 
extremely he lp fu l in many discussions and 
provid ing image manipulation software. 

magnitude of the convolved output and the 
d i r ec t i on of the mask g iv ing the highest output 
at each p i xe l are recorded as edge data. We 
have found 5 x 5 masks in s ix d i rec t ions to be 
su i tab le for most images of i n te res t . 

Thinning and Thresholding 

The presence of an edge at a p i xe l is decided by 
comparing the edge data wi th some of the 8 
neighboring p i xe l s . An edge elements is said to 
be present at a p ixe l i f : 

1. the output edge magnitude at the p i xe l is 
larger than the edge magnitudes of i t s two 
neighbours in a d i r ec t i on normal to the 
d i r ec t i on of t h i s edge. (The normal to a 30 
degree edge is approximated by the diagonals on 
a 3 x 3 g r i d ) ; 
2. the edge d i rec t ions of the two neighboring 
p ixe ls are w i th in one un i t (30 degrees) of that 
of the centra l p i x e l ; and 
3. the edge magnitude of the cent ra l p i xe l 
exceeds a f ixed threshold. 

Further, if the condit ions 1 and 2 above are 
s a t i s f i e d , the two neighboring p ixe ls are 
d i squa l i f i ed from being candidates for edges. 
This algori thm produces resu l ts independent of 
the order in which the p ixe ls are examined. 
Linking 
The f i r s t step in boundary t rac ing is to 
determine the continuing neighbors on the 
boundary for each edge po in t . Typ ica l ly each 
po in t has two neighbors, known as a predecessor 
and a successor, except for the end-points, 
iso lated points and where two boundary segments 
j o i n or in te rsec t . This connect iv i ty 
information is stored in two f i l e s , ca l led p and 
s f i l e s , of the same size as the input image. 
Each element in these f i l e s contains an integer 
corresponding to the proceeding (or succeeding) 
eage among the 8 neighbors. Forks are indicated 
by an extra b i t as explained l a t e r . 
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Our c r i t e r i a for connecting two edge points is 
that they be neighbors, in the 8-neighbor sense, 
ana that they have edge d i rec t ions d i f f e r i n g by 
not more than a ce r ta in value, set at 30 degrees 
for masks described previously. Due to the 
nature of t h inn ing , only three locat ions are 
po ten t ia l candidates for predecessor or 
successor elements as shown in F igs. 1(a) and 
(b) for edges of u and 30 degree d i rec t ions 
respect ive ly . The determination of successor 
(predecessor) p i xe ls is elaborate due to the 
several cases that are possible at each p i x e l : 

1. Only one element is an acceptable successor. 
In t h i s case the successor (predecessor) is 
recorded in the s(p) f i l e as an integer 
corresponding to i t s l oca t i on . 
2. Two candidates are acceptable successors. 
I f they are not 4-neighbors, a fork is present 
as shown in F ig . 2(a) . If they are 4-neighbors, 
a fork ex is ts only i f the i r d i rec t ions d i f f e r by 
more than 2 un i t s (60 degrees), as in F ig . 2(b) . 
Otherwise no fork ex is ts and the nearer of the 
two (using Euclidean d is tance) , forms the 
successor (predecessor), as shown in F ig . 2 (c ) . 
These ru les are for smooth cont inuat ion of l i nes 
and were derived by complete enumeration of such 
conf igurat ions. In case of a f o r k , the stronger 
of the two candidates in edge magnitude forms 
the main stream. The fact that a fork ex is ts is 
noted in the s(p) f i l e by marking one b i t . This 
information is s u f f i c i e n t to trace both streams 
of a fork by examining the p and s f i l e s 
simultaneously. 
3. Three candidates are acceptable successors. 
F ig . 3 shows a l l possible such conf igurat ions 
for a v e r t i c a l edge (no three successor 
conf igurat ions occur for 30 degree edges). In 
these cases, a fork ex i s t s . The main stream is 
formed by the nearer of the two edges having the 
same d i r e c t i o n , and the other candidate wi th 
d i f f e r e n t d i r ec t i on froms the other branch. 

The predecessor-successor representat ion of the 
l inked edge elements is in contrast to e x p l i c i t 
l i s t s of elements forming a connected segment. 
For larger images, not e n t i r e l y resident in 
core, i t is more convenient to form predecessor 
and successor matrices f i r s t , as the processing 
requires only a sequential scan of the image 
f i l e . Further, t h i s representat ion i s " i con ic " 
and ce r ta in proximi ty computations can be made 
more eas i l y . 

Tracing Boundary Segments 

Boundary segments containing ordered l i s t s of 
edge elements are computed from the 
predecessor-successor (p-s) f i l e s . An edge 
po in t w i th no predecessors determines the 
s ta r t i ng po in t . A boundary segment is traced by 

fo l lowing the successor elements u n t i l an 
element w i th no successors is reached. At a 
po in t w i th mu l t ip le successors, the "main" fork 
is chosen. The secondary branches of forks are 
picked up on a second pass that s ta r t s t rac ing 
at such po in ts . A t h i r d pass is required to 
trace c i r cu la r or closed segments. This pass 
begins a r b i t r a r i l y at an edge point that has not 
been thus far v i s i t e d , i . e . included in a 
segment. (A temporary binary f i l e is used to 
store t h i s in format ion) . 

Linear Approximation 

Each boundary segment is approximated by a 
ser ies of piecewise l inear segments. The 
algor i thm used is a va r i a t i on of the we l l known 
i t e r a t i v e end-point f i t a lgor i thm (see 
I'D] pp. 33b-339). Results of processing an 
a i r p o r t image are shown in Figure 4. 

3. OBJECT DESCRIPTION 

A major goal of t h i s research is to compute 
descr ip t ions of objects useful for the i r 
recogn i t ion . Certain classes of ob jec ts , such 
as roads ana a i r p o r t runways, are characterized 
as being bounded by elongated p a r a l l e l l i n e s . 
Ihese l i nes have opposite contrasts and we c a l l 
them " a n t i - p a r a l l e l " l i n e s , abbreviated as 
"apars". These apars are conveniently described 
by a medial l i n e and width of the pa i r . These 
descr ip t ions were motivated as being 
two-dimensional special cases of B in ford 's 
"Generalized Cone" representat ion 16]. Finding 
apars in f a c i l i t e d by sor t ing l i n e segments by 
the i r o r ien ta t ions . 

Proper choice of apars that correspond to 
objects can be d i f f i c u l t and is l i k e resolv ing 
f igure-ground re la t ionsh ips However for many 
app l ica t ions , such as for roads and runway 
de tec t ion , a choice of the closest pa i rs may 
su f f i ce and be aided by knowledge of the desired 
objects being br ighter or darker than the 
background. 

F ig . 4(c) shows the axes of the apars computed 
from the segments in f i g . 4(b) . Only the 
c losest pa i rs were re ta ined. Work is in 
progress to recognize spec i f i c a i rpo r t s from the 
spa t ia l re la t ionsh ips of the p a r t i a l axes of the 
runways and taxiways as shown here. 
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ABSTRACT 

There have been many d i f f e r e n t approaches to t e x t u r e d e s c r i p t i o n , p r i m a r i l y s t a t i s t i c a l 
techniques a l though the re has been some work on s t r u c t u r a l t e x t u r e a n a l y s i s a l l a l ong . We 
present here a technique which can be used to e a s i l y d e r i v e p a r t s of the s t r u c t u r a l 
d e s c r i p t i o n - the r e g u l a r i t y i n f o r m a t i o n in p a r t i c u l a r . Some l i m i t s on t h i s method and i t s use 
i n an o v e r a l l t e x t u r e d e s c r i p t i o n system are d i scussed . 

1. INTRODUCTION 

Areas of an image may be b e t t e r c h a r a c t e r i z e d by 
t h e i r t e x t u r e s r a t h e r than by pure i n t e n s i t y 
i n f o r m a t i o n . Tex tu re i s the p a t t e r n o f the 
s p a t i a l arrangement o f d i f f e r e n t i n t e n s i t i e s . 
The d i f f e r e n t t e x t u r e s in an image are u s u a l l y 
very apparent to a human observe r , but automat ic 
d e s c r i p t i o n of these p a t t e r n s has been 
d i f f i c u l t . We wish to desc r i be the t e x t u r e in 
the same terms as a human observe r , r a t h e r than 
by a pu re l y s t a t i s t i c a l method. 

Many stat ist ical textural measures have been 
proposed and studied in the past [1-4], 
including analysis of the discrete Fourier 
transform 14], analysis of generalized 
gray-level co-occurence matrices [1] , and 
analysis of the micro-edges in a subwindow [3]. 
We are not i n t e r e s t e d in f i n d i n g one t e x t u r e 
measure which w i l l d i s t i n g u i s h between a l l 
a reas , but i n f i n d i n g a t e x t u r e d e s c r i p t i o n to 
use in c o n j u n c t i o n w i t h many o ther f e a t u r e s [ 9 ] . 

The work in s t r u c t u r a l t e x t u r e d e s c r i p t i o n has 
been more l i m i t e d . Maleson [5] used s imple 
reg ions as the bas ic elements and used r e l a t i o n s 
between reg ions and shape p r o p e r t i e s in h i s 
a n a l y s i s . Tamura e t a l . [6] developed a se t o f 
ope ra to r s t o r a t e t e x t u r e s on seve ra l s c a l e s , 
comparable to t h e i r r a t i n g s by human s u b j e c t s . 
The proposa ls o f Marr [7] fo r t e x t u r e a n a l y s i s 
based on the p r i m a l sketch are s i m i l a r to some 
of the a n a l y s i s which we pe r fo rm. 

*Th is research was supported by the Defense 
Advanced Research P r o j e c t s Agency and was 
moni tored by t h e Wr ight Pa t te rson A i r Force Base 
under Con t rac t F-3361S-76-C-12U3, ARPA Order No. 
3119. 

2. ANALYSIS OF TEXTURE 

We have chosen to f i r s t exp lo re the d e s c r i p t i o n 
o f regu la r p a t t e r n s ( e . g . s t r e e t p a t t e r n s o f 
c e r t a i n c i t i e s shown in the t op o f F i g . 1) . 
Other a t tempts to d e r i v e much o f the s t r u c t u r a l 
i n f o r m a t i o n from the Four ie r t rans fo rm were on l y 
p a r t i a l l y success fu l [ 4 ] , so we f e l t o ther 
methods should be a t tempted . The i n d i v i d u a l 
t e x t u r a l elements cou ld be l oca ted ard analyzed 
[5] , but the s imple reg ions are u n r e l i a b l e when 
the t e x t u r a l elements are very s m a l l . Another 
o p t i o n is to analyze an edge image to f i n d the 
s t r u c t u r e . The p a t t e r n s in the o r i g i n a l image 
w i l l cause r e l a t e d p a t t e r n s to appear i n the 
edge image, which should be more c o n s i s t e n t and 
eas ie r to analyze than the o r i g i n a l image d a t a . 

We are i n t e r e s t e d in the edges between adjacent 
t e x t u r a l elements and not so much in edges 
between ad jacent t e x t u r a l p a t t e r n s or extended 
reg ions . The edge opera to r has been a p p l i e d to 
o ther types o f a n a l y s i s l b ] , and i s a p p l i e d over 
a 3 x 3 window to genera te an edge magnitude and 
d i r e c t i o n (1 of 8 ) . F i g . 2 shows the edge 
ou tpu t f o r the subwindows i n F i g . 1 . 

The edge images r e t a i n the r e g u l a r i t y o f the 
i n i t i a l image, but now the r e g u l a r i t y i s i n the 
spacing of edges not t e x t u r e e lements . A 
Four ie r t rans fo rm a p p l i e d t o t h i s b i n a r y edge 
image may i n d i c a t e the r e p e t i t i v e na tu re of the 
edges, bu t is obscured by the degeneracies 
in t roduced by the b i n a r y na tu re o f the i n p u t . 

3. EDGE CO-OCCURRENCE ANALYSIS 

Generalized gray level co-occurrence matrix 
a n a l y s i s i s a bas i s f o r much o f the s t a t i s t i c a l 
t e x t u r e a n a l y s i s 11 ] . B a s i c a l l y a se t o f 
m a t r i c e s are computed where the ( I , J ) e n t r y of a 
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matrix is the p robab i l i t y that a point wi th 
value J occurs at a given spacing and angle from 
a point w i th value 1. Usually the image values 
are par t i t i oned in to a small set of values (8 
rather than 25b), so that i t is even possible to 
compute the i n i t i a l matr ices. Also the 
computation is made for several spacings 
(1 ,2 ,J ,8 , e tc . ) and a i rec t ions (U°, 4b°, 90°, 
e t c . ) . Because of the large number of matrices 

that are generated by t h i s method, various 
measures are computed on the matrix values, and 
the c l a s s i f i c a t i o n is performed using these 
measures [1]. The common measures do not 
capture the important feature in the edge 
images: the tegular spacing of edge elements. 
The measure we use is one that indicates the 
p robab i l i t y of edges occurring at two points at 
a ce r ta in distance and angle from each other , 
given that an edge occurs at one of the po in ts . 

There are several ways to determine if an edge 
occurs at two po in ts , w i th d i f f e r e n t features 
indicated by the d i f f e r e n t comparison methods. 
Using a l l edges for every d i r ec t i on presents 
severe problems in the analysis of the output 
since long l i nes running in the same d i r ec t i on 
as the co-occurrence computation w i l l be 
included along w i th l i nes running perpendicular 
to the d i r e c t i o n . (Tamura et a l . [6] used t h i s 
feature to indicate l inear patterns in the i r 
texture experiments.) The f i r s t l i m i t a t i o n is to 
consider only those edge elements perpendicular 
to the d i r ec t i on of search, that is in the 
computation of co-occurrences in a hor izonta l 
d i r e c t i o n , only v e r t i c a l edges are considered. 
The var ia t ions on t h i s basic r e s t r i c t i o n 
inc lude: al low some freedom in the edge 
d i r e c t i o n (45° e i ther way), accept only per fect 
matches (up and up, down and down), and accept 
only opposites (up and down, not up and up). 

4. DISCUSSION 

None of t h i s analysis would be worthwhile i f i t 
d i d not ease the task of describing regular 
tex tures. The highly regular patterns of the 
urban area (the top row of the image, and 
F ig . 3) and r a f f i a (the bottom row and F ig . 4) 
produce strong per iodic patterns in the p l o t of 
the co-occurrence measure. A high value in the 
graphed measure indicates that pa i rs of edges 
f requent ly occur at that pa r t i cu la r spacing and 
angle. 

The spacing of pa i rs of tex tu ra l elements is 
given by the peak to peak spacing in the measure 
which matches edges only in the exact same 
d i r e c t i o n (see F ig . 3 ) . The size of ind iv idua l 
elements is best given by the measure which 
allows edges in the opposite d i r e c t i o n (see 
F ig . 4 ) . The so l i d l i n e in the graph indicates 

the size of dark objects and the dotted l i n e the 
size b r igh t objects. The size is from the f i r s t 
major peak, the succeeding peaks are caused by 
the repeated pa t te rn . The patterns usual ly do 
not l i n e up w i th one of the 4 d i rec t i ons , so 
there w i l l be some response in 2 d i rec t i ons . 
When these d i rec t ions are 45° apart the dominant 
d i rec t i on is probably between them (urban, 
F ig . 3 ) . But when they are 90° apart there 
should be a regular pat tern in two d i rec t ions 
(Raf f ia , F ig . 4 ) . Thus, from the data we can 
say that the urban subwindow has a regular 
pat tern of b r igh t and dark regions or iented in 
one d i r e c t i o n , near 45°, w i th the br igh t regions 
being larger (width about 10 p ixels) than the 
dark ones (width about 4 ) . Note that the size 
of the blocks in the other d i r ec t i on is near the 
size l i m i t of the co-occurrence computation and 
also that few of the relevant edges are 
detected. 

The i r regu la r tex tu ra l patterns (e.g. the 
suburban areas of the second row of F ig . 1, and 
the grass, sand, and wool of the t h i r d row,) do 
not produce the same c lea r l y per iod ic patterns 
o f r a f f i a . But i t i s possible to der ive ce r ta in 
useful features from the resu l t s , p r imar i l y that 
of the size of the tex tu ra l elements. 

This is not a complete descr ip t ion of the 
textures, but serves as a good i n i t i a l 
descr ip t ion of the pat terns. There are s t i l l 
other important features of the textures which 
are not derived by t h i s method, but may be 
computed by other techniques. The simple edges 
are not intended to be the f i n a l elementary 
object in the texture desc r ip t i on , others such 
as extended edges, l i nes and regions may be 
required for complete analys is . This procedure 
has been applied on many other less regular 
patterns w i th s imi la r resu l ts [10] . 

5. CONCLUSIONS 

General texture analysis is a very d i f f i c u l t 
problem, but t h i s analysis of edge images 
appears to be an e f f ec t i ve method to ext rac t 
many important s t ruc tu ra l features from the 
tex tu ra l pat terns. One major unanswered 
question is whether or not a l l of the 
information derived by the human user can be 
r e l i a b l y derived by a program. We are s t i l l 
working on the automatic ex t rac t ion of t h i s 
information from the data which is produced by 
t h i s tex tu ra l analysis method. 
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The goal of the ACE project is to demystify and make explicit the art of knowledge engineering. It is an 
attempt to formulate the knowledge that knowledge engineers use in constructing knowledge-based programs 
and put it at the disposal of others in the form of a software laboratory. To achieve this goal, the task for 
ACE is divided into two main sub-tasks: (1) isolating techniques used in knowledge-based systems and 
programming those that are general and useful (2) building an intelligent agent to guide in the use of these 
techniques. Currently AGE has a facility to build programs using the Blackboard Model [8,131 

1. INTRODUCTION 
This paper reports the goals and the current status of the ACE 
project." Appendix I contains a protocol of a user solving a 
specific problem using ACE. The intent of the protocol is to 
show ACE from the user's point of view. The main body 
describes the motivations for and the description of the 
facilities in ACE. 
1.1 @bjectives 
The general goal of the ACE project is to demystify and make 
explicit the art of knowledge engineering. It is an attempt to 
formulate the knowledge that we knowledge engineers use In 
constructing knowledge-based programs and put it at the 
disposal of others in the form of a software laboratory. 
The design and implementation of the ACE program is based 
primarily on the experience gained in building knowledge-
based programs at the Stanford Heuristic Programming Project 
in the last decade. The programs that have been, or are being, 
built arc: DENDRAL, meta-DENDRAL, MYCIN, HASP, AM, 
MOLCEN, CRYSALIS [9], and SACON [21 Initially, the 
AGE program will embody artificial intelligence (AI) methods 
used in these programs. However, the long-range aspiration is 
to integrate methods and techniques developed at other AI 
laboratories. The final product is to be a collection of building-
block programs combined with an intelligent front-end that will 
assist the user in constructing knowledge-based programs. It is 
hoped that ACE will speed up the process of building 
knowledge-based programs and facilitate the dissemination of 
AI techniques by: (I) packaging common AI software tools so 
that they need not be reprogrammed for every problem; and (2) 
helping people who are not knowledge engineering specialists 
write knowledge-based programs. 
The task of building such a software laboratory for knowledge 
engineers is divided into two main sub-tasks: 
1. The isolation of techniques used in knowledge-based systems. 
It has always been difficult to determine if a particular problem 
solving method used in a knowledge-based program is special" 
to a particular domain or whether it generalizes easily to other 
domains. In existing knowledge-based programs, the domain 
specific knowledge and the manipulation of such knowledge 

" This research was supported in parts by the Defense 
Advanced Research Projects Agency under ARPA Contract 
No. MDA 903-77-C-0322 and the National Institutes of 
Health Grant No. RR-00785. 

using AI techniques are often so closely coupled that it is 
difficult to make use of the programs for other domains. 
2. Guiding the user in the initial application of these 
techniques. Once the various techniques are isolated and 
programmed for use, an intelligent agent is needed to guide the 
user in the application of these techniques. 
1.2. User Profile 
The design of the ACE system would depend, to a great extent, 
on the type of users we expect will benefit most from using 
ACE. Initially, ACL is designed for AI scientists familiar with 
current problem solving techniques, and who can program in the 
INTERLISP language [19] (since ACE is implemented in 
INTER LISP); and are familiar with production-rule 
representations of knowledge [51 In other words, ACE is 
initially aimed at people who could conceivably write 
knowledge-based programs themselves. 

For the person in this category, the advantages of using AGE 
are twofold: 
1. The basic system components are already programmed (e.g., 

rule interpreters and other control mechanisms, traces, 
explanation modules, and other components basic to many 
systems). 

2. ACE allows the user to experiment with different problem 
solving techniques without extensive reprogramming. 

Eventually, ACE will be able to help the less knowledgeable or 
less experienced person. 
1.3. Outline of the Paper 
The term "knowledge engineering" is being used more 
frequently to refer to the process of writing application 
programs using primarily AI methods. The historical context 
in which knowledge engineering arose and the nature of the 
work are described by Feigenbaum [91 Section 2 contains a 
brief description of the task for the AGE program within the 
context of knowledge engineers' work. It is followed by an 
overview of the facilities in the current version. Section i 
contains a short description of an organizational method by 
which frameworks are decomposed to form a basis for a 
software laboratory. It is followed by a summary section. 

2. TASK FOR THE ACE SYSTEM 
Currently there are several projects that aim to provide 
prepackaged tools for knowledge engineers (UNITS [18], 
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EMYCIN [2]) or to provide programming languages (KRL [4] 
AIMDS [17]). In preprogrammed packages, all, or most, of the 
paradigm, system design, and implementation choices have been 
made by the package designers. In languages none, or very few, 
decisions have been made for the user. Neither approach 
guides the user in the design and the construction of 
knowledge-based programs. AGE has been conceived to 
bridge the gap between these two extremes—to provide some 
guidance in the what, why, and how of programming; plus some 
preprogrammed problem-solving frameworks. 

Ideally then, AGE is an attempt to define and cumulate 
knowledge-engineering tools, with rules to guide in the use of 
these tools. It must itself be a knowledge-based system 
containing knowledge about building knowledge-based 
programs, combined with a facility that allow the user to 
explore and experiment with various concepts and techniques. 
It must provide the user with a variety of preprogrammed 
modules, allow her to modify them and to add her own. And 
above all, it must be able to produce running programs. How 
the AGE system itself is organized for modularity will be 
described in Section 4. In the next section we describe a 
framework currently available to the user to construct her 
knowledge-based program. 

3. PROFILE OF THE CURRENT AGE SYSTEM 

To correspond to the two general research goals described in 
the Introduction, the AGE program is being developed along 
two separate fronts. The first of these fronts is the 
development of tools to help the user build a variety of 
knowledge-based programs—the generality front. The second 
front is the development of intelligence in the interaction 
between the user and the AGE program; i.e., moving from 
dialogues on how to use the tools in AGE to what tools to use— 
the how-to-what spectrum described by Feigenbaum [91 

3.l. Currently Implemented Tools 

The building-block components currently available to the users 
have been carefully selected and modularly programmed to be 
useable in combinations. The current AGE system aims to 
provide the user with a framework useful for incremental 
hypothesis formation, known as the Blackboard Model [8, 131 
It can be described as follows: 

1. There is a global data base (the blackboard) that is used as 
a means of communication and interaction among the KSs; 

2. There are diverse knowledge sources (KSs) that are kept 
separate and independent; and 

3. The KSs respond to changes in the blackboard. 

Figure I. The Blackboard Model 

The paradigm itself does not specify the structure of the data 
base, the representational form of the KSs, nor the response 
mechanisms. When a model is translated into a program, 
various architectural and implementation decisions are made by 
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the designers, and programs that use the same paradigm may 
have different organization and behavior. For example, 
although HEARSAY-II [13] and CRYSALIS [7] use the 
Black . .d model, the basic architecture, knowledge 
representation, and knowledge utilization techniques differ. 
The differences can be attributed to many factors: the nature of 
the problem (understanding speech signals and interpreting x-
ray crystallographic data); implementation language; real-time 
constraints; noise level of data; quality and amount of available 
knowledge; and, last but not least, the designers' tastes. 

In AGE the Blackboard-based program design has been 
implemented to allow flexibility in representation and in the 
application of other problem solving methods within the 
framework. It consists ot three major components: 

1. The Blackboard: The blackboard contains hypotheses in a 
hierarchical data structure; it represents the task domain in 
terms of a hierarchy of analysis levels of the task. 

2. The KSs: The KSs contain the knowledge of the task 
domain (which the user must provide) that can perform the 
analysis. The KSs are represented as sets of production 
rules. 

3. The Control: The control component contains mechanisms 
that allow the user to (a) specify the conditions for the 
invocation of the KSs and (b) to select items on the 
blackboard for focus of attention [10] 

In the remainder of this section these components will be 
described in more detail. 

3.1.1. Blackboard 

The combined process of KS selection and incremental changes 
to the blackboard is viewed as a general process of hypothesis 
formation consistent with the following definition: 

An hypothesis can be generated [ 1 1 ] : 
1. deduct ive ly , using support from above—this 

support can be 
a. theoretical support (or model-based support), 
b. support from more Inclusive hypotheses that 

have Independent evident ia l support; or 
2. I nduc t i ve l y , using ev ident ia l support from below. 

This definition suggests that the most natural way to represent 
hypotheses is in some form of a hierarchy The structure of the 
hierarchy may be strict; it may be flat consisting possibly of 
only two levels—input data and its translation; or, it may be 
complex, consisting of many related hierarchies (often referred 
to as blackboard planes [7]). Currently AGE can represent all 
of the above forms of hierarchy. An hypothesis is represented 
as hierarchically organized hypothesis elements integrated by 
links that represent support from above—called the expectation-
link, or support from below—called the reduction-link (see 
example 1). 



interpretation, etc.) of lower level hypothesis elements. Each 
element contains information In the form of attribute-value 
pairs that are meaningful at that particular hypothesis level (see 
example 2). These information are inferences generated by the 
rules in the KSs and can, in turn, be used for further 
hypothesis formation. 

EXAMPLE 2: A possible hypothesis element in CRYSALIS 

In some problems all the hypothesis elements needed to solve 
the problems are known a priori. In other problems the 
number of hypothesis elements in the solutions are not known 
in advance. For example, in PUFF (a program to diagnose 
pulmonary function disorder [12]) all the possible disease states 
which account for specific patient data are known in advance. 
On the other hand, in cryptogram problem (see Appendix I) 
the number of letters, words, parts of sentence, etc. are not 
known until a specific cryptogram is being solved. To 
accommodate both types of solution space, AGE allows the user 
to generate and name hypothesis elements in advance, generate 
and name them dynamically, or generate them in some 
combination. 

The hypotheses are generated by inference rules in the KSs. 
What the KSs look like and how they work are described next. 

3.1.2 Knowledge Representation 
Knowledge representation in ACE is based on the premise that 
there are at least four broad categories of knowledge that are 
needed to solve problems: 

1. knowledge of specifics, 
2. knowledge of ways and means of dealing with the specifics, 
3. knowledge of universals and abstractions in the task 

domain [3], and 
4. knowledge of problem solving and knowledge utilization 

methods in the task domain. 
Within the framework of incremental hypothesis formation 
using the Blackboard model, an attempt has been made to help 
the user identify, represent, and utilize these diverse types of 
knowledge. 
Domain knowledge in ACE represents the knowledge necessary 
to accomplish the goals of the user's program. This knowledge 
reflects the knowledge of specifics and the knowledge of ways 
and means of dealing with the specifics. The knowledge is 
represented as production rules [51 These rules are organized 
into sets called the Knowledge Sources (KSs). 

Knowledge Sources 
A Knowledge Source is a mega-chunk of knowledge consisting of 
a labeled set of rules that are a priori deemed to belong 
together. How the rules within a KS is organized and what 
rules are included in a KS depend on, the intended role of the 
KS in the overall problem solving plan. For example, a KS 
may be organized to represent models—in which case all rules 
are grouped around some objects or concepts, much like 
schemata or frames. Or, a KS may be organized around 

events—in which case all rules which, for example, process 
input data, are grouped together. In order to solve problems 
within the framework of the Blackboard model, KSs must place 
their inferences on the Blackboard. In other words, KSs must 
generate hypotheses using rules that: 

1. add or modify hypothesis element(s), or 
2. add or modify relationships between elements by 

a. analyzing data (support from below), 
b. specializing or instantiating a more inclusive 

hypothesis element (support from above), or 
c. generating expect at ion(s) from 

1. models, or 
2. more inclusive hypothesis elements that 

must be verified by data. 

Each KS has associated with it: (a) preconditions (a list of 
events) for its invocation; (b) a list of dotted pairs of hypothesis 
levels that it spans; (c) list of links generated by it; (d) "single" 
or "multiple" hit strategy to be used for the rules, and (e) a 
facility for variable bindings to set local context, to simplify 
expressions in the rules, to avoid multiple evaluations of the 
same expression, and to allow communication between the 
condition and the conclusion halves of a rule. 

AGE allows the use of just one KS in the user's program if 
desired. Whether a single KS is sufficient to solve a problem 
or not, depends on the characteristics of the problem and on 
the formulation of the KS. MYCIN [16] is an example of a 
program that has an equivalent of one KS; all the rules are 
chained in a goal-directed fashion to represent a line of 
reasoning meaningful in that domain. 

The set of domain-specific KSs may be manipulated in many 
ways by other higher level KSs [6, 14] The higher level 
knowledge may reflect both the knowledge about ways and 
means of dealing with the specifics, knowledge of problem-
solving methods useful in the task domain, and knowledge about 
other knowledge in the domain. These higher-level KSs are 
often integrated into the Control component described later. 
Rules 

A rule in ACE is a chunk of knowledge written in a syntax 
comprehensible to ACE. Each rule consists of a left-hand-side 
(LHS) and a right-hand-side (RHS). The LHS specifies a set 
of conditions or patterns for the applicability of the rule (i.e. 
premises). The RHS represents the implications or conclusions 
to be drawn under the situation specified in the LHS. 

To be consistent with the various ways in which hypothesis 
elements can be generated, the current implementation of the 
RHS can: 

1. add elements to the hypothesis; or add or modify the values 
of the attributes of elements or the relationship between 
elements; 

2. generate expected elements or values of (or relationship 
between) elements in the hypothesis; 

3. generate goals to establish some elements, or values or links, 
within hypothesis elements. 

Rule Credibility 

The domain rules that generate hypotheses are, more often 
than not, judgmental and uncertain. A credibility value, or 
weight, can be associated with the rules to reflect uncertainty. 
AGE provides means of associating weights (certainty values. 



As mentioned earlier, the invoking of higher level knowledge 
about the appropriate use of problem solving methods and the 
invoking of other domain-specific knowledge appropriate to 
the situation, are both accomplished in the Control component. 
Unti l recently, very few attempts had been made to express 
control information explicitly. Davis [6] addressed the problem 
of expressing knowledge about other knowledge in production 
rule form and called it meta-knowledge. Nii [14] attempted to 
distinguish inference-generating KSs and knowledge-utilization 
KSs by organizing the KSs themselves into a hierarchy. In 
ACE, we have tried to provide concepts and mechanisms 
whereby users can express different types of higher level 
knowledge. The structure of the Control component is 
described below very briefly (see Appendix II for more detailed 
description). Whether the whole structure is sufficiently general 
to handle a variety of problems is still under study. 

There are several system components grouped under the 
heading of Control. The various sub-components can be 
individually specified or programmed by the user. In order to 
simplify the designing process for the user, AGE provides pre-
programmed components where appropriate. The control 
components that need to be specified are. 

1. input data format, 
2. initialization function, 
3. processing method to be applied to each inference step, 
4. rules or procedure to select the next step to be processed, 
5. rules to select the relevant KS to process the selected step, 
6. termination condition, and 
7. post-processing function. 

Components 1 and 2 deal with getting input data and 
performing setup operations in the user's program. The data 
can be brought in from a file or typed in from a terminal. The 
data elements are bound to names prespecified by the user. 
Within the initialization function the user may preprocess the 
data or perform other initialization activities—the only 
requirement for ACE is that the initialization function return a 
name of the first KS to be invoked. 

Components 3-6, called the control kernel (Figure 2), constitute 
the core of the Blackboard control component. The primary 
functions of the control kernel are to select and invoke the 
appropriate KSs and to select the focus of attention within the 
blackboard. The control in the user's program is a simple loop: 
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1. Rule evaluation: In the invoked KS each rule is evaluated 
according to the user specified LHS-Evaluator (sec. 3.1.2). 
When the LHS meets the evaluation criteria, i.e. evaluates 
to True, the rule is find. 

2. Inference generation-. Fired rules either (1) PROPOSE 
change in the hypothesis (this change is made in the 
hypothesis and is also placed on the Event-list), (2) indicate 
that some change in the hypothesis is EXPECTed to occur 
(this expectation is placed on the Expectation-list), or (3) 
indicate that the hypothesis needs to ACHIEVE a 
particular value or a state (this goal is placed on the Goal-
list). Each of these actions is called a Step. 

3. Focus of attention: Within the Step-selection module, select a 
step (an event, an expectation or a goal) and a hypothesis 
element or data to process next. Within the KS-selection 
module, choose a KS relevant to the selected step, and 
invoke that KS. (The KS may have associated with it a 
processing method; e.g., a KS may require a backward-
chaining mechanism for the rules to achieve a goal.) [go to 

Components 5 and 6 deal with terminating the kernel control 
loop and processing the completed hypotheses. One 
characteristic of the Blackboard model is that there is no 
prescribed way that the incremental hypothesis formation 
process terminates short of running out of relevant KSs. Thus, 
the user needs to specify the conditions under which the 
processing is to terminate; ACE monitors for the occurrence of 
these conditions. In the postprocessing function, the user may 
perform any further processing she wishes, for example, print 
the current hypothesis. 

Control Macros 
Since the specifications required for the control kernel are quite 
complex, A C E provides control macros, currently one for event-
drivin control and one for expectation-driven control. 

Event-Driven Macro: Event-driven hypothesis formation is 
characterized by incremental formation of hypothesis elements 
from evidence found in data or in lower level hypothesis 
elements. The elements can be processed by rules either on the 
basis of first-in-first-out, first-in-last-out, or best-first. These 
correspond roughly to breadth-, depth-, and best-first 
processing of the hypothesis space. When an element is chosen 

to be processed, it is called a focused element. The event-type 
associated with the focused element helps determine which KS 
Is to be invoked in the future. 

The control loop for the Event-driven macro is: 
1. <rule> modifies the hypothesis and causes an event (with 

associated event-type). 
2. If <event-type> ■ <KS-precondition> then invoke the KS. 

[Co back to 1] 

Expectation-Driven Macro-. Within an expectation-driven 
system, expectations in the hypotheses are generated by the 
rules. These rules are normally grouped around objects and 
their properties, similar to a schema (frame) organization. 
They usually form models of objects from which other 
properties can be inferred or can be expected to occur. For 
example, a rule of the form: 

has a schema-like flavor and produces expectations that need 
to be verified. 

In order to determine if an expectation has been met, or can be 
met, the user must provide an expectation matching function. 
A C E always checks to see if the expected situation has occurred 
either in data or in the hypothesis (i.e. performs a passive 
match of expectation). 

The control loop for the Expectation-driven macro is: 
1. <rule> generates an expectation. 
2. If an expectation is met, then modify the hypothesis as 

specified. This action generates an event. 
3. If <event type> - <KS precondition> then invoke the KS. 

[Co back to step 1] 

For most problems, both the expectation-driven (or model 
based) and the event-driven (or data-driven) methods are 
needed in some combination. For the sake of completeness the 
control components from which the macros were created are 
described in Appendix I I . 

3.2. The Intelligent Front-end in ACE 

A C E assumes that the user neither knows nor understands the 
concepts and implementations of the various program 
components described above. It is the task of the front-end to 
guide the user in constructing a program using the component 
parts. Currently the intelligence in the front-end is limited to: 
(a) a tutor subsystem that allows the user to browse through 
the textual knowledge base, and (b) a design subsystem that 
guides the user through each step of program specification. An 
unfamiliar" user is always introduced to ACE by way of the 

tutor subsystem. 

The textual knowledge base contains (a) a general description 
of the building-block components at the conceptual level, (b) a 
description of the implementation of these concepts within 
A C E , (c) a description of how these components are to be used 
within the user's program, (d) how they can be constructed by 
the user, and (e) various examples. The information is 
organized in a network to represent the conceptual hierarchy of 
the components and to represent the functional relationship 
among them. 

The design subsystem guides the user in design and 
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construction. The knowledge necessary for ACE to accomplish 
this task is represented in a data structure in the form of an 
AND/OR tree that, on one hand, represents all the possible 
structures available in the current AGE system; and, on the 
other hand, represents the decisions the user must make in 
order to design her program. Using this schema, the design 
subsystem can guide the user (in the guided design mode) from 
one design decision point to another. At each decision point, 
the user has access to the textual knowledge base, to advice on 
the decisions to be made at that point, and to acquisition 
functions that aid the user in specifying the appropriate 
component. The user also has direct access (in the unguided 
design mode) to various acquisition and editing functions. 

The reader is referred to Appendix I which contains extensive 
examples of the various interactions currently possible in AGE. 

4. DECOMPOSITION OF FRAMEWORKS 

Although the intention of this paper does not include 
discussion of the architecture of AGE itself, we briefly describe 
some of the motivation behind the decomposition of problem-
solving frameworks into interchangeable parts. 

Our concept of a software laboratory is a facility in which the 
users are provided with a variety of preprogrammed problem-
solving frameworks—similar in spirit to designs of prefabricated 
houses. The user augments and modifies a framework to 
develop her own programs. In order to provide such a facility, 
a framework must be built with parts that can be "unplugged" 
and replaced. Each framework is decomposed into self-
contained modules, creating a hierarchically organized set of 
component parts. These parts in turn are interpreted or 
evaluated by "various" managers. As an example, a part of the 
decomposed Blackboard framework is shown below: 

Theoretically, then, each module (with all of its subparts) is 
replaceable. For example, the whole RHS~Manager can be 
replaced if the user wants a definition of the RHS of rules 
different from the one we currently provide. 

However, complete modularity is not achieved, because some of 
the modules are not independent. From a practical stand point 
the greatest barrier to replacing some of the modules is in their 
inaccessibility. Nevertheless, as in prefabricated houses, every 
module can be modified or replaced—some changes are more 
costly than others in terms of time and detailed knowledge of 
the implementation needed. In general, those parts nearer the 
bottom of the hierarchy are more accessible and easier to 
change. For example, the definition of ADD (add a new 
hypothesis element) can be changed by simply redefining the 
A D D function. Or, another function that makes changes to the 

hypotheses in a different way can be added. On the other 
hand, the LHS- and the RHS-Managers are not independent. 
For those components that are independent, and easily modified 
or replaced, ACE provides some aids for making changes-
acquisition functions and descriptions in the textual knowledge 
base. For those more difficult to change, we provide less aid 
with the Intention of discouraging novice users. 

In order to have a useful software laboratory, we need to 
provide the user with diverse tools—some tools need to be 
flexible in their utility while others need to be fine-tuned for 
specific use; and some tools require substantial skill in their use 
while others do not. By organizing the program modules by 
their utility and providing easy access to those that arc general 
and easy to use (but allowing skilled users access to all modules), 
we hope that the laboratory can be useful to a wide range of 
users. 

5. SUMMARY AND CONCLUDING REMARKS 

ACE is an experimental program currently running on PDP-
10 at the SUMEX-AIM Computing Facility at Stanford 
University. The immediate goal of the project is to provide 
software tools with which a knowledge engineer can reduce the 
time it takes to build knowledge-based programs. The longer 
range goal is to aid people less knowledgeable in AI methods to 
build knowledge-based programs. We have taken a small step 
toward reaching these goals by exploring the various ways in 
which Blackboard-based programs can be built, and by 
implementing a set of parts from which such a program can be 
built. 

In the process of building AGE, we have used it to write some 
programs: CRYPTO, a program that solves cryptogram 
problems; a portion of a bidding strategy problem in bridge 
games; two different versions of PUFF [9,12]--one using the 
Event-driven control macro and another using the 
Expectation-driven control macro [15]. Since the domain-
specific knowledge for PUFF already existed and was being 
used in EMYCIN, the AGE version took about a week to bring 
up—time to reorganize the existing rules into KSs and to 
rewrite the rules in AGE rule syntax. Currently, the 
CRYSALIS program [7] is being rewritten using AGE. 

To the extent that we have been able to use AGE to develop 
some programs, we feel encouraged to continue with further 
development. However, there are still many issues that need to 
be explored in the current work—the adequacy of the user 
interface and debugging facility; generality of the current 
functional breakdown of the Blackboard model; sufficiency of 
the current rule syntax and semantics to express a wide range 
of knowledge, adequacy of the production rule representation 
itself for a variety of tasks; reliability of the system, etc. We 
have made no progress in providing a facility for explanation 
within the object program; we need more basic research in this 
area before such a facility can be implemented. 

APPENDIX I: Building Knowledge-Based Program with AGE 

Introduction 

This appendix shows the ACE system from an user's point of 
view. We have included an example program with parts of 
actual protocols to illustrate various facilities. 

Cryptograms 

The problem used as an example is translating cryptograms. 
The cryptogram solution consists of a four level hierarchical 
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hypothesis structure. The rules to solve cryptograms were 
provided by a human "expert". The task for CRYPTO is to 
take a "newspaper" cryptogram (10 to 20 words long, about 100 
letters) and using a set of heuristics, translate it into an English 
sentence. For example, the cryptogram "CSHSUO CI DXDV 
BSS CLESVBFCB BS HD NCCU HJB ISLD JCNCCU 
EDSEYD EVSXD BZFB BZDVD'I IBCVY F RDP SR JI 
PZS FVD BSS ILFYY." translates to "Nobody is ever too 
important to be kind but some unkind people prove that there's 
still a few of us who are too small." The word boundaries and 
punctuation are given. There is a one-to-one correspondence 
between the cryptletters and their translation, and no letter 
translates to itself. 

Typical run 
An AGE user typically builds a knowledge-based program over 
a period of time, conducting many hands-on sessions. In the 
first session the user gets acquainted with the system, learning 
the different components available and the system conventions, 
and discovering what information she must provide (i.e., what 
to think about before the next session). During the next few 
sessions the user designs and builds her program. Finally, the 
user iterates on checking out the program, running it, and 
modifying it. 
TUTOR: The TUTOR subsystem is described in Section S.2. 
[after the user logs on, AGE begins by determining if the user 
needs a tutorial] 
Are you already familiar with this system?: No 
This and all subsequent sessions will be recorded. 
The record will go on your directory as DRIB<namexdate>. 

Following is a list of AGE conventions which may be useful. 
[description of ACE user conventions) 

[canned text on other topics] 
What follows is a tutorial session to acquaint you with AGE. 
[The following text describes the organization of the ACE 
on-line manual] 
Each topic in the AGE system has one or more modifiers attach 
to it. A modifier may be a descriptive word (e.g. Hypothesis.-
element) or it may be one of the following: 

ISA: Definition or definitional description. 
FOR MIS: Representation or structural description. 
FORMEDBY: How <topic> is generated or created internally 

during the user program execution. 
TOSPECIFY: Description of the acquisition function. 
GEN: generally accepted description. 
AGE: definition or description as interpreted for AGE. 

[canned text on further topics] 

[The following interaction shows cross-referencing] 
—There are some pre-assembled control structures available 
for convenience. (See CONTROL.MACRO) 

References are: Hypothesis.structure Control.macro 
Do you want to see them now?: y 
HYPOTHESIS.STRUCTURE Y/N::y 
The hypothesis structure in AGE is hierarchically organized. 
There may be more than one hierarchy in the hypothesis 
(generally known as blackboard planes). Each hierarchy 

consists of linked 
HYPOTHESIS.ELEMENT, 
abstractions. 

hypothesis 
grouped into 

elements, 
levels of 

[Tutorial session is eventually terminated.] 
This ends the AGE tutorial session. From this point on you 
will be given a menu of tasks to select from. To start, I suggest 
you begin with the DESIGN task. 
DESIGN: Refit to section S.2 for a detailed description of the 
Design subsystem. 

What do you want to do next? 
Tasks available are: [These are top level tasks in ACE) 
name description 

Tutor-
Browse 
Design 
SAve 
Getsys 
Check 
Run 
SYsout 

System exp lana t i on . 
Browse t h ru the AGE manual. 
Create the user program. 
Save the user program on a f i l e . 
Get the user program from a f i l e . 
Check syntax of the user program. 
Execute the user program. 
Save eve ry th ing (1e. SYSOUT) 

:: design 
Create the user program. 
What is the name of your system?:: CRYPTO 
[AGE determines if there already exists a program by that name] 

Do you want a Guided design session, or Unguided session? 

[Only a minimal number of consecutive letters that uniquely 
identifies the prompt is needed.) 
Beginning DESIGN and ACQUISITION: You will need to 
design and specify three major components of your program: 
the hypothesis structure, the domain-specific rules, and some 
control information. 
You may begin working on 
Knowledgc.domain-rules Control 

Hypothesis.structure 

During this design session, in addition to specifying or editing 
components of the system, you may also ask for ADVICE, more 
INFORMATION from the manual, or to QUIT the session. 

What do you want to do next? 
Your options are: Hypothesis.structure Knowledge.domain-rules 

Control Advice Information Quit 
Type H/K/C/U/A/I/Q,: a [asking for advice] 

Specify the hypothesis structure first; it will aid you in 
structuring your problem. Then enter some domain rules, 
followed by control information. Within the control 
specification, choose system-provided control methods to see 
how your rules work. More rules can be added or more 
sophisticated control can be specified later. 
HYPOTHESIS: See Section S.J.I for a general discussion of the 
Hypothesis. 
CRYPTO uses a four-level structure, as shown in Figure Ai At 
the highest level (SENTENCE) there is one named node 
CRYPTOGRAM, where information inferrea about the whole 
cryptogram will be stored. At the WORD level, elements WORD1 
to WORDn are created dynamically for each word of the 
cryptogram; and at the LETTER level, elements LETTERl to 
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as used in AGE. The protocol shows the partial acquisition of 
two KSs. The specification of each KS begins with some 
declarative information needed to evaluate the rules in the KS. 
Then the user is prompted for parts of the rules. The first KS 
is a set of rules that look at the whole cryptogram. It is called 
once after initialization and any time thereafter to find a new 
part of the cryptogram to focus on. This KS assumes that 
certain information already exists in the hypothesis structure as 
a result of initialization. The first rule looks for one-letter 
words which could either be A or I, with A more likely than I. 

You need to specify: Rule.evaluator Knowledge.sources Control 
You may modify: Hypothesis.structure 
[AGE keeps track of what has and has not been specified] 
What do you want to do next? 
:: kn 
What is the name of the KS you want to create or add rules to? 
:.- wholesentencerules 
[New knowledge source] 
What events invoke this knowledge source? 
:: always [Always means any event can be a precondition to 

this knowledge source) 
Between which Hypothesis levels does this KS make inferences? 
From? 
:: letter 
To? 
:: alphaletter 
From? 
::none 
Which links are used to record inferences made by this KS? 
:: possiblevalue [Possiblevalue links will connect elements from 

the letter level to possible values in the alphaletter level] 
Inverse link? 
:: possiblevalue/of 
Link? 
:: assigned value [Assignedvalue links will connect positively 

assigned values from the alphaletters to the cryptletters on 
the letter level] 

Inverse link? 
[etc.] 

Do you want to use multiple or single hit strategy for this KS? 
You can specify Onceonly with Single or Multiple. 
:: single onceonly [Single to fire only one rule and Onceonly 

to mark that rule so that it won't be fired again) 

Local variables can be defined as (variable value) or (variable). 
Define a local variable. 
:: (wordnodes (lvalue 'cryptogram part)) 
[Store the node names for the word nodes in WORDNODES. 
The function $VALUE retrieves those names by following the 
''part'' link from the CRYPTOGRAM node) 
Define a local variable. 
:: (word) 
Define a local variable. 

[etc.] 

What is the first condition? Type None when done. 
[This problem involves searches which are awkward with the 
current rule syntax and requires extensive Lisp code. See 
Example 5 for the more usual use of rules.) 
:: (setq word ( f o r wd In wordnodes therels 

(and (eg ( l e n g t h ($VALUE wd l e t t e r s ) ) 1) 
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(null (Svalue wd englishword] 
Hooking for a word of length I, not already assigned a value} 
Next condition? 
:: none 

Next, you will be prompted for the RHS of the rule. 
PROPOSE, EXPECT, COAL, or LOOP? 
::? propose [ask about PROPOSE] 
PROPOSE is used to change the hypothesis structure. 
:: prop [specification of PROPOSE follows) 
ch.type;: supersede [replace current value) 
hypo-element:: word [of word element) 
attr-value:: (englishword *a) [with V] 
link-node:: none 
event.type:: assignword [name of the event it generates) 
comment:: (a one letter word is most likely 'a') 

PROPOSE, EXPECT. COAL, or LOOP? 
:: propose [more than one action allowed in the RHS] 

[etc.] 
link-node:: (assignedvalue 'a) [change the relational link] 
event.type:: assignletter 
comment:: (assign the letter V to the cryptletter) 

PROPOSE, EXPECT, COAL, or LOOP? 
:: none 
More rules?:: no 
What is the name of the next KS you want? 
:: fill-inrules 
[New knowledge source] 
[some declarative infcrmation deleted] 
PROPOSE, EXPECT, COAL, or LOOP? 
::? loop [ask about LOOP] 
LOOP is used to indicate an iterative action, either 
PROPOSE, EXPECT, or COAL. If LOOP is used, you will 
be prompted for the name of an iteration variable and the 
name of a list of values on which to repeat the action. 
:: loop 
Iteration variable? 
:: of 
Name of the list to be iterated on? 
:: otherletters 
PROPOSE, EXPECT, or COAL? 
:: propose 
[remainder of rule acquisition delete) 
CONTROL: Refer to Section 4 and Appendix II for discussion 
of knowledge utilization and control mechanisms. The overall 
strategy for solving cryptograms is to focus on a particular word 
or a combination of letters that has mpotentiar; work on the 
focussed item and follow through on all the ramifications, which 
in turn may generate a new focus. 
:: control 
Control specification: Currently there are three methods of 
specifying the control information. Two are macros which 
require minimal specification, EVENT-DRIVEN-MACRO 
and EXPECTATION-DRIVEN-MACRO. The third 
method, DETAILCONTROL, involves detailed specifications 
of several subcomponents. 
New additions to design component: (Detailcontrol 
Control.macro. Event-driven Controlmacro-expectation-
driven) 

[When a node is chosen, it opens other 
nodes that require further specification) 

What do you want to do next? 
:: detail 
Detailed Control Specification: There are several components 
grouped under the heading of DETAILCONTROL. To 
simplify the designing process, ACE provides default 
specification where appropriate. The components that need to 
be specified are: 

1. input data format: INPUTFORMAT, 
2. initialization function: INITIALIZATION. 
3. processing method to be applied to each step-type, 
4. rules to select a step to be used as the current focus, 
5. rules to select relevant KS (or procedure) to process the 

selected step: (3,4,5 part of KERNEL), 
6. termination condition: TERMINATION, and 
7. post processing function: POSTPROCESSING. 

New addition to design component: (Inputformat Initialization 
Control.Kernel Termination Postprocessing) 

What do you want to do next? 
:: inputform 
The input data you use in your system will be stored on an 
implicit level of the hypothesis structure called INPUTDATA. 
A function tDATA is available to access the data. At the 
beginning of each run you will be asked to input (from a file or 
TTY:) the actual data associated with each data name. 
First name? 
:: inputcryptogram 
Next name? 
:: done 

What do you want to do next? 
:: initial 
You must provide a function that will return, as its value, the 
name of the first KS to be invoked. Within this function you 
may do any processing you whish. 

[NEW FUNCTION] 
What would you like to call your initialization function? 
:: crypto-initialization 
Your initialization function must return the name of a KS. 
Please define CRYPTO-INITIALIZATION 

(CRYPTO-INITIALIZATION (LAMBDA NIL 
[This line provided by AGE] 

(prog (eg) 
(eg <- (Sdata Inputcryptogram)) 
( f 1 l l - 1n leva l s ) 
(computerel freqs) 
(return 'wholasentenctru1es] 

What do you want to do next? 
:: terminate 
You must provide a function which will determine when to 
terminate vour program. 

What is the name of your termination function? 
:: crypto-quit 
[define CRYPTO-QU IT function in the same manner at above) 

What do you want to do next? 
:: post 
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you can provide funct ions fo r p r i n t i n g 
the results, translating the results into a more readable form. 

Take up this option or bypass it? [optional component) 
:: take 
What would you like to call your postprocessing function? 
:: decodedprint 
[Define DECODEPRINT) 

What do you want to do next? 
:: control.k 
This function allows the user to specify various options which 
determine how events, expectations, and goals will be processed. 
First we will look at the event processing information. 

Do you want to enter kernel information now?:: y 
Which event selection method would you like to use? LIFO 
and FIFO are available or you can write your own function. 
Type LIFO, FIFO, or function name. 
:: ? 
«• ? 

The Event-selection is used to decide which event from the 
event list to process next. LIFO chooses the last event added. 
FIFO chooses the earliest event. You can provide your own 
function. For example, bestfirst might depend on the weights 
associated with each event. 
:: lifo 

Name an event type to be collected. 
:: fill-in 
:: done 

The control rules are used to determine what step type to proces 
next. Each control rule consists of a condition and a step type. 

STEPTYPE:: event 
CONDITION:: expectation list 
STEPTYPE:. expectation 
CONDITION:, none 
USER FUNCTIONS: The final information the user must 
provide is the names and definitions of the functions used in the 
rules or called from other user-defined functions. The user can 
name and define functions one at a time or load them from files. 
EDITING: There are two ways to edit: (I) by calling the 
appropriate editing function from Unguided design session or 
(2) during the Check-out session. The Check subsystem described 
below. 
SYSTEM CHECKOUT: The Check subsystem does a syntax 
check on the user created program. It finds errors in the 
designed structures and points out missing, but required, 
information. Check also allows the user to edit the errors as they 
are found by calling the appropriate editor. 

What do you want to do next? : check 
Check syntax of the user program, 
checking hypothesis levels - ALPHA LETTER ... 
checking knowledge sources -FILL-INRULES ... 
Warning: 2 events not used as preconditions 

ASSIGNWORD FILL.IN 
[they will be used by KSs to be defined later) 
\ syntax errors in the user program. 
Do you want to edit the errors now?:: n 

RUNNINC: Once all the information is specified, the user can 
run her program in two modes, debugging mode or normal mode. 
In debugging mode, ACE prints a trace of the control flow 
showing the rules evaluated, the actions taken, and the steps and 
focuses selected. In normal mode, ACE only prints the input 
data and the results. 
A complete run will begin with a request for input data. Next 
the user's initialization function which returns a KS name is 
evaluated. That KS is the first to be interpreted and starts the 
control loop, which will continue until the termination condition 
is met. Finally, the postprocessing function is called. The 
following is a sample run of the CRYPTO program. We have 
deleted a large section of the protocol to save space. 

What do you want to do next?:: run [top level prompt) 
Execute the user program. 
Do you want to input data from a file or from a terminal? 
(filename or TTY:):: crypto-datal [input from a file) 
((INPUTCRYPTOGRAM (GSHSUO CI DXDV BSS CLESVBFGB BS 
HD NCGU HOB ISLD JGNCGU EOSEYD EVSXD BZFB BZDVD'I IB 
ROP SR JI PZS FVD BSS ILFYY))) 

Knowledge source Invoked - WHOLESENTENCERULES 
[WHOLESENTENCERULES is the KS name returned by the 
initialization function. ] 

Left hand side of applicable rule -
((SETQ WORD (for WO 1n WORDNODES therels (AND . . . 

[first rule to fire, word!17, letter7S, is probably ''A''. 
Two events result, ASSIGN LETTER and ASSICNWORD) 

NAME OF NEW EVENT: ASSIGNWORO 
NAME OF NEW EVENT: ASSIGNLETTER 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 

NEXT STEP: EVENT [choose the next step - EVENT) 

FOCUS EVENT-(ASSIGNLETTER(LETTER73)(ASSIGNEDVALUE A 
WHOLESENTENCERULES EV2 NIL) 

[Since the ASSIGNLETTER event was added to the 
EVENT LIST last, it is the next focus event under the depthfirst 
(LIFO) selection method. When there are no further ramifica
tions of ASSIGNEDLETTER, ASSICNWORD will become 
the focus event. ] 

Knowledge source Invoked - FILL-INRULES 
Left hand side of applicable rule -
((SETQ OTHERLETTERS (for L 1n CRYPTLETTERNODES Join 

[find other letters with same cryptvalue as letter 73 
FILL-IN those letters with value ''A'') 

NAME OF NEW EVENT: FILL- IN 
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 

NEXT STEP: EVENT 

FOCUS EVENT - (F ILL- IN (LETTER92) (ASSIGNEOVALUE A) 
(ASSIGNEDVALUE A) EV13 NIL) 

[letter92 was assigned last, thus with a depthfirst selection 
method, it becomes the new focus. ] 

[The rest of the protocol continues in the same manner until 
terminated.] 
Summary 

One common question asked about the CRYPTO system is, 
"When CRYPTO makes an incorrect assignment, can 
CRYPTO back up?" The answer is no. There is no back-up 
or alternative hypothesis capability. In CRYPTO we believe 
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that with enough rules and with the POSSIBLEVALUE 
attributes and weights, the system will always make the correct 
assignments. This belief stems from the sessions recorded with 
the expert newspaper cryptographer, who never needed to 
"back up." The expert never guessed at a value or tried to 
confirm or contradict a guess by looking at its ramifications. 
However, we do recognize that the concept of alternative 
hypotheses is a powerful one, and we expect to add facilities to 
AGE to allow them in the future. 

APPENDIX I I : SUMMARY OF THE CONTROL KERNEL 

The Control Kernel consists of several components (Figure Bl) 
each of which must be specified by the user. The sequence of 
actions which are taken within the Kernel is described below. 
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T h i s paper p r e s e n t s a method o f e x t r a c t i n g p r e s c r i b e d i tems f rom a summary or an a b s t r a c t o f 
t e c h n i c a l p a p e r s . An e x p e r i m e n t a l system is now under deve lopment . The i n t e r n a l e x p r e s s i o n o f an 
i n p u t sen tence i s t r a n s f o r m e d i n t o a s t a n d a r d fo rm wh ich has t h e s t a n d a r d c a s e - l a b e l s f o r 
e x t r a c t i o n o f i t e m s . The p a r t o f r e m a i n i n g sen tences i s combined w i t h t h e a d j a c e n t sen tence 
i n t o a n i t e m s e c t i o n e v e r y main i t e m . [ 1 ] And t h e p r e s c r i b e d i t ems are e x t r a c t e d e f f i c i e n t l y . 

1. EXTRACTED ITEMS 

T h i s paper i s p r i m a r i l y concerned w i t h a t e x t u a l 
a n a l y s i s f rom t h e v i e w p o i n t o f e x t r a c t i o n o f 
i t ems i n a s p e c i f i e d fo rm f o r f i l i n g . The k i n d 
o f t e x t s is chosen to a summary o f some 
t e c h n i c a l p a p e r s , t h e l e n g t h o f wh ich i s r a t h e r 
s h o r t . The f i r s t t h i n g t o b e done w i l l b e t h e 
d e t e r m i n a t i o n o f t h e s p e c i f i c a t i o n t a b l e o f t h e 
e x t r a c t e d i t ems r a t h e r t h a n t h e c o n s t r u c t i o n o f 
t h e r e w r i t i n g r u l e s . The main i t ems t o be 
e x t r a c t e d are g e n e r a l l y chosen t o t h e l a b e l s o f 
main f rames a p p e a r i n g in many summaries o f 
t e c h n i c a l papers wh ich can be a l s o c o n s i d e r e d to 
produce t h e i r r e s p e c t i v e d e t a i l e s o f t h e main 
f rames o f summaries by v a r i o u s t r a n s f o r m a t i o n . 
For t h e whole o f v a r i o u s k i n d s o f t e c h n i c a l 
p a p e r s , however , i t i s a d i f f i c u l t and 
s i g n i f i c a n t prob lem to choose t h e main i t ems and 
t o c o n s t r u c t a w e l l o r g a n i z e d t r e e o r g raph o f 
t h e s e summar ies . Hence, we c o n f i n e t h e f i l e o f 
t h e main o b j e c t t o a s p e c i f i c o n e , f o r examp le , 
one of s o f t w a r e systems such as language 
p r o c e s s i n g sys tems . I n t h i s scheme, a cho i ce o f 
main i t ems i s t a k e n as shown i n Tab le 1 . 

l a r g e symbols denote OBJec t , COMPonent, 
PREDica te , AGent , P A T i e n t , SOurce, G o a l , Modal 
or manner, INSTRument, USED system or l o c a t i o n , 
P A R T i c i p a n t , C h a r a c t e r i s t i c , Sys tem, F u n c t i o n 
and P rocess . Each u n d e r l i n e denotes a s l o t of a 
case and a s m a l l l e t t e r t denotes a t e r m . Each 
t e r m t a k e s a fo rm 

wh ich means a t e rm t p l a y s t h e r o l e denoted by a 
case or a c a s e - c a t e g o r y l a b e l C in a s p e c i f i e d 
upper case f rame and i t i s sometimes m o d i f i e d by 
s e v e r a l te rms in a case f rame e n c l o s e d by 
p a r e n t h e s e s . 

I n a m o d i f y i n g f r a m e , t h e m o d i f i e d te rm and t h e 
case f rame are d e s c r i b e d t o g e t h e r w i t h a 
p r e d i c a t i v e t e r m when i t i s necessary t o show 
t h e r o l e o f t h e m o d i f i e d t e r m c l e a r l y . I n t h e 
Tab le 1 , t h e symbol * in a m o d i f y i n g f rame 
denotes t h e m o d i f i e d t e r m p r e f i x e d t o t h e 
f r a m e . The doub le u n d e r l i n e d te rm s p e c i f i e s o r 
d e f i n e s t h e main c a s e - l a b e l o f t h e te rm p r e f i x e d 
t o t h e m o d i f y i n g f rame and a re used f o r 
i d e n t i f i c a t i o n o f t h e t e r m . I n a comp le ted fo rm 
f o r o u t p u t , however , t h e y a re d e l e t e d f o r 
e f f i c i e n c y . The nes ted m o d i f i c a t i o n o f a te rm 
i s r e s t r i c t e d t o s p e c i f i e d te rms w i t h t h e symbol 
' # ' o r ' # # ' i n o r d e r t o a v o i d t o s t o r e 
d u p l i c a t e d i n f o r m a t i o n and n o n - e s s e n t i a l one . 
The t e r m w i t h t h e symbol ' # ' can be m o d i f i e d by 
a m o d i f y i n g f rame wh ich i n v o l v e s a t e rm in t h e 
same c a s e - l a b e l as t h e p r e f i x e d c a s e - l a b e l 
r e c u r s i v e l y . The te rm w i t h t h e symbol ' ## ' can 
be m o d i f i e d by any m o d i f y i n g f rame so l o n g as i t 
i s n o t d u p l i c a t e d i n f o r m a t i o n . 

A main i t e m is d e f i n e d as a p a i r o f a c a s e - l a b e l 
and t h e c h a r a c t e r i z e d te rm w i t h a number i n s t e a d 
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of mod i fy ing frames appearing in the l e f tmos t of 
the s p e c i f i c a t i o n t a b l e . For a c a s e - l a b e l , 
there are sometimes severa l terms in a union or 
s e r i a l fo rm, where the union form is an 
unordered set of terms w i t h a form 
' C: t i u t 2 U ' ,wh i le the s e r i a l form is an 
ordered set of terms w i t h a form 
' C: t1At2/\ ', placed by a temporal or 
causal r e l a t i o n . 

2. NORMALIZATION 

P r i o r to e x t r a c t i n g some s p e c i f i e d items from 
summaries, i t i s p re fe rab le t h a t each sentence 
of a summary is normal ized to some ax ten t . 
F i r s t , each inpu t of a summary is t ransformed 
i n t o the i n t e r n a l form by pa rs i ng . Each word of 
a pronoun or a common noun is cha rac te r i zed by 
a t t a c h i n g a number by means of the anaphoric 
ana l ys i s though the at tached number is omi t ted 
except sec t i on 4 f o r s i m p l i c i t y . Then the 
i n t e r n a l form is t ransformed i n t o the standard 
form which takes i concrete p red ica te word as a 
governor a t every p a r t i a l p red ica te or f u n c t i o n 
express ion and dose not i nvo l ve any term of the 
same name as a c a s e - l a b e l . Every t rans fo rma t ion 
is done by r e f e r i n g to case- labe ls and 
ca tegor ies of terms though the p rec ise 
convers ion procedures are omi t ted f o r 
s i m p l i c i t y . The o u t l i n e o f the conversions is 
descr ibed as f o l l o w s . 
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I f the f o l l o w i n g sentence dose not belong to the 
same i tem as the preceding one, the ex t rac ted 
pa r t of the preceding i tem sec t i on are marked 
f o r l a t e r scann ing, and i t s copy is combined and 
rearranged w i t h the data in the e d i t i o n area f o r 
o u t pu t . Then the cur ren t sentence is processed 
as a new i tem sentence. At the end of the 
summary, the scanning r e s t a r t s from the 
beginn ing of the summary f o r e x t r a c t i n g the 
s p e c i f i e d d e t a i l from the remain ing p a r t s o f 
each sentence. Each term is s to red from the 
output form i n t o a t r e e - l i k e f i l e o f ca tegor ies 
toge ther w i t h severa l sequents o f the p r e f i x e d 
case- labe ls and the document number. 

4. EXAMPLE 

4 . 1 An Example 

(1) This paper descr ibes TORUS, a n a t u r a l 
language understanding system which serves as a 
f r o n t end to a data base management system in 
o rder to f a c i l i t a t e communication w i t h a casual 
user . (2 ) TORUS uses a semantic network f o r 
understanding inpu t statements and for dec id ing 
what i n fo rma t i on to output in response. (3) The 
semantic network s tores genera l knowledge about 
the problem domain. (4) A number of f unc t i ons of 
TORUS make it poss ib le to i n t e g r a t e the meaning 
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PROBLEM SOLVING OF ELEMENTARY ALGEBRA BY HIERARCHICAL ABSTRACTION 

F u j i o N i s h i d a , Yoneharu F u j i t a and H i r o j i Kusaka 
Department o f E l e c t r i c a l E n g i n e e r i n g , 
F a c u l t y o f E n g i n e e r i n g , U n i v e r s i t y o f Osaka P r e f e c t u r e , 
S a k a i , Osaka, Japan 591 

T h i s paper p r e s e n t s a h i e r a r c h i c a l p r o b l e m - s o l v i n g method wh ich searches some a p p l i c a b l e t r a n s 
f o r m a t i o n r u l e s t o t h e p r e c o n d i t i o n o f t h e p rob lem a t v a r i o u s a b s t r a c t l e v e l s u s i n g a t r e e - l i k e 
address t a b l e and f i n d s a g l o b a l s o l v i n g p o l i c y wh ich reduces t h e d i f f e r e n c e between t h e c u r r e n t 
s t a t e and t h e g o a l . The f rame o f t h e p rob lem i s chosen f rom t h e f i e l d o f e l emen ta r y a l g e b r a . 

1. INTRODUCTION 

The a b s t r a c t i o n of a p rob lem and a r e l a t i o n wh ich 
r e t a i n s o n l y t h e i r key c h a r a c t e r i s t i c s w i l l b e i n ' 
d i s p e n s a b l e f o r g l o b a l s o l v i n g o f c o m p l i c a t e d 
p r o b l e m s . Many resea rches o f mechan i ca l p rob lem 
s o l v i n g u s i n g t h i s concept have been a c t i v e l y 
done , b u t a l o t o f prob lems to be s o l v e d seem to 
rema in f o r p r a c t i c a l u s e . [ l ] , [ 2 ] . T h i s paper de 
v e l o p s t h e method o f EAPS(Elamentary a l g e b r a i c 
Prob lem S o l v e r ) o f t h e p r e v i o u s p a p e r [ 3 ] b y add
i n g ( i ) a t r e e - l i k e address t a b l e o f theorems and 
g l o b a l r e l a t i o n s f o r t h e e f f i c i e n t access t o them 
and ( i i ) a mixed a b s t r a c t n o t a t i o n o f prob lems f o r 
f l e x i b l e r e p r e s e n t a t i o n . 

The q u a n t i t a t i v e e x p r e s s i o n s in a g i v e n p rob lem 
a re reduced t o t h r e e a b s t r a c t f o r m s ; q ( t e r m , t e r m 
) , r q ( C - n a m e : v a l u e , • • • , C - n a m e : v a l u e ) and L ( r q ( C -
n a m e : v a l u e , * • • , C - n a m e : v a l u e ) ) . They a re c a l l e d 
t h e o b j e c t i v e - b a s e d l i t e r a l e x p r e s s i o n OBL, t h e 
c h a r a c t e r i s t i c - b a s e d l i t e r a l e x p r e s s i o n CBL and 
t h e a b s t r a c t c o m p o u n d - l i t e r a l s e x p r e s s i o n ACL. 
These t h r e e forms are c o n s t r u c t e d a t t h e g e n e r a l 
i d e n t i f i c a t i o n and are p e r m i t t e d t o appear i n a n 
e x p r e s s i o n as a mixed f o r m . 

I n a d d i t i o n t o t he g e n e r a l i d e n t i f i c a i t o n , s e v -
r a l s p e c i a l i d e n t i f i c a t i o n r o u t i n e s are i m p l e 
mented wh ich i d e n t i f i e s t he C-va lue i f t h e t r a n s 
f o r m a t i o n r u l e t o b e a p p l i e d c o n t a i n s a s p e c i a l 
k i n d of C-name such as t h e degree of a p o l y n o m i a l . 
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Tree 1 concerns p r i m i t i v e funct ions p f ' s such as 
a d d i t i o n , whi le Tree 2 concerns func t ion classes 
f c ' s such as polynomials and also non -p r im i t i ve 
funct ions n p f ' s such as the absolute f u n c t i o n . 
The C-item d means the domain where a theorem 
ho lds, p is the item tha t ind ica tes an equa l i t y 
or i nequa l i t y r e l a t i o n , p ind ica tes the k ind of 
q u a n t i f i e r s and l is the number o f l i t e r a l s i n 
cluded in a premise of a theorem. 

In add i t i on to theorems, some r e l a t i o n s ca l l ed 
t t ransformat ion ru les 'TR's are in t roduced in o r 

der to f i n d a g loba l so lv ing p o l i c y . There are 
two kinds of TRs, one of them is C-TRs and the 
other is P-TRs(i .e. problem-TRs). The form of a 
C-TR takes an imp l i ca t i on form (Qx)(r(x)->'s(x)) 
(OP:S), where r ( x ) and s(x) are con junct ive nor
mal forms of some abstract expressions of l i t e r 
a l s . The symbols 'P' and 'P' represent probable 
r e l a t i o n s . The OP par t ind ica tes l oca t i on areas 
of support ing theorems, TRs or procedures of the 
TR. Some of the TRs are shown in Table 2. 
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6. CONCLUSION 

The f i r s t ve rs ion of EAPS[3] implemented on a 
min i -computer in an assembly language solved 
problems such as those which invo lve a s imu l tane
ous l i n e a r equat ion symbo l i ca l l y in about ten 
seconds. The new EAPS w i t h a d d i t i o n a l f a c i l i 
t i e s presented in t h i s paper i s under develop
ment on a computer w i t h a 768 kB memory in LISP 
l . 5 . 
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Department o f I n f o r m a t i o n Science 
Kyoto U n i v e r s i t y 
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Th is paper desc r i bes the framework of knowledge r e p r e s e n t a t i o n and the techn iques f o r 
i n f o r m a t i o n r e t r i e v a l in a program c a l l e d LCS ( the L i t e r a t u r e Guide System). LGS w i l l 
answer ques t i ons about s c i e n t i f i c l i t e r a t u r e s i n n a t u r a l language. Model t h e o r e t i c 
approach is employed to represent the meanings o f sentences in the a b s t r a c t s o f l i t e r a t u r e s . 
The knowledge base is a set o f i n t e r p r e t e d l o g i c a l f o r m u l a s , and is p a r t i t i o n e d i n t o 
p o s s i b l e w o r l d s , Use r ! s own view to the knowledge base can be i n c o r p o r a t e d i n t o o b j e c t s 
c a l l e d s c r i p t f rames . A s c r i p t frame is d e f i n e d in terms o f l o g i c a l f o rmu las . A query 
to the knowledge base is presented as a p a t t e r n . A l i s t c o n t a i n i n g a l l i tems which 
match the p a t t e r n w i l l be re tu rned as the r e s u l t . A set o f r u l e s f o r p a t t e r n match ing are 
d e f i n e d in terms of l o g i c , and are des igned so as to cover the cases of paraphrases and 
c a t e g o r i c a l i m p l i c a t i o n s . LGS is composed of an accommodator, a r e t r i e v e r , and a n a t u r a l 
language i n t e r f a c e . I t i s under development on the persona l LISP system. 

LGS [1 ] is an expe r imen ta l system which 
i n t e g r a t e s knowledge about s c i e n t i f i c l i t e r a 
t u r e s and wh ich w i l l answer ques t i ons about 
them, LGS is toward a n a t u r a l language da ta 
base system (NLDB sys tem) . In any NLDB system, 
the problems of knowledge r e p r e s e n t a t i o n and 
i n f o r m a t i o n r e t r i e v a l are c r u c i a l . 

We employ the model t h e o r e t i c approach to 
a NLDB system. The model t heo ry g i ves the f o r 
mal semant ics to the knowledge r e p r e s e n t a t i o n 
in a NLDB system. The meaning of a sentence is 
desc r i bed as a l o g i c a l fo rmu la o f the i n t e n -
s i o n a l l o g i c . Many aspects o f n a t u r a l language 
exp ress ions such as m o d a l i t i e s can be c l e a r l y 
exp la i ned by the concept of a p o s s i b l e w o r l d . 
Our approach to a NLDB system can be summarized 
i n the f o l l o w i n g schema; 

NATURAL LANGUAGE EXPRESSION 
(STEP1) s y n t a c t i c a n a l y s i s 

LAMBDA EXPRESSION 
(STEP2) lambda c a l c u l u s 

LOGICAL FORMULA OF INTENSIONAL LOGIC 
(STEP3) i n t e r p r e t a t i o n 

DOMAIN DESCRIPTION BY META-LANGUAGE 
(STEP 4) accommodation 

THE KNOWLEDGE BASE 

The idea about STEP1 and STEP2 is f o r m a l i z e d 
in MG (Montague Grammar) [2 ] wh ich is i m p l e 
mented i n the n a t u r a l language i n t e r f a c e . I n 
t h i s paper , we concen t ra te on STEP3 and STEP4. 
In STEP3, meta- language exp ress ions are c rea ted 
from l o g i c a l f o r m u l a s , and in STEP4, they are 
accommodated i n t o the knowledge base w i t h some 
a u x i l i a r y data o b j e c t s which are c a l l e d f rames. 

I n f o r m a t i o n r e t r i e v a l p lays an impo r tan t 
p a r t i n ques t i on answer ing . P a t t e r n match ing 
among meta -express ions is a bas ic techn ique in 
i n f o r m a t i o n r e t r i e v a l . Rules f o r p a t t e r n 
match ing are d e f i n e d in terms o f l o g i c . The 
concept h i e r a r c h y i s d e f i n e d a s l o g i c a l i m p l i 
c a t i o n s between concept p r e d i c a t e s . The r u l e s 
are presented to cope w i t h the cases of p a r a 
phrases and c a t e g o r i c a l i m p l i c a t i o n s . 

We are imp lement ing those ideas as LGS. 
C u r r e n t l y , we have a l i m i t e d v e r s i o n , LGS-0, 
where s imp le d i a l o g s are a v a i l a b l e us i ng Japa
nese or query commands. 

2. KNOWLEDGE REPRESENTATION AND THE KNOWLEDGE 
BASE 

2 . 1 Meta- language Express ions 

I n g e n e r a l , the i n t e r p r e t a t i o n o f n a t u r a l 
language, t h a t i s , the proper g e n e r a t i o n o f 
domain d e s c r i p t i o n f rom a g i ven n a t u r a l l a n -
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guage expression, is accompanied with much dif
ficulty, especially when treating quantifiers. 
So, by employing some conventional expressions in 
meta-language to leave ambiguity in translation, 
we shall put aside those problems temporarily. 
Here we show some of those representations. 
(Representations in natural language are enclosed 
by "...".) 

(El) indef[x; program(x)] for "a program" 
(E2) def[x; program(x)] for "the program" 

Def and indef are a definite operator and an 
indefinite operator, respectively. 

(E3) love("she","he") in a possible world P, 
for "he believes that she loves him." 

Where the possible world P Is the one which is 
"believed by him." 

2.2 The Knowledge Base 

Conceptually, the knowledge base is a set 
of meta-expressions which are partitioned into 
possible worlds. In the actual implementation, 
the knowledge base is constructed from data 
structures, called paragraphs, units, and frames. 
A paragraph is a possible world management block. 
A unit is a data structure for internal represen
tation of a meta-expression. There are four 
types of a unit, I-, P-, F-, and O-unit. An I-
unit (Individual-unit) is used for an object, 
which includes a set of references to the object. 
A P-unit (Predicate-unit) is for a predicate. 
Not only a set of references but also a list of 
'case slot and filler1 pairs for the predicate 
are Included. A F-unit (Function-unit) is for 
a function. An O-unit (Operator-unit) is for 
an operator. 

A frame is a data structure for repre
senting more complicated but stereotyped knowl
edge. Two levels of a frame, a basic frame and 
a script frame are defined. A basic frame is a 
data structure defined for each predicate symbol 
and function symbol. It includes the definition 
of the symbol and the index of its occurences in 
the knowledge base. The concept hierarchy, 
which plays a key part in inference on the 
knowledge base, is embedded in the collection of 
basic frames as implication relationships among 
predicate symbols. A script frame is a data 
structure defined for more complicated situation. 
It includes case structure, frame definition, 
and knowledge base search strategies. Users 
can define script frames with their own case 
structure and knowledge base search strategies. 
Here we shall show an example of a script schema 
about a "natural language understanding system." 

script-name:* 
NATURAL-LANCUAGE-UNDERSTANDING-SYSTEM; 
1) VARIABLE DECLARATIONS: 
DCL x,y,z,w objects; 
DCL P,Q,R,S,T,U predicates; 

2) INSTANTIATION CONDITIONS: 
P:understand(x,y) & Q:written-in(y,z) & 
R:natural-ianguage(z) & S:system(x); 

3) CASE DEFINITIONS: 
name:=w such that name(x,w), 
theme:=y, 
method:=T such that method(P,T), 
performance:=U such that actor(U)«x; 

Script frames will be created for all knowledge 
structures that fill the instantiation condi
tions. 

2.3 Interpretation and Accommodation 

In this section, we shall overview how the 
meta-expression is created from a given logical 
formula, and accommodated into the knowledge 
base. First, a paragraph is created for the 
actual world. Then the knowledge structure con
struction program reads logical formulas one by 
one. Let a given formula be f, then the con
struction process proceeds as follows; 

1) set a pointer (WP) to the actual world. 
2) seek a possible world which is related to 

the actual world by a modal operator or an 
intensional operator in the formula. If it is 
found, move WP to the possible world, and if 
not, create a new possible world corresponding 
to the operator and move WP to the new world. 
Remove the operator from f. 

3) remove indef and def operators if possible. 
It f is a predicate P(...indef[x;q(x)]...), and 
P is an extensional predicate, create a new 
object c in the possible world pointed by WP, 
and generate internal structure corresponding 
to P(...c...) and q(c). If f is a predicate 
P(...def[x;q(x)]...), search the object that 
satisfies q(x), and if it is found, replace 
def[x;q(x)] by the object. 
4) construct a network structure for the 

resulting formula and put it into the world 
pointed by WP. 

5) add an index to the related basic frames. 

Steps 2-5 may be called recursively when the 
given formula is nested. Script frames may be 
instantiated for the generated knowledge struc
ture if the instantiation conditions are filled. 

3. INFORMATION RETRIEVAL 

An important type of an information re-

663 



trieval request may be "for the given predicate 
P, find all objects (x's) such that P(x) is 
true in some possible world." Any object y 
should be retrieved if D(y)->P(y) holds in some 
possible world, where D(y) is the conjunction of 
all descriptions about y. In LGS, the pattern 
matching method is used to test the implication, 
since the direct proof of the implication by a 
resolution-based theorem prover is inefficient 
and inflexible. Each formula is regarded as a 
symbolic pattern. The predicate match[P*,y] is 
tested instead of D(y)->P(y), where P* is 
indef[x;P(x)]. 

The retriever consists of an index search
er, a matcher, and a modality generator. The 
index searcher examines the index structure of 
basic frames to produce a list of candidates. 
Then for each element y in the list of candi
dates, the matcher tests if the pattern matches 
y. Any candidates that do not match the pattern 
are removed from the list. Finally, the 
modality generator may add appropriate modal 
operators to the remaining candidates so that 
they may be the predicates in the actual world. 

A set of rules are defined for pattern 
matching. Especially, 

(RULE1) categorical implication rule: 
a pattern P matches another pattern D if 

D (- P. 
(RULE2) paraphrasing rule: 

a pattern P matches another pattern D if there 
exists a predicate Q such that 

P (- Q and D |- Q, 
where natural deductions are used with the set 
of axioms for the concept hierarchy. 

RULE1 covers the cases of categorical impli-
cations. For example, the pattern "animal" 
matches "human-being". RULE2 covers the cases 
of paraphrases. For example, a predicate 
give(actor=A,object*B,direction=C) 

can match the predicate 
get(actor=C,object=B,source=A) 

where the predicate Q is 
transfer(object=B,source=A,direction=C). 

The range of the applications of deductions 
in RULE2 should be limited for plausibility. 

4. EXPERIMENTS 

LGS is under development on the personal 
LISP system (LISP1.7) [3]. We currently have a 
limited version of LGS (LCS-0). LGS-0 can inte
grate the knowledge about the literatures and 
answer questions. The interactions can be done 
in natural language. LGS-0 consists of three 
program modules (the natural language interface, 
the accommodator, and the retriever) and the 

knowledge base. The natural language interface 
is used (1) to translate both sentences of lite
ratures and queries into logical formulas of 
intensional logic, and (2) to generate natural 
language outputs as the replies to queries. The 
details are described in [1]. 

LGS-0 can perform simple dialogs like below 
in Japanese. 

U: do you know any literature about a question 
answering system? 
(Information retrieval is done.) 

S: YES, I KNOW 20 SUCH SYSTEMS. 
U: take one of them! 
U: what is the name? 
S: LGS 
U: what kind of questions can it answer? 
S: IT WILL ANSWER QUESTIONS ABOUT SCIENTIFIC 

LITERATURES, 
(Question answering about the found object.) 

U: which papers describe it? 
S: THE PAPER THAT IS SUBMITTED TO THE 6TH IJCA1. 

(A literature is guided.) 
U: what aspects does it describe? 
S: THE FRAMEWORK OF KNOWLEDGE REPRESENTATION 

AND INFORMATION RETRIEVAL IS DESCRIBED. 
... (U: a user, S: the system) 

5. CONCLUSION 

In this paper, we have attempted to show 
our model theoretic approach to a NLDB system. 
We think LGS is a good example for such an 
approach. Of course, there are lots of problems 
to be solved in future. Especially, the problem 
of inferences in the possible world domain [A] 
is important. 
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1. INTRODUCTION 

An AND/OR graph is often used to solve problems. 
It abstractly expressed the concept of dividing 
one problem into several sub-problems which are 
independently solved. This makes it possible 
that the sub-problems are solved in a parallel 
process. In this paper, D-graph deduction is 
proposed, which is based on a reductio ad 
absurdurn using D-graph (a kind of directed 
AND/OR graph). The D-graphs are corresponded 
to the predicate logic formulas which represent 
the axioms and the negation of the theorem 
proved. 

If several sub-problems share the same variables 
in problem solving, then the way in which one 
problem is solved may affect the solution of the 
others. This prevents sub-problems from being 
solved independently. There is the same issue 
in the D-graph deduction. The use of micro 
-actors settles such an issue. The micro-actors 
are the modules which compose basic structure 
for the knowledge representation. They can be 
applied to search a D-graph, because the D-graph 
basically consists of OUT-AND arcs. It w i l l be 
shown that the sub-problems are solved independ
ently in a micro-actor system in which the micro 
-actors correspond to the nodes in the D-graph 
and the common variables. 

2. D-GRAPH DEDUCTION 

2.1 First Order Predicate Logic and D-graphs 

The authors w i l l propose a formal deduction 
method using a directed AND/OR graph, called 
D-graph deduction, which is based on a reductio 
ad[ absurdum argument for the f i r s t order logic 
using D-graphs. Nodes in the D-graph are corre
sponded to the predicate symbols, their negations, 
TN (which means true), and FN (which means false), 
A set of arcs indicates a clause (a predicate 
logical formula). 
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In this section, a parallel processing system is 
described to solve the problem usingmicro-actors. 
The micro-actors are the modules for the knowl
edge base. The micro-actor is composed of a 
script and an acquaintance. The script consists 
of the pairs of the message pattern and the 
action corresponding to the pattern. The micro 
-actor has the acquaintance as a memory space to 
hold the data and the names of the other micro 
-actors it direct ly knows about. Since only 
message passing is the interactive method 
between the micro-actors, the action of a micro 
-actor never affects the other micro-actors. 
This enable us to construct a parallel 
processing system. 
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3.1 Node Micro-Actors and Variable Micro-Actors 

We w i l l define two kinds of micro-actors. One 
is a node micro-actor (NMA), which corresponds 
to a node in a D-graph. Scripts of NMAs are the 
same. That i s , they have a program which sends 
messages to the other NMAs according to the i r 
acquaintances. An NMA stores the re lat ion 
between the node indicated by the NMA and the 
other nodes, in ELI5T in i t s acquaintance. An 
example of ELIST is as shown in Fig. 4 (a) . 

Another is a variable micro-actor (VMA), which 
corresponds to a common variable and is made 
under searching a graph. Since a micro-actor is 
independent of the other micro-actors except for 
message sending, a VMA is independent of the 
other VMAs and NMAs. However, several NMAs must 
be able to refer to one VMA. There are two 
kinds of actions of a VMA: 

(1) Add the sent data to the aquaintance. 
(2) Reply the data which have f lag sent. 

The basic data of the acquaintance is in form of 
(F V), where F is a set of flags which are 
s imi lar to sentence number, and V is a value. 
(When the value is not given, V is NIL.) 
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This paper describes micro-actors which construct the knowledge representation in which the 
modularity was established without sacr i f ic ing the interact ion. The behavior of the micro-actor 
is defined in terms of only one kind of action: sending message to another micro-actor. The 
micro-actor is composed of a scr ipt and an acquaintance. The scr ipt consists of the pairs of 
the message pattern and the action corresponding to the pattern. The micro-actor has the ac
quaintance as a memory space to hold the data and the names of the other micro-actors it d i rect ly 
knows about. As a result of using the micro-actors, we can deal with knowledge about the actions 
as well as knowledge about the world states. The information about an action sent from a micro 
-actor is effect ive only in the micro-actor which received i t . This guarantees the modularity 
of micro-actors. 

An example shows that the continuation in a message make both the subroutine control and the 
coroutine control possible. The other indicates a dialogue in the question-answering system 
using the micro-actors. 

1. INTRODUCTION 

A r t i f i c i a l I n t e l l i g e n c e i s a branch o f computer 
sc ience which i s ma in l y concerned w i t h the p r o 
blem s o l v i n g , the c o g n i t i o n , and the comprehen
s i on of n a t u r a l languages. Many approaches to 
the problem s o l v i n g have been deve loped ; f o r e x -
ample, the a l g o r i t h m A* ( H a r t ) [ 4 ] f o r sea rch ing 
t r e e s , the r e s o l u t i o n p r i n c i p l e (Robinson) [ 1 3 ] , 
GPS [ 2 ] and i t s a p p l i c a t i o n : STRIPS ( F i k s , 
N i l s s o n ) and so on. The r e s e n t approach is the 
development o f the programming language f o r a r 
t i f i c i a l i n t e l l i g e n c e . The c o g n i t i o n i s the 
i n t e l l i g e n c e process t o a c q u i r e knowledge i n the 
image unders tand ing and the speech u n d e r s t a n d i n g . 
The comprehension of n a t u r a l languages needs the 
i n t e g r a t i o n o f many approaches i n a r t i f i c i a l 
i n t e l l i g e n c e . 

The common issues of the above ment ioned themes 
are the knowledge r e p r e s e n t a t i o n and the mecha
nism o f unde rs tand ing and i n f e r e n c e . I n t h i s 
d i s c u s s i o n , "Knowledge" does no t mean o n l y the 
f a c t s about a w o r l d s t a t e bu t a l s o the t e c h 
niques d e a l i n g w i t h the f a c t s . The a r t i f i c i a l 
i n t e l l i g e n c e system o b t a i n s i n f o r m a t i o n f rom the 
scene and /o r the s ta tements in n a t u r a l language. 
The sys tem, t h e n , acqu i res new knowledge by com
p a r i n g the ob ta i ned i n f o r m a t i o n w i t h the know l 
edge the system has . T h e r e f o r e , the knowledge 
r e p r e s e n t a t i o n i s necessa ry , i n which i t i s easy 

t o s p e c i f y knowledge, mod i fy i t and r e f e r t o i t . 
There have been two types f o r the r e p r e s e n t a t i o n 
o f knowledge: the d e c l a r a t i v e one and the p r o 
cedura l one [ 1 7 ] . The m o d u l a r i t y is emphasized 
in the f o r m e r ; e . g . , the l o g i c a l f o rmu las . On 
the o t h e r hand, the i n t e r a c t i o n i s s t r e s s e d i n 
the l a t t e r ; e . g . , PLANNER [ 5 ] , QA4 [ 1 6 ] , CONNEVER 
[ 9 ] and so on. The d e c l a r a t i v e r e p r e s e n t a t i o n 
has seve ra l b e n e f i t s : The s e p a r a t i o n of knowledge 
i n t o data and procedures b r i n g s the f l e x i b i l i t y 
and economy o f the d e c l a r a t i v e r e p r e s e n t a t i o n . 
The independence of the axioms or f a c t s leads to 
the u n d e r s t a n d a b i l i t y and l e a r n a b i l i t y o f them. 
On the c o n t r a r y , in the p rocedura l r e p r e s e n t a 
t i o n , a frame axiom need no t be s p e c i f i e d . Fur
the rmore , the h e u r i s t i c knowledge can be t r e a t e d 
i n i t . T o u t i l i z e both b e n e f i t s o f the d e c l a r a 
t i v e r e p r e s e n t a t i o n and the p rocedura l one , i t i s 
necessary to develop the method in which the mod
u l a r i t y i s e s t a b l i s h e d w i t h o u t s a c r i f i c i n g the 
p o s s i b i l i t i e s f o r i n t e r a c t i o n . 

KRL (Bobrow, D.G. & Winograd, T . ) [ 1 ] and FRL 
( R o b e r t s , R.B. & G o l d s t e i n , L P . ) [ 1 4 , 15 ] are 
developed as the approaches to the problem men
t i o n e d above. Both KRL and FRL are based on 
f rames , and a t tempt to i n t e g r a t e p rocedura l 
knowledge w i t h a broad base of d e c l a t a t i v e fo rms . 
By the way, t he re is some knowledge about the 
a c t i o n ; f o r example, t he c o n t r o l o f the reason
i n g mechanism, the data base p rocess ing and so on. 
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Such knowledge is preferable to be expressed by 
the procedures rather than the declarative forms. 
If declarative knowledge is integrated with the 
procedures which deal with i t , and the proce
dures have the modularity, then we can freely 
use both declarative knowledge and procedural 
one. 

This paper describes a micro-actor* as a method 
for knowledge representation. The script of a 
micro-actor contains procedural knowledge to 
deal with only the acquaintance of the micro 
-actor. The acquaintance has declarative knowl
edge in the form of frame. 

2. REPRESENTATION OF WORLD-STATE 

2.1 Frame Representation In Acquaintance 

A micro-actor is composed of a script and an ac
quaintance. The script describes the behavior 
which the micro-actor should take when it re
ceives a message. The acquaintance is the mem
ory space for the micro-actor. The acquaintance 
stores the data that the micro-actor knows; for 
example, i ts native values, i ts at tr ibutes, the 
names of the other micro-actors it direct ly 
knows about, and the relation with them. The 
followings are the reason why the concept of 
Frame Theory [8 , 10] is used for construction 
of an acquaintance: 

(1) A frame is a data-structure representing 
a stereotyped situation. 

(2) Several kinds of information can be at
tached to each frame, and some of this informa
tion is about how to use the frame. 
(3) Frames enable us to represent knowledge 

in a hierarchical structure. 

Fig. 1 shows a slot array representation to in 
dicate a frame in tu i t i ve ly . A frame i s , however, 
represented by the nested association l i s t s as 
shown in Fig. 2 in i ts implementation. The re
spective substructures of a frame are named; 
Slot, Facet, Datum and Comment. A slot shows 
which property the data in it are connected with. 
A facet shows kinds of the data; e .g. , values, 
constraints, procedures and so on. A datum is 
elementary information associated with the 
facet, and a comment is additional information 

* The micro-actor was proposed as the im
plementation of some of ab i l i t ies of actor 
(Hewitt, C.) [6 , 7] in 1977 [11]. A new version 
of a micro-actor described in this paper has 
similar ab i l i t ies of actor. Parallel process 
and coroutine control are possible in a micro 
-actor system. There is a sl ight difference 
between the micro-actor and the actor in point 
of notation. 

2.2 Effect On Other Frames 

An addition of procedures to a slot of a frame 
enables the frame to acquire information from 
other frames and to change the contents of the 
other frames. This may make it possible to com
bine the declarative knowledge and the proce
dural knowledge; that i s , the modurality and the 
interaction. However, a question s t i l l remains 
to be solved. 

A frame is freely dealt with using three basic 
functions; obtaining something from the frame, 
putting somthing to i t , and removing from i t . 
The use of only the three functions i s , however, 
inconvenient and uneconomical when a frame is 
dealt with in several ways. New functions 
should be made either in advance or afterward. 
We w i l l try to put box A on box B in a block 
world. 

Assume that there are frames which correspond 
to box A and box B. To put box A on box B is 



executed by the following process; If both box 
A and box B are a kind of Block and Cleartop*, 
and box B is Supportable**, then le t box A be 
supported on box B and le t box B support box A. 
The knowledge concerning the process mentioned 
above is represented in three methods: (1) Func
tion ON is made in order to put an object on an
other, and is added to the basic fuctions. (2) 
The process is distr ibuted to the frames corre
sponding to box A and box B. (3) A new frame 
is created corresponding to the function ON. 

In (1) , there exists the 
dealing with frames. A s 
cedure often affects the 
a resul t , (1) is not good 
ledge about actions in A. 
functions can be used in 
the contrary, a procedure 
lar frame in (2). (2) is 

chunk of procedures 
l igh t change of a pro-
other procedures. As 
to represent the know-

I. system. General 
both (1) and (3). On 
depends on a part icu-
convenient to describe 

the procedure closely depending on the frame, 
and to establish the modularity among procedures. 
It i s , however, wasteful when several frames 
have the similar function. (3) is equal to (1) 
in essence. So there remains the poss ib i l i ty 
of the unlimited and unrestricted interactions. 
However, the application of the idea of actor to 
(3) leads the module for representing knowledge 
with proper interaction method. 

The actor model is suitable to control and des
cribe the interaction between the modules. 
Namely, the action of an actor is defined in 
terms of only one kind of act ion; sending mes
sages to the other actors, and any other side 
effect is not permitted. When the actor re
ceives a message, it becomes active and t r ies 
to play i t s role. The authors think that the 
actor model is useful for paral lel processing. 

3. REPRESENTATION OF ACTION 

The chapter 2 said that a frame is good for re
presenting the knowledge about a world state, 
but not so good for representing the knowledge 
about an action. On the other hand, a micro 
-actor is very suitable for representing the 
action. The micro-actor, which is a procedure, 
is a basic module in order to construct the 
knowledge base. This chapter describes the form 
of scr ipt which represents the behavior, and 
i l lus t ra tes how to deal with the knowledge about 
the world state using message passing. 

* Cleartop means the state in which 
box supports nothing. 

** The box which is supportable 
suppor another box. 

the 

can 

3.1 Micro-Actor 

The scr ipt of the micro-actor precisely repre
sents the message passing, the paral lel compu
tat ion and the coroutine control . The form of 
the scr ipt is similar to Yonezawa's notation[19]. 
But the micro-actor is based on LISP whereas his 
notation is based upon PLASMA. 
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gested that the form of the rule is useful to 
deal with the parallel computation. The pro
grams should be carried out 1n order of the ap
pearance of them in the pre-condition and the 
next-condition. On the other hand, the pro
grams in the caused-events can be executed con
currently. 

( iv) Program 

A program is written in the restricted LISP no
tat ion. The user can freely use the LISP func
tions which don't have influence upon the 
pointers to l i s ts and atoms; e.g., MEMBER, ASSOC 
and so on. The variables are restricted to the 
form !m or !!n (Both m and n are positive inte
gers.) for the LISP functions which have in f lu 
ence upon the pointers; e .g. , SETQ and so on. 
This restr ict ion prevents the behavior of a 
micro-actor from giving unitentional effect to 
other micro-actors. The variable !m is used as 
well as PROG variable, whicle !!n can be used in 
a special way as mentioned in the next section. 

A specification for message passing is as 
follows: 
(-> the_n(xme_ of_micro_actor a_messages). 

The user uses the basic function (FGET, FPUTand 
FREMOVE) to deal with the acquaintance. These 
functions d i f fer from those of FRL in point of 
the necessity of the frame name. The functions 
in this paper do not need the frame name 
because the micro-actor deals with only i t s ac
quaintance. Therefore, the execution of the 
basic function does not affect the other micro 
-actors. 

(v) Behavior of Micro-actor 

A micro-actor tr ies to f ind a message pattern 
which is matched with a messge M1 when it re
ceives M1. If the message pattern P1 is found, 
a rule R1 is searched for, which is one of rules 
making a pair with the pattern P1 and whose 
pre-condition should be sat isf ied. When there 
is the next-condition in R1 a l l programs in the 
next-condition should be evaluated. If the next 
-condition is sat is f ied, the caused-events are 
executed. If there is no rule whose pre-condi
tion is satisf ied concerning the pattern P1, 
the micro-actor tr ies to find another message 
pattern which is matched with M1. 

Since the system holds the COMMON-SCRIPT which 
is necessary for a l l micro-actor, the users may 
specify the micro-actor by the peculiar script. 
The COMMON-SCRIPT has the message pattern (MES: 
?XN ?X TO: ?C0NT) and acts as follows: 
(a) If the variable !X (corresponding to ?X) 

indicates one of the basic functions (FGET,FPUT 

and FREMOVE), then it is put into practice. 
(b) If !X shows one of the extension functions 

( i . e . , there exists a micro-actor corresponding 
to i t ) , the rules are obtained from the micro 
-actor corresponding to the extension function, 
and they are performed. The variables !!n 
(n = 1, . . . , 5) are corresponded to the argu
ments; for example, !!1 means the f i r s t argument. 

(c) If !X indicates a set of rules, then !X 
is accomplished. 

3.2 Example 

A block world gives us good examples to i l l u s 
trate the representation of the script and the 
acquaintance of a micro-actor, and message 
passing. The following discussion concerns with 
the micro-actor PROPERTY. It is used in the 
implementation of putting an obj ict on another. 
The script of the micro-actor BOX! is NIL, be
cause it needs just only the COMMON-SCRIPT. The 
acquaintance is expressed by one slot as 
follows: ((AKO (:VALUE (BOX))). This means that 
boxl is a kind of box. The AKO slot has a 
higher level concept of boxl as the value marked 
by the :VALUE facet. Concerning the micro-actor 
BOX, the script is NIL as well as boxl, and the 
acquaintance is as follows: 

((AKO (:VALUE (BLOCK))) 
(INSTANCE (:VALUE (B0X1 B0X2 B0X3))) 
(PROPERTY (:VALUE (SUPPORTABLE))) ). 

This shows the following facts: (1) Box is a 
kind of block. (2) The instances of box are 
boxl, box2 and box3. (3) The native property is 
supportable which means that the box can support 
another box. 

Fig. 3 gives the script and the acquaintance of 
the micro-actor PROPERTY which deals with the 
rules about the properties. In the rest of this 
paper, a variable prefixed by " ! " indicates i ts 
value unt i l it is quoted. The script hasarule 
to ask the micro-actor !B if it has the property 
!A. According to the rule, PROPERTY sends !B 
the rules in which !A is substituted for ' ' ! ! 1 ' ' . 
The AKO slot means that PROPERTY is a kind of 
E-FUNCTION (which is an abbreviation of exten
sion function). The CONTENT slot shows the 
rules which contain the following algorithm. 
If the micro-actor which executes the rules has 
the value SUPPORTABLE in i ts PROPERTY slot,then 
it sends the reply OK to !C0NT. Otherwise, if 
it has the value A in the AKO s lo t , then A is 
sent the message to ask if A has the property 
SUPPORTABLE. If A has i t , A sends the reply OK 
to !C0NT; otherwise, A sends NIL to !C0NT. Note 
that A need not answer the micro-actor which 
sent the message to A. This means the possi
b i l i t y of a coroutine control. 



Fig. 4 shows the diagram of the message passing 
for the process to see 1f boxl is supportable. 
The user can communicate with the micro-actor 
system using the special micro-actor * as shown 
in Fig. 4. For example, when the user wants to 
know whether boxl is supportable or not, he may 
wri te as follows: 

(* PROPERTY B0X1 PROPERTY SUPPORTABLE). 
The f i r s t argument of * is the target of the 
message whose content follows the f i r s t argu
ment. The micro-actor * composes the message 
and sends it to the micro-actor PROPERTY (See 
l ine l and l ine 2 in Fig. 5). 
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Fig. 5 gives us the messages and the targets 
i l l us t ra ted in Fig. 4. Each l ine in Fig.5 shows 
the message passing which is represented by the 
arrow attached the same number that the l ine has. 
The front atom in each l i s t ( i . e . , *, *+, etc.) 
i l lus t ra tes the level of message passing. The 
symbol "*" means the subroutine cont ro l , and "+" 
means the coroutine control . Each l ine w i l l be 
explained. 

L ine l : The user communicates to the system 
the message (* PROPERTY B0X1 PROPERTY SUPPORTABLE). 

Line2: The micro-actor * composes and 
sends it to the micro-actor PROPERTY. 

Line3: The micro-actor PROPERTY sends the 
B0X1 the message including the rules to see if 
the target has a datum SUPPORTABLE in i t s pro
perty s lo t . The continuation of the message on 
the line3 is the same one on the l ine2. In other 
words, "ME" means the micro-actor * 

Line4: BOX! puts the rules into practice 
according to COMMON-SCRIPT. As BOX1 does not 
have a property s lo t , BOX1 sends the message to 
the BOX which is the higher level concept of 
boxl. The continuation "ME" is BOX. in this case, 
and this means the subroutine control . 

Line6: PROPERTY returns the rules to BOX. 
Line7: BOX carries out the rules. As BOX 

has the value SUPPORTABLE in the property s lo t , 
BOX sends OK to the micro-actor *. 

Line8: * replies OK to the user. 

This example shows about the method of the 
coroutine control and the subroutine control , 
and explains how the extension function defined 
as the micro-actor is used and is executed, 
furthermore, it gives the preferred inference 
about the knowledge represented with frames. 

4. QUESTION ANSWERING SYSTEM 

In the question answering between a machine and 
a human, one of most important things is a topic 
of conversation and a context to understand what 
the partner said. We assume that the speaker 
and the l istener have the common knowledge about 
the discourse. Consequently, the inference 
plays a great role to understand the partner's 
intent ion. The micro-actor can get a good pol
icy from the acquaintance in which the facts of 
the world state are expressed by a frame. 

4.1 Mapping From World 

The authors consider that the knowledge about a 
world is a "snapshot (Bobrow, D.G.) of world 
state. The followings show the d i f f i c u l t y of 
mapping data from a world state to a knowledge 
state. What part of a house one directs his 
attention to when he sees i t? Someone might 
direct his attention to the door. A gardener 



represents the knowledge state. The P-Frame has 
the default values which are communicated to the 
I-Frame if necessary. In the same way, using a 
Q-Frame (Quary Frame) whcih corresponds to "que
s t ion" , the I-Frame for the answer obtains the 
data from the I-Frame for the knowledge. A 
Q-Frame means such an action as human observes 
a world and gets the data (See Fig. 6). In 
Fig. 6, the knowledge is indicated by a frame 
for brevity. The knowledge i s , however, repre
sented by several frames in practice. 

Fig. 7 gives two I-Frames which correspond to 
the worldl and the world2 changed from the 
worldl . A C-Frame (Change Frame) represents the 
action which affects the world, or which changes 
the observer's si tuat ion (In the la t te r case, 
the world is not changed.). A C-Frame trans
fers the data from an I-Frame to another frame, 
and changes the data if necessary. 

4.2 Conversation Examples 

The question answering system about the geome
t r i ca l figures is constructed with the micro 
-actors according to the consideration in 4 .1 . 
The user communicates with the system in the 
l imi t ted Japanese for the present. The authors 
are developing a Japanese analyzer. After it is 
accomplished, the user w i l l be able to converse 
with the system in Japanese. Fig. 8 presents 
the examples in the conversation. The sentences 
in the figure are wri t ten in English for the 
readers to understand. The user's sentences are 
marked by " * " , and the replies are marked by 

The system has the geometrical world as the 
context in advance. The context, of course, is 
changed during the conversation. The system 
also has the knowledge about several kinds of 
tr iangles, the rectangle and square. The system 
t r ies to associate the input sentence with the 
knowledge. If it f a i l s , the system asks the 
user about the sentence as shown in l ine2. 

When the micro-actor bui ld receives the sentence 
( l i n e l ) , it t r ies to make the micro-actor house. 
As "house" is s t i l l undefined and the other 
parts of l ine l are not associated with the 
knowledge, the system asks the user about a 
house ( l ine2) . The user defines the house as 
shown in l ine3, then bui ld can create the micro 
-actor house ( l ine4) . The context plays a great 
role to decide kinds of s lot in the acquaintance 
of house and to f i l l the s lot with the data. In 
this case, build is regarded as P-Frame. As the 
world "roof" on line5 is not defined yet , the 
micro-actor prefer w i l l associate an isosceles 
tr iangle with the knowledge as follows. Since 

the topic is about the house, prefer invest i -
gates the relat ion between the nouse and the 
isosceles t r iangle. The tr iangle is in the AKO 
slot of the micro-actor isosceles t r iangle. The 
house is in the PART-OF slot of t r iangle. Then 
prefer infers that the roof is a "part of the 
house, and asks the user if the result of the 
inference is correct ( l ine6) . If the user ans
wers yes ( l ine7) , prefer creates roof and adds 
the PREFER facet into the PART slot of house 
( l ine8) . In this case, prefer acts as aC-Frame. 
The above process is smoothly performed using 
message passing between the micro-actors as 
mentioned in the chapter 3. 

There have been several studies of metaphors 
using transfer frames [18] . Our system makes 
use of these studies ( l ines9,10, l l and 12). The 
l i ke behaves l i ke a P-Frame. That i s , l ike 
receives the s lot which has an extremal value 
from the tower, and communicates it to house. 

5. CONCLUSION 

This paper presented the micro-actors which 
construct the knowledge representation in which 
the modularity is established without sacr i f ic
ing the interaction. The micro-actor is also 
suitable to represent the knowledge about the 
actions. The micro-actor mainly consists of the 
message patterns and the actions corresponding 
to them in the script. The micro-actor acts 
according to the scr ipt , refers to and modifies 
the acquaintance, and sends the messages to the 
other micro-actors if necessary. Since only 
message passing is the interactive method betw
een the micro-actors, the modularity is establ
ished. The message can communicate enough inf
ormation to the micro-actor. Furthermore, the 
continuation in a message makes both the sub-



routine control and the coroutine control poss
ib le . This is very useful for obtaining the 
data from another micro-actor, in part icular , 
acquiring information from the higher level 
concept. 

The acquaintance is a memory space whcih stores 
the data and the names of the other micro-actors. 
Since the frame is employed to represent the 
acquaintance, the data in the acquaintance is 
used smoothly. The acquaintance is treated by 
only the micro-actor which has i t . This pre
vents the acquaintance from being affected by 
acother micro-actor. 

The chapter 4 presented examples of the question 
answering system using the micro-actors. The 
dialogues show the following a b i l i t i e s : the 
creation of new micro-actors, the association 
using the higher level concetpt, the 
comprehension of metaphors, and the recognition 
of the constructed figures. These ab i l i t i es 
greatly depend upon the frame representation. 
On the other hand, the form of the micro-actor 
is very useful to implement the system. 
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THEORETICAL BASIS FOR A KNOWLEDGE REPRESENTATION SYSTEM 

Setsuo Ohsuga 
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4-6-1 Komaba Meguro-ku Tokyo 153 
Japan 

Theore t ica l basis for a system named the SBDS (St ructure Based Deduction System) inc lud ing a 
formalism for representat ion of knowledge and an i n f e r e n t i a l a lgor i thm is presented. This 
system is designed as a part of an i n t e l l i g e n t i n t e r a c t i v e system to support man car ry ing out 
such the i n t e l l i g e n t a c t i v i t i e s as engineering design, dec is ion making, s c i e n t i f i c research 
and so f o r t h . The major emphases on the system are : (1) high processing e f f i c i e n c y , (2) 
high expressive power so that user can represent any knowledge he wishes and (3) easy access 
to databases. 

1. INTRODUCTION 

A system named the SBDS (St ruc ture Based 
Deduction System) inc lud ing a formalism for 
represent ing knowledge and an inference 
a lgor i thm is presented. It is a subsystem of a 
t o t a l knowledge system named the KAU (Knowledge 
Acqu i s i t i on and U t i l i z a t i o n ) system that is 
designed as an i n t e l l i g e n t i n t e r a c t i v e system 
intended to support man's i n t e l l i g e n t 
a c t i v i t i e s such as engineering design, dec is ion 
making, s c i e n t i f i c research and so f o r t h . Thus 
the mot iva t ion fo r the research resides in what 
is ca l l ed the i n t e l l i g e n t agent view point by 
E. Feigenbaum [ 6 ] . 

SBDS adopts, as i t s basic framework fo r 
representat ion of knowledge, an extended form 
of the f i r s t order predicate l o g i c , because i t 
i s , we t h i nk , su i tab le for convert ing to and/or 
being converted from any of three major forms 
of in format ion used in computers today, i . e . , 
(1) languages, (2) databases and (3) programs. 
In t h i s paper, r e l a t i o n s of (1) and (2) to SBDS 
are discussed. That of (3) to the f i r s t order 
log ic has been discussed in [5] and [10) . 

As a matter of course, a knowledge system is 
required to have high expressive power in 
representat ion of knowledge. Though there have 
been some approaches adopting the f i r s t order 
log ic in AI problems [ 5 ] , [ 7 ] , [10] and also in 
the more p r a c t i c a l problem of databases [ 3 ] , [ 9 ] , 
the f i r s t order l og i c shows a shortage of 
expressive power fo r many rea l app l i ca t i ons . 
The adoption of the higher order log ic in i t s 

general form [81 as the main framework instead 
of the f i r s t order l o g i c , however, is not good 
so lu t i on because it is too a general form for 
the p r a c t i c a l purpose and therefore the 
inference is i n e f f i c i e n t to be used in a rea l 
environment. 

We there fore adopt a simpler form that is 
obtained by d e f i n i n g , f i r s t , a formalism to 
def ine the predicate and a deductive inference 
a lgor i thm and, then, extending the f i r s t order 
l og i c towards higher order w i t h i n the framework 
u n t i l the extended form can accommodate most of 
the language expressions that are almost 
s u f f i c i e n t to represent knowledge in many 
app l i ca t i ons . The formalism for de f i n i ng the 
predicate is combined w i th the h i e r a r c h i c a l 
s t ruc tu re of e n t i t i e s def ined in the universe. 
A fas t deductive a lgor i thm has been developed 
so as to use e f f e c t i v e l y the property of the 
s t r u c t u r e . 

On the other hand, for users working in the 
rea l a p p l i c a t i o n s , the use of databases is 
becoming i n e v i t a b l e . So far a number of 
databases and t h e i r management systems have 
been developed [ 4 ] . These DBMS's, however, are 
very inconvenient to be used for such the 
i n t e l l i g e n t works as mentioned above. For an 
engineer ing designer, for example, the 
ob jec t i ve is to reach a f i n a l model through the 
r e p e t i t i v e processes of a model cons t ruc t ion 
and i t s eva lua t ion . He w i l l requ i re the data 
s t ruc tu re to be dynamical ly managed. But the 
convent ional DBMSs can hardly do so because in 
these systems the s t ruc tu res of data are almost 
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f i x e d l y d e f i n e d . T h e r e f o r e i t i s d e s i r a b l e 
t h a t t h e knowledge system takes over the 
dynamic r e s t r u c t u r i n g o f i n f o r m a t i o n and can 
accesses to da tabases o n l y when the v a l u e s of 
da ta a re n e c e s s a r y . SBDS possesses such the 
c a p a b i l i t y . Thus the KAU of wh ich the SBDS 
o c c u p i e s the c e n t r a l p a r t i s i n t e n d e d t o se r ve 
as an i n t e l l i g e n t i n t e r f a c e between use rs and 
DBMS's [ 1 2 ] , [ 1 3 ] . 

A number of d i f f e r e n t approaches have been made 
and have a l s o been d e v e l o p i n g f o r the p rob lem 
o f knowledge r e p r e s e n t a t i o n [ 1 ] , [ 1 5 ] . The 
approach proposed i n t h i s paper i s s t i l l 
d i f f e r e n t f rom them as seen f rom the s y s t e m ' s 
p o i n t o f v i ew though i t i m p l i e s some concep ts 
common t o t he o t h e r s i n p a r t . T h e o r e t i c a l 
b a s i s o f our approach i s o n the f i r s t o r d e r 
p r e d i c a t e and the r e s o l u t i o n p r i n c i p l e [ 2 ] , [ 14 ] . 
However as the SBDS a l s o c o n t a i n s the concept 
o f n e t w o r k , t h e r e a re a l s o some i d e a s in common 
between our method o f d e d u c t i v e i n f e r e n c e and 
methods deve loped f o r p e r f o r m i n g d e d u c t i v e 
i n f e r e n c e on t he knowledge r e p r e s e n t e d i n the 
n e t w o r k [ 1 5 ] . 

I n t h i s p a p e r , we d e s c r i b e t h e SBDS w i t h i t s 
m a t h e m a t i c a l f o u n d a t i o n . A u n i v e r s e i s d e f i n e d 
a s the c o l l e c t i o n o f a l l concep ts t h a t can b e 
r e f e r r e d t h r o u g h the l anguage . Over t h i s 
u n i v e r s e , the f i r s t o r d e r - l o g i c i s d e f i n e d and 
then ex tended toward h i g h e r o r d e r t o the 
l i m i t e d e x t e n t . A c l a s s i c a l p r e d i c a t e l o g i c 
i s used r a t h e r than the r e s o l u t i o n l o g i c not 
o n l y because i t i s i n t u i t i v e l y unde rs tood b y 
many peop le b u t , r a t h e r , because i t i s 
c o n v e n i e n t t o e x t e n d the f i r s t o r d e r l o g i c and 
a l s o t o c o n v e r t the p r e d i c a t e s t o the da tabase 
o p e r a t i o n s . 

An i n f e r e n c e a l g o r i t h m has been deve loped in 
w h i c h t h e i n f o r m a t i o n c o n t a i n e d i n u s e r ' s query 
i s e f f e c t i v e l y used f o r s e a r c h i n g i n f o r m a t i o n 
and f o r d e d u c t i o n . The a l g o r i t h m i s a l s o 
a p p l i c a b l e t o t he ex tended fo rm b y s l i g h t l y 
m o d i f y i n g i t s c o n t r o l mechanism. 

2. INTERFACE TO LANGUAGE FOR EXPRESSING 
KNOWLEDGE " 

A p r o b l e m w o r l d is d e s c r i b e d in many cases by 
means o f l a n g u a g e , a n d , t h e r e f o r e , we c o n s i d e r 
o n l y t h e w o r l d t h a t i s d e s c r i b a b l e b y t he 
l anguage . 

In r e a l i t y , a v o c a b u l a r y a l l o w e d to be used in 
t he knowledge sys tem i s f i n i t e i n wh ich some 
w o r d s , - n o u n s - d e s i g n a t e s e t s o f e n t i t i e s o r 
i n d i v i d u a l e n t i t i e s w h i l e the o r d e r words 
- v e r b s , a d j e c t i v e s , p r o p o s i t i o n s , some nouns , 

e t c . - r e p r e s e n t the a t t r i b u t e s o f e n t i t i e s o r 
the r e l a t i o n s amongst e n t i t i e s . We c a l l the 
fo rmer the e n t i t y words and the l a t t e r t h e 
r e l a t i o n a l wo rds . 

The s y n t a x o f the language d e f i n e s s e n t e n c e s . 
There a re a se t o f b a s i c p a t t e r n s o f sen tences 
o r b a s i c sen tences i n s h o r t such t h a t a l l 
sen tences can be ana l ysed to the c o m b i n a t i o n o f 
some of them. I f a sys tem can unders tand t h e 
meaning o f each bas i c sen tence and a l s o is 
g i v e n a p a r s i n g a l g o r i t h m f o r a n a l y s i n g the 
compound / complex sentence to the l o g i c a l l y 
connec ted s e t o f b a s i c s e n t e n c e s , then the 
sys tem can u n d e r s t a n d the language. Here , by 
the te rm " u n d e r s t a n d " we mean t h a t the sys tem 
can p rocess the i n f o r m a t i o n g i v e n i n the fo rm 
o f language based on i t s meaning so t h a t i t 
responds c o r r e c t l y t o users r e q u e s t s . 

The se t o f b a s i c p a t t e r n s o f sen tences i s 
f i n i t e i n o r d i n a r y l anguages . I n t h i s p a p e r , 
t w e n t y - f i v e p a t t e r n s as shown in Tab le 1 a re 
c o n s i d e r e d a lmos t enough i n case o f E n g l i s h f o r 
e x p r e s s i n g knowledge used i n most o f a p p l i c a 
t i o n s . 

The v o c a b u r a l y , on the o t h e r hand , i s d i f f e r e n t 
in eve ry a p p l i c a t i o n . Though some common words 
can be d e f i n e d independen t o f a p p l i c a t i o n s , 
some j a r g o n s a re to be added in each a p p l i c a 
t i o n . T h e r e f o r e the d i c t i o n a r y i n the system 
must be an open s e t . 

3. DATABASE 

A r e l a t i o n a l model i s c o n s i d e r e d e x c l u s i v e l y 
i n t h i s paper [ 3 ] , [ 4 ] though the system i s no t 
r e s t r i c t e d t o i t . I n t h i s model a r e l a t i o n i s 
d e f i n e d a s a se t o f n - t u p l e r e c o r d s , ( t 1 , t ? , 
' * * * t n ) , where t i i s a n occurence va lue i n the 
domain T i . A r e l a t i o n i s r e p r e s e n t e d i n the 
fo rm of a f l a t t a b l e w i t h n colums and a 
r e l a t i o n name i s g i v e n t o i t . 
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The un iverse is represented by a h i e r a r c h i c a l 
s t r u c t u r e in which each node represents a set 
of o b j e c t s . In the f o l l o w i n g a set is denoted 
by the upper case l e t t e r . A node is connected 
to another node by e i t h e r of two types of arcs 
rep resen t i ng the s e t — t h e o r e t i c a l i n c l u s i o n and 
d i s j o i n t n e s s . The former is c a l l e d the I - t ype 
arc and the l a t t e r the D-type a rc . For i n 
s tance , the set LIVING-THING(LIVTH in s h o r t ) , 
MAMMALIA, FISHES, BIRDS, MANKIND, DOGS,CATS e t c 
are in the s e t - t h e o r e t i c a l r e l a t i o n s such as 
LIVTHDMAMMALIA, FISH, BIRD, INSECT,- - MAMMAIL 
MANKIND, DOG, • • • and so on. We say "X is 

upper to Y'' or ' 'X is l a r g e r than Y" when XDY 
and Y is connected to X by the I - t ype a rc . On 
the o ther hand, the set MAN and WOMAN are d i s 
j o i n t to each o ther and are connected by the D-
type a r c . By app l y i ng the processes of l i n k i n g 
by means of these arcs success i ve l y , a h i e r a r 
c h i c a l s t r u c t u r e o f un i ve rse , c a l l e d the seman
t i c ske le ton s t r u c t u r e , o r the ske le ton i n 
s h o r t , is formed. Some node is connected to 
more than two o ther upper nodes by the 1-type 
a rcs . Such a node represents a set de f ined as 
an i n t e r s e c t i o n o f the o ther s e t s . For i n 
s tance , a set BOY is represented as the i n t e r 
s e c t i o n of MAN and CHILD. 

A formula tha t i nc ludes a set Xi as an argument 
is l i n k e d to the node Xi in the ske le ton and is 
access ib le from t h i s node. Accord ing ly the 
formula (10) can be accessed from any of nodes 
X i , X2, • • • , Xn. 

Suppose a query (14) inc ludes a constant or a 
v a r i a b l e , say Y j , t ha t i s u n i v e r s a l l y q u a n t i 
f i e d . I t is o rd i na ry the case because a query 
of which every argument is e x i s t e n t i a l l y quan
t i f i e d v a r i a b l e is no th i ng e lse but a damp com
mand. Then the formula P tha t s a t i s f i e s the 
r e l a t i o n (15) to t h i s query , i f any, must be 
l i n k e d to some node Xj t ha t is over Yj in the 
ske le ton from the r u l e (A) of TIC. There fo re , 
i t i s reachable by f o l l o w i n g the I - t ype arcs 
upward s t a r t i n g from Y j . Since the ske le ton 
expands downward, i t reduces the search space 
cons iderab ly and formulas of which the p r e d i 
cate symbols are the same w i t h the query but 
the v a r i a b l e s are out of above c o n d i t i o n are 
d is regarded . 

The formula thus found is c a l l e d the candidate 
which s a t i s f i e s the c o n d i t i o n o f TIC on ly w i t h 
respect to the v a r i a b l e Y j . I t must be t es ted 
f o r the c o n d i t i o n (Table 2 ) f o r the o ther v a r i 
ables too . The ske le ton is used aga in . S ince, 
t h i s t ime , both l e f t and r i g h t hand formulas o f 
(15) are in hand and, t h e r e f o r e , both domains ( 
se ts ) of corresponding arguments can be s p e c i 
f i e d in the s k e l e t o n , the t e s t s f o r the set 
t h e o r e t i c a l r e l a t i o n s of Table 2 are achieved 

by the t e s t f o r the p o s i t i o n a l r e l a t i o n s be
tween nodes in the ske le ton . Since i t s a l go 
r i t h m is very simple i t can be implemented by 
the spec ia l but s imple wi red l o g i c and t he re 
fo re the t es t can be performed very f a s t . The 
SR se lec t s a l i t e r a l among a l l l i t e r a l s in the 
query t ha t conta ins most constants / u n i v e r s a l l y 
q u a n t i f i e d v a r i a b l e s . 

The system f u r t h e r reduces the p o s s i b i l i t y of 
f r u i t l e s s t e s t being achieved. In case of con
v e n t i o n a l f i r s t order l o g i c , the set o f formu
las such as 

Suppose A->Q is s a t i s f i e d to a query Q. Then 
the r e s o l u t i o n l o g i c w i l l make an exhaust ive 
t e s t l ook ing f o r a path lead ing to the empty 
c lause. I t i s exhaust ive because the r e f u t a -
t i o n process proceeds in the d i r e c t i o n from A 
to Bi in each formula (22) in a sense tha t A is 
u n i f i e d w i t h the query and Bi is remained fo r 
the next t e s t . 

In the SBDS every formula of the type(23) is 
represented by an arc in the ske le ton . Search
i ng the formula by f o l l o w i n g the I - t ype arcs 
upward in the ske le ton corresponds to searching 
the r e f u t a t i o n path proceeding in the reverse 
order of the r e s o l u t i o n l o g i c . Thus, as f a r as 
such the formulas as (23) are concerned, the 
exhaust ive t e s t i s avoided. 

8. ACCESS TO DATABASES 

The formula (2) means tha t i f a tup le x = ( x i , •• 
• • , xm) is inc luded in D, a r e l a t i o n F holds 
among x i , • • • , xm. Suppose then tha t a set of 
n - t u p l e s , D, is g iven as a data f i l e in a t ab le 
form. Then, the c o n d i t i o n (D9i) f o r some n-
t u p l e , t = ( t i , • • • , tm) , i s tes ted by a spec ia l 
procedure tha t searches t in the f i l e . That is , 
the premise of (2) is represented by a k ind of 
p rocedura l type atom. Let i t be denoted as 
*(FGET, D : x i , • • • , xn ) and be c a l l e d the f i l e 
type atom where D i n d i c a t e the f i l e name. Then 
the formula (2) is w r i t t e n as 
(VXi) . . . (VXn)[*(FGET D : X i , • • • , X n ) * F ( X i , 
• • • , X n ) ) (24) 
This formula g ives a d e f i n i t i o n / d e s c r i p t i o n of 
a t a b l e type f i l e D. A user input the system a 
set of data in the tab le form accompanied w i t h 
a formula (24 ) . A f t e r then , any user can use 
t h i s f i l e w i t hou t any knowledge on i t . The 
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9. EXTENTION OF THE SYSTEM 

9.1 Pred ica te Symbol as Va r i ab le 

A h i e r a r c h i c a l s t r u c t u r e can be in t roduced in 
the set of p red i ca te symbols. Consider, f o r 
example, two atoms, (BROTHER X Y) and (SIBLING 
X Y ) . When the same terms are s u b s t i t u t e d i n t o 
the corresponding v a r i a b l e s , then (B ro the r , t i , 
t 2 ) - > ( S i b l i n g , t 1 t 2 ) . I n t h i s case " S i b l i n g " 
is sa id l a r g e r than " B r o t h e r " . On 
the o the r hand, ( N a t u r a l , X ) f i ( A r t i f i c i a l , X ) 
shows an i ncons i s tancy . The p red ica te symbols 
being in such r e l a t i o n s are sa id d i s j o i n t to 
each o the r . Based on these r e l a t i o n s , the 
ske le ton is formed f o r the p red ica te symbols 
and the p red ica te symbol can be dea l t w i t h as 
i f i t were a v a r i a b l e because i t can be p ro 
cessed by the same a l go r i t hm as the o ther v a r i 
ables at the deduc t ion . Then the atom can be 
r e w r i t t e n as 
(Q X ) ( X ) , X=(X0 , X i . - - - . X n ) (31) 
where the p red i ca te symbol is denoted Xo. With 
t h i s m o d i f i c a t i o n , the system can accept the 
query which asks the va lue in X 0 , i . e . , the 
p red i ca te symbol. For example, a query 
Q:(3 RELATION) (RELATION //Tom //Mary) ?: "What is 
the r e l a t i o n ho ld i ng between Tom and Mary?" can 
be answered by us ing P: (FATHER //Tom //Mary) if 
the r e l a t i o n FATHERPRELATION is given in ad 
vance as is the case of the o ther v a r i a b l e s . 

9•2 Recursive Form 

Let the atom of the form (31) be c a l l e d the n-
atom when it comprises n terms i n c l u d i n g Xo. 
In o r d i n a r y p r e d i c a t e , n is l a r g e r than or 
equal to two. Suppose i t can be extended to 
the case n * l . There are on ly two 1-atoms of 
the fo rm, (V X)(X) and (3 X)(X) w i t h meanings 
" f o r a l l x6X, x€X" and " t he re is some x in X 
such t ha t xgX", r e s p e c t i v e l y . Thus (X) shows 
the l o g i c a l aspect of the set X. The a p p l i c a 
t i o n s of TIC ru l es to the 1-atoms revea la the 
r u l e (A) o f TIC be ing j u s t the i m p l i c a t i v e con
d i t i o n i t s e l f f o r two 1-atoms. 

The SBDS has been descr ibed as i n c l u d i n g the 
concepts both o f se ts and o f l o g i c . I t i s f o r 
the purpose of t a k i n g advantage of the s t r e n g t h 
of each at the imp lementa t ion . We can o b t a i n 
the l o g i c a l d e s c r i p t i o n of i t by r e p l a c i n g X by 
(X) and the r u l e (A) of TIC by the i m p l i c a t i v e 
r e l a t i o n between 1-atoms. Then the un ive rse is 
regarded as a c o l l e c t i o n of 1-atom' formulas and 
the formula (31) is r e w r i t t e n as the r e l a t i o n 
among n 1-atom formulas to which the r u l e (A ) of 
TIC, rephrased as the f o l l o w i n g s , is app l i ed ' 
(A1 ) To each p a i r o f corresponding inner 1-
atom fo rmu las , the i m p l i c a t i v e c o n d i t i o n should 
hold. 
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1) S-V-D i rec t Object 2) S - V - t o - I n f i n i t i v e 
3) S - V - N o u n - t o - I n f i n i t i v e 4) S-V-Noun-( to be) 
-Complement 5) S - V - N o u n - I n f i n i t i v e 6) S-V-
Noun-Present P a r t i c l e 7) S -V-Ob jec t -Adgec t i ve 
8) S-V-Noun 9) S-V-Past P a r t i c l e 10) S-V-
A d j e c t i v e 11) S-V- tha t c lause 12) S-V-Noun-
tha t c lause 13) S - V - C o n j u n c t i v e - t o - I n f i n i t i v e 
14) S - V - N o u n - C o n j u n c t i v e - t o - I n f i n i t i v e 15) S-
V -Con junc t i ve Clause 16) S-V-Noun-
Con junc t i ve Clause 17) S-V-Gerund 18) S-V-
D i r e c t O b j e c t - P r e p o s i t i o n - P r e p . O b j e c t 19) S-V 
- I n d i r e c t O b j e c t - D i r e c t Ob jec t 20) S - V - ( f o r ) -
Complement 21) S-V 22) S - V - P r e d i c a t i v e 
23) S-V-Adverb ia l Ad junc t 24) S - V - P r e p o s i t i o n 
- P r e p o s i t i o n a l Object 25) S - V - t o - I n f i n i t i v e 

Examples: 1) X l i k e s Y : (L IKE X Y) 
2) X i n tends to d o - : (INTEND X (DO X • • ) ) 
12) X t e l l s Y t h a t Z does • • • :(TELL X Y (DO Z 
. . . ) ) 

17) X en joys do ing Y •• :(ENJOY X (DO X Y • • ) ) 
19) X g ives Y Z .(GIVE X Y Z) 

Table 1 Basic p a t t e r n s of sentences 
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A PRODUCTION SYSTEM FOR REGION A N A L Y S I S 

Y u - i c h i O h t a , Takeo Kanade, and T o s h i y u k i Saka i 

Depar tment o f I n f o r m a t i o n Sc ience 
Kyo to U n i v e r s i t y 
K y o t o , 6 0 6 , JAPAN 

P r o d u c t i o n system a r c h i t e c t u r e s a re u s e f u l f o r knowledge r e p r e s e n t a t i o n . We have a p p l i e d the 
a r c h i t e c t u r e t o image a n a l y s i s i n t h e framework o f r e g i o n g r o w i n g and deve loped an o u t d o o r - s c e n e 
a n a l y z e r . I n t h i s p a p e r , t he f o l l o w i n g t h r e e problems a re addressed t o make p r o d u c t i o n systems 
w o r k a b l e i n scene a n a l y s i s . l ) A p p r o p r i a t e s i z e o f knowledge r e p r e s e n t e d i n a . p r o d u c t i o n r u l e . 
2 ) R e d u c t i o n o f c o m p u t a t i o n . 3 ) C o n t r o l o f t h e a n a l y s i s toward g o a l . 

1 . INTRODUCTION 

A p r o d u c t i o n sys tem c o n s i s t s o f a se t o f p r o d u c 
t i o n r u l e s and a d a t a b a s e . A p r o d u c t i o n r u l e i s 
t he u n i t o f knowledge r e p r e s e n t a t i o n and t h e 
da tabase r e c o r d s t h e f a c t s abou t i n p u t image. 
The c o n t r o l s t r u c t u r e o f p r o d u c t i o n systems i s 
h e t e r a r c h i c a l . Each p r o d u c t i o n r u l e i s a 
p a i r o f a c o n d i t i o n and an a c t i o n and i s 
" w a t c h i n g " t he d a t a b a s e . Whenever t h e p r e d i c a t e 
i n t h e c o n d i t i o n p a r t i s s a t i s f i e d , t h e sys tem 
e v a l u a t e s t h e a c t i o n p a r t and m o d i f i e s t h e 
d a t a b a s e . Because o f t h i s , i t i s easy t o add o r 
mod i f y knowledge i n p r o d u c t i o n sys tems . T h i s i s 
a u s e f u l f e a t u r e to o r g a n i z e an a n a l y s i s system 
f o r complex s c e n e s , such as o u t d o o r s c e n e s , 
wh ich i n c l u d e v a r i o u s k i n d s o f o b j e c t s . 

We have made an o u t d o o r - s c e n e a n a l y z e r in t h e 
f ramework o f r e g i o n g r o w i n g u s i n g p r o d u c t i o n 
system f o r knowledge r e p r e s e n t a t i o n and c o n t r o l 
s t r u c t u r e [ 1 ] . I n t h i s p a p e r , w e d e s c r i b e t h e 
o u t l i n e o f our scene a n a l y z e r and d i s c u s s 
p r o d u c t i o n systems f r o m t h e v iew p o i n t o f image 
a n a l y s i s . 

2. OUTLINE OF ANALYSIS MECHANISM 

F i g u r e 1 shows t h e schemat i c d i a g r a m o f t h e 
a n a l y s i s mechanism in our sys tem. The sys tem 
rece ives , a n i n p u t c o l o r image a s d i g i t i z e d r e d -
g r e e n - b l u e i n t e n s i t y a r r a y s and c o n s t r u c t s a 
semant ic d e s c r i p t i o n o f t h e scene . 

P r e l i m i n a r y s e g m e n t a t i o n - The p r i m a r y o b j e c 
t i v e o f t h e p r e l i m i n a r y s e g m e n t a t i o n p rocess i s 
no t t he r e d u c t i o n b u t t h e s t r u c t u r i n g o f raw 
image d a t a i n t o u s a b l e i n f o r m a t i o n ; The i n p u t 
c o l o r image i s segmented i n t o a s e t o f c o h e r e n t 

" p a t c h e s " and o r g a n i z e d i n t o a f u l l y s t r u c t u r e d 
symbo l i c d e s c r i p t i o n . I n t h e h i g h e r - l e v e l p r o 
c e s s e s , a l l p i c t u r e - p r o c e s s i n g o p e r a t i o n s a re 
pe r fo rmed o n t h i s s t r u c t u r e d d e s c r i p t i o n ra the r ' 
t han t h e raw image d a t a . The " p a t c h " is an 
i m p o r t a n t e lement t o d e s c r i b e t he i n p u t image 
and to b u i l d a p r o d u c t i o n system in our r e g i o n 
a n a l y z e r . 

P lan g e n e r a t i o n - The p l a n g e n e r a t i o n p rocess 
e x t r a c t s t he o v e r a l l s t r u c t u r e o f t he scene t o 
o b t a i n c l u e s c o n c e r n i n g wh i ch knowledge s h o u l d 
b e a p p l i e d t o what p a r t o f t h e scene . F i r s t , 
pa tches w i t h l a r g e a rea a re s e l e c t e d a s k e y -
pa tches f rom t h e segmented image. I t i s reason
a b l e to assume t h a t most o f them c o r r e s p o n d to 
l a r g e p a r t s o f o b j e c t s i n t h e scene . Labe ls o f 
o b j e c t s a re a s s i g n e d t o each o f t h e keypa tches 
and t h e degree o f c o r r e c t n e s s i s computed u s i n g 
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knowledge, which is represented as a c o l l e c t i o n 
of knowledge-blocks[2] , about the proper t ies of 
and the r e l a t i o n s between ob jec ts . The r e s u l t 
of the i n t e r p r e t a t i o n , ca l l ed a p lan , is a set 
of labe ls and t h e i r correctness values assigned 
to each keypatch, e .g . (sky=0.6, bu i i d i ng=0 .2 , 
t r e e = 0 . 1 , r oad=0 . l ) , e tc . The plan is updated 
whenever s i g n i f i c a n t f a c t , such as the pos i t i on 
of scene hor izon , is found by the product ion 
ru les in the analys is process. 

Database - The s t ruc tu red descr ip t ion of a 
segmented image, the p lan , and the scene descr ip 
t i o n so fa r obtained are a l l stored in the data
base. Figure 2 i l l u s t r a t e s the s t ruc tu re of the 
scene desc r ip t i on b u i l t as the r e s u l t of 
ana lys is . Scene, ob j ec t , r eg ion , sub-reg ion, 
patch, and p i x e l are the important concepts 
which cons t i t u te the h i e r a r c h i c a l s t ruc tu re of 
our d e s c r i p t i o n . The patch corresponds to the 
r e s u l t o f the pre l iminary segmentation. A l l the 
desc r i p t i ve elements are organized in to the 
h ie ra rch i ca l s t ruc tu re by " p a r t - o f " r e l a t i o n . 
Relat ions between parts of ob jec t s , such as 
"ad jacent" or "occ luded" , are described between 
corresponding regions. 

Product ion ru les and agenda = There are two 
types of product ion ru les in our system; to-do 
ru les and i f -done r u l e s . They correspond to 
consequent and antecedent theorems of PLANNER[3), 

respec t i ve l y . A to-do ru le performs basic oper
at ions in region growing process. I t examines 
each patch which is not yet i n te rp re ted in the 
segmented image by the fuzzy predicate in i t s 
cond i t ion par t and determines whether the ac t ion 
can be executed fo r i t . The executable ac t ion 
is given a score to ind ica te i t s p r i o r i t y , and 
added i n t o the agenda. The agenda manages those 
act ions which are executable in the present 
context through t h e i r scores. The act ion w i th 
the highest score is executed and as the r e s u l t 
the agenda is updated. An i f -done ru le is 
t r iggered by the execution of a ce r ta i n ac t ion 
of the to-do r u l e s . I t performs an add i t i ona l 
operat ion in making the scene d e s c r i p t i o n , such 
ac ex t r ac t i ng the pos i t i on of scene ho r i zon , e tc . 

3. DISCUSSIONS 

We have to solve three problems to import the 
product ion system a rch i tec tu re to image ana lys is . 
The f i r s t is the problem of what " s i z e " of pro
duct ion ru le is appropr iate for region ana l ys i s , 
the second is the problem of how to reduce the 
amount of computat ion, and the l a s t is the prob
lem of how to d i r e c t the analys is to goa l . 

° What " s i z e " of product ion ru le is appropriate? 

What s ize of knowledge should be represented by 
one product ion rule? As an example of " l a r g e " 
knowledge s i z e , i t is possib le tha t each produc
t i o n r u l e corresponds to one object to be 
ext racted and has whole knowledge about the 
ob jec t . This scheme enables to perform s k i l l f u l 
analys is according to the cha rac te r i s t i c s of 
each ob jec t . On the other hand, the ru les become 
large and complex and it is d i f f i c u l t to manage 
them. 

Small s ized knowledge - In our system the size 
of knowledge represented by a r u l e is f a i r l y 
smal l . Each r u l e is described as a combination 
of basic operat ions in region growing: se lec t i ng 
an un - i n te rp re ted patch from the segmented image, 
assigning a l a b e l to i t , and assembling i t i n t o 
the scene d e s c r i p t i o n . This scheme has the 
f o l l ow ing mer i t s : each ru le is simple and easy 
to modi fy , and the i n t e r a c t i o n among ru les can 
be performed in a c lear way because the access 
method to the database is s imple. 

Reinforcements - Because the analysis proceeds 
patch by patch in our scheme, i t is d i f f i c u l t to 
deal w i t h g loba l cons t ra in ts such as object shape 
or r e l a t i o n between ob jec t s . We took three steps 
to cope w i th t h i s s i t u a t i o n . F i r s t , a plan is 
generated as rough i n t e r p r e t a t i o n of the input 
scene. This enables the product ion ru les to 
catch in format ion about g lobal s t ruc tu re of the 
scene. Secondly, patches can be deal t w i t h as a 
set at a t ime , and it becomes possib le to ex t rac t 

685 



ob jec t which is de f ined as a combinat ion of 
mutua l ly cons t ra ined patches such as windows of 
a b u i l d i n g or a car on road . L a s t l y , we have 
devised spec ia l r u l e s which e x t r a c t i n f o rma t i on 
from the segmented image w i t hou t s t i c k i n g to the 
patch-by-patch a n a l y s i s . This k ind o f r u l e s , 
f o r example, is used to e x t r a c t the shape of a 
b u i l d i n g . 

0 How to reduce the amount of computation? 

In p roduc t ion systems the con t ro l program must 
grasp the s t a t e of executable ac t ions at any 
moment in the ana l ys i s process. The agenda must 
be updated whenever the database is changed. 
Roughly speak ing, the number of t e s t s to be done 
each t ime is es t imated as: 

( the number of un - i interpreted patches) 
X ( the number of p roduc t ion r u l e s ) . 

I t becomes severa l thousand and i t is too many. 
Fur thermore, the p red i ca te in the c o n d i t i o n part, 
o f the p roduc t ion r u l e s inc ludes t ime-consuming 
p i c t u r e - processing f u n c t i o n s . I t i s necessary 
to reduce the number of the patches and produc
t i o n ru l es which must be- a c t u a l l y examined at a 
t ime. For t h i s , the s t r u c t u r e of scenes must be 
taken in to c o n s i d e r a t i o n . 

" G l o b a i i t y " and " L o c a l i t y " - A scene usua l l y 
has two d i f f e r e n t p r o p e r t i e s from the view point, 
o f image a n a l y s i s : " G l o b a i i t y " and " L o c a l i t y " . 
Ana lys is r e s u l t s such as de te rm ina t ion of scene 
hor izon or d e t e c t i o n of ob jec t s may have s i g n i f i 
cant i n f l u e n c e on the ana lys i s o f o v e r a l l s t r u c 
t u r e o f the scene. This proper ty i s c a l l e d 
" G l o b a i i t y " . On the o ther hand, the r e s u l t s of 
ana lys i s in a smal l part, of an ob jec t scarce ly 
has in f l uence on the ana lys i s of o the r pa r t s in 
the scene. This p roper ty i s c a l l e d " L o c a l i t y " . 
These two p r o p e r t i e s are u t i l i z e d in the c o n t r o l 
s t ructure- of our scene ana lyzer . 

Scene phase and ob jec t phase - In order to 
deal w i t h such two proper t ies , of scenes, two 
phases are net up in the con t ro l program. They 
are scene phase and ob jec t phase. The task of 
the scene phase is to analyze o v e r a l l s t r u c t u r e 
o f i npu t scene w i t h o u t s t i c k i n g to d e t a i l s . So, 
i t i s almost meaningless to examine smal l patches 
in the scene phase ana l ys i s and on ly the key-
patches are examined. Whenever a keypatch is 
l a b e l e d , the scene phase is a c t i v a t e d and a l l 
u n - i n t e r p r e t e d keypatches are re-examined. In 
the ob jec t phase, ana l ys i s o f d e t a i l e d s t r u c t u r e s 
are performed under the context o f the r e s u l t s 
in the scene phase a n a l y s i s . When a patch which 
belongs to a ob jec t is l a b e l e d , the ob jec t phase 
corresponding to the ob jec t is a c t i v a t e d and the 
patches touch ing the patch j u s t l abe led are 
examined or re-examined. 

D i v i d i n g r u l es i n t o subsets. - The set of p r o 
duc t i on ru les can be d i v i d e d i n t o subsets to be 

used in the scene phase and the ob jec t phases 
corresponding to each o b j e c t . In each phase, 
on ly the subset corresponding to tha t phase is 
a c t i v a t e d by the c o n t r o l program to examine the 
u n - i n t e r p r e t e d patches. 

Consequent ly, the number of t e s t s to be done at 
a t ime is reduced to several 10 's . 

° How to d i r e c t the ana l ys i s to goal? 

I t is an import,ant, f ea tu re of p roduc t ion systems 
tha t each produc t ion r u l e independent ly checks 
the database and mod i f ies i t whenever the condi-
t i o n is s a t i s f i e d . However, two problems need 
to be considered to make t h i s mechanism a c t u a l l y 
work; a method to d i r e c t the ana lys i s to goal 
and a method to reso lve the c o n f l i c t among the 
executable ac t ions which are i ncons i s ten t w i t h 
each o t h e r . 

Score - As was desc r i bed , every executable 
a c t i o n i s r e g i s t e r e d in the agenda w i t h i t s 
score and the a c t i o n which has. the h ighest score 
is executed to change the database. Then the 
score p lays an important r o l e t,o direct the 
analysis, toward g o a l . The value of seore asso
c i a ted to each executable a c t i o n is c a l c u l a f e d 
as the sum of a base value and a premium va lue . 
The base value- is a constant g iven to each p ro 
duc t ion r u l e , and i t p lays a r o l e to spec i f y the 
order of a n a l y s i s . The premium value is g iven 
as the degree of s a t i s f a c t i o n of the c o n d i t i o n 
of p roduc t ion ru le at, the s i t u a t i o n the ru le was 
examined, and i t p lays a r o l e to guide the 
ana lys i s toward the c o r r e c t i n t e r p r e t n t i u n . To 
sum up , the ana lys i s proceeds toward goal guided 
by the premium values f o l l o w i n g the s t r u fegy 
s p e c i f i e d by the base va lues . 
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AN INFINITE-CONNECTED WORDS RECOGNITION SYSTEM FOR MALE SPEAKERS 
USING TIME-SPACE DYNAMIC PROGRAMMING 

Ryu- i ch i Oka 
Pat te rn Processing Sect ion 
In fo rma t ion Sciences D i v i s i o n 
E l e c t r o t e c h n i c a l Laboratory 
2 -6 -1 Nagata-cho, Chiyoda-ku 
Tokyo 100, Japan 

A new a l go r i t hm of p a t t e r n matching f o r t ime-space speech fea tu re us ing Dynamic 
Programming is proposed f o r recogn iz ing i n f i n i t e - c o n n e c t e d words spoken by male speakers 
w i thou t adap ta t ion of speakers be fo re the u t t e r a n c e . The new a l go r i t hm c a r r i e s out 
f rame-wise ly two k inds of no rma l i za t ions : the t ime no rma l i za t i on f o r removing speed 
v a r i a t i o n of speech and the space no rma l i za t i on f o r removing speaker-dependence. This 
a l go r i t hm is r e a l i z a b l e by a simple c e l l u l a r automaton. The r e c o g n i t i o n r a t e 85.7% is 
obta ined f o r 50 c a t e g o r i e s , h male speakers and 440 samples (connected words) . 

1. INTRODUCTION process. Two k inds of no rma l i za t ions of TSDP are 
separab le . 

The purpose of t h i s paper is to propose a 
r e c o g n i t i o n system based on a new dynamic 
programming a l g o r i t h m f o r recogn iz ing cont inuous 
speech spoken by male speakers. This system is 
r e a l i z a b l e as a simple c e l l u l a r automaton. 
Recen t l y , r e c o g n i t i o n systems dea l i ng w i t h 
i s o l a t e d words spoken by many speakers are 
proposed [ l ] , [ 2 ] . Other systems dea l i ng w i t h 
severa l connected words spoken by a speaker are 
a lso proposed [3], [4]. The f o l l o w i n g a b i l i t i e s 
are d e s i r a b l e f o r a system; l ) dea l i ng w i t h 
i n f i n i t e connected words in an u t t e r e n c e , 2.) 
a l l o w i n g f o r many speakers w i thou t speaker 
adap ta t i on before the u t t e r a n c e , 3) work ing in 
r e a l - t i m e . We propose a system w i t h these 
a b i l i t i e s . 

2. RECOGNITION PRINCIPLE 

The p r i n c i p l e is based on a new p a t t e r n matching 
a l go r i t hm us ing dynamic programming c a l l e d 
Time-Space Dynamic Programming (TSDP), With 
regard to speech f ea tu re w i t h the t ime and space 
axes such as spectrum and voca l t r a c t area 
f u n c t i o n , TSDP is a p p l i c a b l e f o r no rma l i z ing two 
k inds o f v a r i a t i o n s occured in t ime-space axes 
of t he f e a t u r e . The one is t ime no rma l i za t i on 
f o r removing speed v a r i a t i o n oV speech and the 
o ther one is space n o r m a l i z a t i o n f o r removing 
speaker-dependence. Two no rma l i za t i on pa r t s of 
TSDP are c a r r i e d out f rame-wise ly w i thou t 
segmentat ion of a cont inuous speech. 
Segmentation problem of cont inuous speech is 
main ta ined t o the f i n a l stage o f r e c o g n i t i o n 

3. OUTLINE OF THE SYSTEM 

The r e c o g n i t i o n of words is c a r r i e d out frame by 
frame. We can d i v i d e t h i s frame-wise r e c o g n i t i o n 
process i n t o th ree stages as f o l l o w s . 

1) E x t r a c t i o n of a voca l t r a c t area f u n c t i o n . 
2) A p p l i c a t i o n of Time-Space Dynamic 

Programming. 
3) Frame-wise dec i s ion of ca tegory . 

4. VOCAL TRACT AREA FUNCTION EXTRACTION 

We use a voca l t r a c t area f u n c t i o n as a 
parameter. The reason is t h a t a voca l t r a c t area 
f u n c t i o n i s more s tab le f o r d i f f e r e n t male 
speakers than o ther parameters such as spectrum. 
The pre-exper imenta l r e s u l t s revealed t h i s 
conc lus ion . 
The e x t r a c t i o n techn ics of a voca l t r a c t area 
f unc t i on from speech waveform have a l ready 
developed by Wakita [ 6 ] and Nakajima et a l [ 7 ] 
by us ing inverse f i l t e r techn ic to remove 
g l o t t a l wave. We used an improved techn ic of 
Nakaj ima !s one t h a t is a f rame-wise inverse 
f i l t e r i n g method o f second order c r i t i c a l 
damping w i t h a p o s i t i v e or a negat ive p o l e . The 
used one is a frame-wise inverse f i l t e r i n g 
method w i t h the only p o s i t i v e p o l e . Th is method 
is more s u i t a b l e because i t does not ca r r y out 
over inverse f i l t e r i n g f o r t he frames i n the 
consonant pa r t of speech waveform. 
The ana lys i s c o n d i t i o n is as f o l l o w s ; 10 kHZ 
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7. EXPERIMENTAL RESULTS 

Recognit ion experiments were ca r r i ed out fo r 50 
words making weather forecast sentences ( 25 
Japanese-ci ty names and 25 Japanese words about 
weather forecast ), The standard patterns are 
i s o l a t e d ut terances of the words spoken by a 
male speaker who is out of the tested 4 
speakers. The u t t e red connected words take a 
form of a sentence w i th na tura l speed. Three 
types o f e r ro r e x i s t e d , i . e . , confusion: the 
system decides an uncorrect category at the t ime 
when a word mu9t he recognized, miss ing: the 
system decides no word at the t ime when a word 
must be recognized, ghost: the system decides a 
category at the t ime when no word must be 
recognized. Table 1 shows the two kinds 
recogn i t i on r e s u l t s of connected words 
( a p p l i c a t i o n of TSDP and the t ime normal izat ion 
only of TSDP). 

8. CONCLUSIONS 

A new speech recogn i t i on system has been 
developed and evaluated from the viewpoint of 
continuous words recogn i t ion fo r male speakers 

Table 1 

REFERENCES 

[ l ] Chiba,S. , et a l "A speaker-independent word 
recogn i t i on system." 4 - t h IJCPR. p.995, (1978). 
[2 ] K ido ,K. , e t a l "Spokenword system fo r 
un l im i ted speakers using gross pa t te rn of 
spectrum and l i n g u i s t i c i n f o r m a t i o n . " 4 - t h 
IJCPR. p.980, (1978). 
[3 ] Nakatsu,R., Kohda,M. "Speech recogn i t i on of 
connected words." 4 - t h IJCPR, p.1009. (1978). 
[4] Sakoe,H. "Recognit ion of cont inuously spoken 
words based on two l e v e l DP-matching." Paper of 
Tech. Com. of Speech, A. S. J.., S75-28 
(1975-11). 
[5 ] Isomich i ,Y, "Segmentation-free recogn i t i on 
system fo r aud i to ry p a t t e r n . " Tech. Group of 
PRL, I . E . C . E . J . , Paper PRL74-22 (1974). 
[6 ] Wakita,H. "D i rec t es t imat ion of the vocal 
t r a c t shape by inverse f i l t e r i n g of acoust ic 
waveforms." IEEE Trans. Vo l .AU-21, No.5, 
pp.417-427, Oct. 1973. 
[7 ] Nakaj ima,T. , e t a l "Est imat ion o f vocal 
t r a c t area funct ions by adapt ive inverse 
f i l t e r i n g methods." Bu l . ETL, 34-4, p.50 (1973). 
[8 ] 0ka,R. "Continuous words recogn i t i on by use 
of Continuous Dynamic Programming f o r pa t te rn 
matching." Paper of Tech. Com. of Speech, A. S. 
J . , S78-20 (1978-6). 
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Th is paper p resen ts a system f o r unde rs tand ing moving p i c t u r e p a t t e r n s based on l i n g u i s t i c 
knowledge. In o rde r to dea l w i t h the d i f f e r e n c e o f knowledge l e v e l between p i c t u r e p a t t e r n and 
n a t u r a l language, a h i e r a r c h i c a l s t r u c t u r e is adopted f o r the r e p r e s e n t a t i o n o f knowledge. At a 
c e r t a i n l e v e l knowledge data is o rgan i zed as frame cen t red around the concept of v e r b . The 
concepts o f app rox ima te l y f i v e thousand Japanese verbs were s y s t e m a t i c a l l y c l a s s i f i e d to 
c o n s t r u c t such a knowledge system. 
The program reads a p i c t u r e p a t t e r n sequence. P a i r i n g a p i c t u r e p a t t e r n w i t h the success ive one 
i n the sequence, i t recogn izes p r i m i t i v e p i c t u r e s i n the p a i r . Then, check ing dynamic r e l a t i o n s 
among p r i m i t i v e p i c t u r e s , i t o rgan i zes the r e l a t i o n s i n t o v e r b - c e n t r e d events . I t makes 
i n f e r e n c e s about s i m i l a r i t y between two concepts o f verbs . F i n a l l y i t desc r i bes each event in 
Japanese and E n g l i s h . 

1. INTRODUCTION 

I t is a ma t te r o f course t h a t image and n a t u r a l 
language unde rs tand ing are very impor tan t 
aspects o f a r t i f i c i a l i n t e l l i g e n c e researches . 
The research works in bo th areas have remarka
b l y inc reased in number in recen t years , but 
the r e s u l t s o b t a i n e d in one area have not been 
s u f f i c i e n t l y used f o r the research works in the 
o t h e r area . There is much d i f f e r e n c e of the 
p resen t knowledge l e v e l between image , espe
c i a l l y r e a l w o r l d image , and n a t u r a l language 
u n d e r s t a n d i n g : the knowledge l e v e l f o r the f o r 
mer i s low w h i l e one f o r the l a t t e r i s h i g h . 
In the l a s t decade or more we have worked at 
c o n s t r u c t i n g a system named SUPP(System f o r Un
d e r s t a n d i n g P i c t u r e P a t t e r n s ) i n o r d e r t o r a i s e 
the l e v e l of image unde rs tand ing up to the 
l i n g u i s t i c knowledge l e v e l and t o f i l l the gap 
between the works in the two a r e a s . Th is paper 
is an overv iew of SUPP[1 ] - [ 7). The theo ry d e v e l 
oped the re agrees w i t h much of M i n s k y ' s frames 
i d e a [ 8 ] , SUPP can be v iewed as a s p e c i a l i z a t i o n 
o f frames idea in the domain o f l i n g u i s t i c 
unde rs tand ing of image sequence . I t has the 
f o l l o w i n g two c h a r a c t e r i s t i c s : 
a . A sys tema t i c and e x h a u s t i v e i n v e s t i g a t i o n 
of the meaning of image is made f rom the 
l i n g u i s t i c v i e w p o i n t . 
b . A t h e o r e t i c a l b a s i s i s g i ven f o r d e a l i n g 

The research r e p o r t e d h e r e i n was suppor ted in 
p a r t by the Japanese M i n i s t r y o f Educat ion 
under Grant i n A i d f o r S c i e n t i f i c Research, No. 
320709. 

w i t h the s t r u c t u r e and the meaning of change, 
be i t m o t i o n , de fo rma t i on o r so f o r t h , o c c u r i n g 
in image sequences. 

2 . 

When an image or image sequence is g i ven , i n 
f i n i t e number o f s t a t i c o r dynamic events can 
g e n e r a l l y be observed in i t . Suppose t h a t the 
meaning o f each event i s desc r i bed In n a t u r a l 
language, the d e s c r i p t i o n sentences w i l l amount 
to i n f i n i t e number. An o r d i n a r y sentence is de
composed i n t o s imple sentences , each of which 
is governed s y n t a c t i c a l l y and s e m a n t i c a l l y by a 
verb . Since the re are o n l y f i n i t e number of 
verbs in each language , meanings of i n f i n i t e 
number o f events are rough l y d i v i d e d i n t o mean
ings o f those verbs and t h e i r i n t e r r e l a t i o n s . 
An o b j e c t i n the r e a l w o r l d wh ich i s i d e n t i f i e d 
by a verb is c a l l e d " m a t t e r . " I t a r i s e s acompa-
n y i n g t h i n g s , events and a t t r i b u t e s , wh ich are 
c a l l e d " c o n s t i t u e n t s , " so i t s concept can be 
regarded as the concept of dynamic or s t a t i c 
r e l a t i o n among c o n s t i t u e n t s . 
A f t e r due c o n s i d e r a t i o n about correspondence 
w i t h the r e a l w o r l d , the concepts o f a p p r o x i 
mate ly 5,000 Japanese verbs were c l a s s i f i e d 
acco rd i ng to an a l g o r i t h m . The concepts are 
d i v i d e d i n t o two l a r g e c lasses : " s i m p l e ma t t e r 
concep t " and "non -s imp le m a t t e r c o n c e p t . " The 
former can not be decomposed i n t o e lementary 
ma t te r concepts w h i l e the l a t t e r can be decom
posed. They can f u r t h e r be c l a s s i f i e d a c c o r d i n g 
t o t h e i r s t r u c t u r a l p a t t e r n s and semant ic con
t e n t s . The r e s u l t s are desc r i bed in (21 and [ 3 ] . 
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3. THE KNOWLEDGE SYSTEM 

The knowledge system con ta ins a v i s u a l , a con
c e p t u a l , a l i n g u i s t i c and a thesaurus component. 

3.1 The Visual and t_he Conceptual Component 

The v i s u a l component c o n t a i n s models of p r i m i 
t i v e p i c t u r e s and s y n t a c t i c r u l e s among them . 
An example of model is shown in F i g . 4 - ( b ) . The 
r u l e s a re a p p l i e d to p i c t u r e p a t t e r n p a i r s , 
which Minsky c a l l e d " b e f o r e - a f t e r " f r a m e - p a i r s . 
The conceptua l component con ta ins conceptua l 
f e a t u r e s , concepts and networks of concepts . A 
mat te r concept is expressed by [ V : C1C2....'C1 
d1 (E ; )d2 (E2) • • -dm(Em) ) where each CI denotes a 
f e a t u r e of ma t te r i t s e l f and corresponds to a 
s y n t a c t i c r u l e ment ioned above . Each d ; ( ) 
denotes the case or r o l e of a c o n s t i t u e n t and 
must be f i l l e d by s p e c i f i c i ns tance or concept 
of c o n s t i t u e n t . Features Ej ( = e j 1 e 2 • • . e i n ) 
s p e c i f y the c o n d i t i o n s i t s assignment must 
meet . Networks are c o n s t r u c t e d among s i m i l a r 
m a t t e r concepts . 

3.2 The L i n g u i s t i c and the Thesaurus Component 

The l i n g u i s t i c component c o n s i s t s o f d i c t i o n 
a r i e s f o r the p r o d u c t i o n of Japanese and 
E n g l i s h sen tences . The thesaurus component con 
t a i n s a l l the c l a s s i f i e d concepts in Chap. 2 
and suppor t s to develop o t h e r components. 

The knowledge system is d iscussed in d e t a i l in 
[ I ] , | 5 | , | b | and | 7 | . 

The p i c t u r e pa t t e rn reader is a curve f o l l o w e r 
that t races l i n e segments by octagonal scanning. 
The recognizer is based on Evans's matching 
program[9] f o r g r a p h - l i k e l i n e drawings but i s 
improved to handle no isy ones. 
The syn tac t i c analyzer A decomposes the complex 
p i c t u r e , in which two or more p r i m i t i v e p i c 
tu res may i n t e r s e c t or touch each o ther , and 
recognizes them accord ing to Ges ta l t c r i t e r i a . 
The syn tac t i c analyzer B performs Boolean oper 
a t i ons on quant ized p r i m i t i v e p i c t u r e s to check 

uch a r e l a t i o n as "MAN INSIDE HOUSE." The syn
t a c t i c analyzer C performs numer ica l opera t ions 
on the data such as coord inates and t r a n s f o r 
mat ional c o e f f i c i e n t s o f p r i m i t i v e p i c t u r e s . 
The programs mentioned above are descr ibed in 
d e t a i l i n [4 ] and [ 5 ] . 
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6. CONCLUSIONS 

A system has been surveyed t h a t unders tands 
moving p i c t u r e p a t t e r n s l i n g u i s t i c a l l y . Badler's 
approach [10 ] b a s i c a l l y agrees w i t h ours i n 
h a n d l i n g v e r b - c e n t r e d events bu t d i f f e r s i n 
t h a t SUPP is based on a sys temat i c a n a l y s i s of 
a lmost a l l the verbs used f o r everyday Japanese 
w h i l e he no tes on l y mot ion verbs in E n g l i s h . By 
SUPP image unde rs tand ing research has come c l o s 
e r to n a t u r a l language unde rs tand ing r e s e a r c h . 
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COMPUTER CONTROL OF MULTIJOINED FINGER SYSTEM 

T o k u j l Okada 
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E l e e t r o t e c h i n i c a l L a b o r a t o r y 
2 -6 -1 N a g a t a - c h o , Ch i yoda -ku 

Tokyo 100 , Japan 

T h i s paper t r e a t s computer c o n t r o l o f m u l t i j o i n t e d f i n g e r s . F i r s t , w e d i s c u s s optimum 
o p e r a t i o n a l d i r e c t i o n o f m u l t i j o i n t e d f i n g e r s . T h e d i r e c t i o n i s de te rm ined f rom m o t i o n a l 
s t r u c t u r e o f t h e f i n g e r s and i s i m p o r t a n t i n t h e c o n t r o l s t age o f arm p a r t . second , g e n e r a l 
d e s c r i p t i o n about, s o f t w a r e system i s p r e s e n t e d w i t h p r i m i t i v e program:; t o c o n t r o l hardware 
sys tem. These have been implemented on t he ETL o b j e c t - h a n d l i n g system f o r manual i n d u s t r y . 
T h i r d , e x p e r i m e n t a l r e s u l t s o f n u t - t u r n i n g t ask are1 p r e s e n t e d wh i ch v e r i f y t h e f e a s i b i l i t y o f 
manual t ask by computer c o n t r o l , 

693 



i t s own optimum o p e r a t i o n a l d i r e c t i o n as i t s 
p r o p e r t y . Tt can be expressed by an a x i a l l i n e 
which i s p e c u l i a r t o t he o b j e c t . T h e r e f o r e , 
a d a p t a b i l i t y o f the f i n d e r s would be c rea ted by 
c o n t r o l l i n g t h e arm so t h a t these o p e r a t i o n a l 
d i r e c t i o n s might accord w i t h each o t h e r . 

3. SOFTWARE SYSTEM 

3.1 General d e s c r i p t i o n 

A t p r e s e n t , t he so f twa re system f o r manual t ask 
i s o n a low l e v e l s i n c e i t i s not desc r i bed i n 
t he fo rm l i k e m a n i p u l a t o r language o r hand 
language. We cons ide r t h e symboric n o t a t i o n s 
[ 3 ] t h a t a re d e f i n e d t o fundamenta l mot ions o f 
a f i n g e r a re u s e f u l to deve lop the language. 
F inger o p e r a t i o n f o r manual t ask would be 
programmed by a p p l y i n g these mot ions to a 
geomet r i c model of an o b j e c t . The use of 
sensors; is; impor tan t to make adap tab le h a n d l i n g 
in r e a l - w o r l d . As shown in F i g . ; ' , our system 
has a s h o r t - r a n g e f i n d i n g sensor (SRFS) [4] at 
the palm area f o r l o c a l i n s p e c t i o n o f the 
o b j e c t . Th i s sensor reduces c o m p l e x i t y o f 
programming s i n c e i t augments t h e c a p a b i l i t i e s 
o f t he system so t h a t i t can f i n d and a c q u i r e 
unindexed workp ieces and cope w i t h unexpected 
events i n p e r f o r m i n g o b j e c t h a n d l i n g and 
assembly o p e r a t i o n s . For example, in nu t 
t u r n i n g , i t mon i t o r s t h e f i x a t i o n between screw 
and n u t , and p r o v i d e s t h e r e s u l t i n g d isp lacement 
of a nu t a long a screw a x i s . T h e r e f o r e , 
f i n g e r s ' push ing o r p u l l i n g o p e r a t i o n i s 
s e n s o r - c o n t r o l l e d a c c o r d i n g t o t h e amount o f i t s 
d i sp l acemen t . 

IAF = } 

The argument- IAF des igna tes the p a r t to be 
c o n t r o l l e d . The meaning of i t is 

0 ; Arm 
1 ; F i r s t F inger 
'2 ; Second F inger 
3 ; T h i r d F inger 

IF MODE is the argument concerned w i t h the 
c o n t r o l mode about the f i n g e r t e rm ina l 
d i r e c t i o n . Th is is e f f e c t i v e when the va lue i f 
IAF is not equal to ze ro . When IFMODE takes 
the va lue o f 1 , on l y the p o s i t i o n o f a f i n g e r 
t e r m i n a l i s c o n t r o l l e d . But when the va lue o f 
? or 3 is ass igned to IFMODE, not on ly t he 
p o s i t i o n bu t a l s o the d i r e c t i o n o f the f i n g e r 
t e r m i n a l i s c o n t r o l l e d . E s p e c i a l l y , when the 
va lue of 3 is ass igned to TFMODE, the d i r e c t i o n 
is c o n t r o l l e d to be opt imum. (XAF,YAF,ZAF) are 
the c o o r d i n a t e s o f the palm p o i n t for arm 
c o n t r o l o r the t e r m i n a l p o i n t for f i n g e r 
c o n t r o l i n the c o o r d i n a t e system (X ,Y ,Z ) t h a t 
has an o r i g i n at the shou lde r j o i n t . When the 
va lue of IAF is equal to z e r o , the next, program 
i s used. 

ARMS0L(XAF,YAF,ZAF,,6,Y,IFLAG) 

Th is program c a l c u l a t e s an arm s o l u t i o n by 
us ing t he parameters (cx,B,Y) t h a t are concerned 
w i t h the optimum o p e r a t i o n a l d i r e c t i o n o f the 
f i n g e r p a r t . The argument, 'IFLAG n o t i f i e s 
whether the arm s o l u t i o n is ob ta ined or not,. 
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A MEASURE OF CLOSENESS OF WEAK IMPLICATION TO STRICT IMPLICATION 

Masanor i B. Okamoto 
F a c u l t y o f Economics 
H i rosh ima U n i v e r s i t y 
H igash isenda-mach i 
H i rosh ima C i t y 730,Japan 

The concept o f weak i m p l i c a t i o n i n t r o d u c e d by R.Boudon is r e l e v a n t to 
approx imate reason ing wh ich i s a s u b j e c t o f the s tudy in A I . The weak 
i m p l i c a t i o n can be i n t e r p r e t e d by the fuzzy m a t e r i a l i m p l i c a t i o n wh ich 
is a b i n a r y fuzzy r e l a t i o n . A measure o f c loseness o f weak i m p l i c a t i o n 
t o s t r i c t i m p l i c a t i o n i s d e f i n e d a s the maximum o f d i s t a n c e s w i t h i n 
t he g i v e n fuzzy r e l a t i o n , b u t c o n s t r u c t e d i n the 2x2 c o n t i g e n c y t a b l e . 
T h i s measure agrees w i t h t he a b s o l u t e va lue o f Boudon's index f o f 
c loseness o f weak i m p l i c a t i o n t o s t r i c t i m p l i c a t i o n under some c o n d i t i o n s . 

1. WEAK IMPLICATION 

1.1 Approx imate Reasoning 

I n r e a l - w o r l d domain i n wh ich r eason ing 
i s o f t e n judgementa l and i n e x a c t , i t i s 
r e q u i r e d to be a b l e to say t h a t " A s u 
gges ts B" or "C and D tend to r u l e o u t 
E" . As an a p p l i c a t i o n o f A I t o r e a l -
w o r l d p rob lem a model of approx imate 
i m p l i c a t i o n has been a l r e a d y u s e d , w i t h 
a c e r t a i n t y f a c t o r wh ich i n d i c a t e s the 
s t r e n g t h o f i m p l i c a t i o n , i n t he know led 
ge-based med i ca l c o n s u l t a t i o n system i n 
[ 2 ] . On the o t h e r h a n d , i t seems t h a t we 
have no knowledge-based system in any 
f i e l d o f s o c i a l s c i ence a s a n a p p l i c a t 
i o n o f A I , However approx imate i m p l i c a 
t i o n was d i scussed f i r s t l y by R.Boudon 
on s o c i o l o g i c a l i m p l i c a t i o n i n [ 1 ] . He 
c r i t i c i z e d t he t r a n s i t i v e i m p l i c a t i o n 
on t h e approx imate r e a s o n i n g t h a t H. 
Z e t t e r b e r g have done in [7 ] and he p r o 
posed the concept o f "weak i m p l i c a t i o n " 
a g a i n s t s t r i c t i m p l i c a t i o n . H e a l s o i n 
t r o d u c e d some measure of c loseness of 
weak i m p l i c a t i o n t o s t r i c t i m p l i c a t i o n 
w i t h a c e r t a i n p r o b a b i l i s t i c measure. 
1 . 2 Weak I m p l i c a t i o n as Fuzzy I m p l i c a t -

i o n . 

R.Boudon's weak i m p l i c a t i o n i s f uzzy 
i m p l i c a t i o n i n a sense,because i t i s 
i m p l i c a t i o n t h a t has fuzzy t r u t h v a l u e . 
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Membership f u n c t i o n wh ich d e f i n e s a f u 
zzy subset i s d i f f e r e n t f rom p r o b a b i l i 
t y as i n d i c a t e d i n [ 3 ] , t h u s i t may be 
p r e f e r a b l e t o g i v e ano ther measure o f 
c loseness o f weak i m p l i c a t i o n t o s t r i c t 
i m p l i c a t i o n by the use o f the fuzzy i m 
p l i c a t i o n r a t h e r than p r o b a b i l i s t i c 
measure. Th i s paper shows t h a t weak i m 
p l i c a t i o n can be w e l l expressed w i t h a 
b i n a r y fuzzy r e l a t i o n wh ich g i v e s the 
fuzzy m a t e r i a l i m p l i c a t i o n on the fuzzy 
l i n g u i s t i c v a r i a b l e g i v e n b y L.A.Zadeh 
i n [ 4 ] , [ 5 ] , [6 ] and ano ther measure o f 
c loseness o f weak i m p l i c a t i o n t o s t r i c t 
i m p l i c a t i o n i s newly d e f i n e d by the ma
ximum of some d i s t a n c e s between of f u z 
z y b i n a r y r e l a t i o n wh ich i s fuzzy mate
r i a l i m p l i c a t i o n . 

2. FUZZY RELATION MATRIX OF WEAK 
IMPLICATION 

2 . 1 C o n s t r u c t i o n o f Fuzzy R e l a t i o n Mat-
r i x 

We now c o n s t r u c t a f uzzy r e l a t i o n m a t r 
i x f o r a g i v e n 2x2 c o n t i g e n c y t a b l e , i n 
wh ich the observed f r e q u e n c i e s a re s h 
own under c l a s s i f i c a t i o n w i t h the two 
a t t r i b u t e s A and B , However i t a c t u a l l y 
occurs t h a t t he c l a s s i f i c a t i o n i s n o t 
p rope r because o f i l l - d e f i n e d o f A and 



B o r n o t - f i t t e d i n p r a c t i c e f o r t h a t 
c r i t e r i o n o f c l a s s i f i c a t i o n . Thus i t i s 
more n a t u r a l t o r e g a r d A ,B (o r S,E) as 
f u z z y s u b s e t s o f p o s s i b l e u n i v e r s e o f 
d i s c o u r s e X and Y , r e s p e c t i v e l y . We a s s 
ume t h a t n o r m a l i z e d f r e q u e n c i e s i n rows 
i n t h e 2x2 c o n t i g e n c y t a b l e (Tab le 1 ) 
a r e v a l u e s o f membership f u n c t i o n o f 
f u z z y s u b s e t A o r A ; t h i s t a b l e may 

T a b l e 1 . C o n t i g e n c y t a b l e n o r m a l i 
zed i n r o w s . 

2 .2 Fuzzy M a t e r i a l I m p l i c a t i o n 

The e x t e n s i o n o f t h e n o t i o n o f m a t e r i a l 
i m p l i c a t i o n t o f u z z y s u b s e t s i s g i v e n 
b y L .A .Zadeh i n [ 6 ] a s f o l l o w s , 

IF A THEN B ELSE C = AxB + HAxC 
IF A THEN B = IF A THEN B ELSE V 

=AxB + ~|AxV 
where U,V a r e two p o s s i b l e d i f f e r e n t 
u n i v e r s e o f d i s c o u r s e ; A , B and C a re f u 
zzy s u b s e t s o f U,V and V , r e s p e c t i v e l y . 
The m a t e r i a l i m p l i c a t i o n i s a b i n a r y 
f u z z y r e l a t i o n in UxV and he re we s i m p 
ly d e n o t e them A -> B. From t h e assump
t i o n t h a t t h e n o r m a l i z e d 2x2 c o n t i g e n c y 
t a b l e i s a f u z z y r e l a t i o n m a t r i x , t h e 
f u z z y m a t e r i a l i m p l i c a t i o n i s o b t a i n e d 
f o r t h e g i v e n 2x2 c o n t i g e n c y t a b l e . For 
examp le ,we o b t a i n f u z z y i m p l i c a t i o n f o r 
a n o t s t r i c t b u t s t r o n g i m p l i c a t i o n a s 
f o l l o w s ; f u z z y s u b s e t s A = [ 1 / 1 , 0 . 2 / 2 ] , B = 
[ 1 / 1 , 0 / 2 ] , r e l a t i o n m a t r i x 

e r we o b t a i n v a l u e s o f d ( A ^ B ) f o r sev 
e r a l examples i n s o c i o l o g y g i v e n b y 
Boudon i n [ l ] ; d ( A > B ) = 0 . 5 f o r t h e c o n 
s e r v a t i o n o f r e l i g i o u s t r a d i t i o n , d (A=> 
B ) = 0 . 3 1 f o r t h e m a r r i a g e sys tem i n a n c i 
e n t s o c i e t i e s and t h e names c a l l e d o f 
mo the rs and m o t h e r ' s s i s t e r s , d ( A = * B ) = 
0 .20 f o r t h e e f f e c t o f T V p e r f o r m a n c e 
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In the p r e v i o u s s e c t i o n we assumed t h a t 
t he 2x2 c o n t i g e n c y t a b l e exp resses a f u 
zzy r e l a t i o n a f t e r t he n o r m a l i z a t i o n i n 
rows . We must ask what k i n d of j u s t i f i -
c a t i o n t h e r e a re o n t h i s p r o c e d u r e , w h i c h 
g i v e s a c t u a l l y f r equency p r o b a b i l i t i e s 
of A and B in Tab le 1. The q u e s t i o n com
es to the p rob lem o f the d e t e r m i n a t i o n 
o f t he grade o f f u z z y subse t by e m p i r i 
c a l d a t a . Some a t t e m p t t o s o l v e t h i s 
p rob lem has been done by S.Watanabe in 
[8 ] a l r e a d y . For g e n e r a l i z e d f u z z y s e t , 
a p o s s i b l e e x t e n s i o n o f t he p r e s e n t i d e a 
c o u l d use h i s grade o f i m p l i c a t i o n 8 
i n s t e a d o f ou r d . (A-> B ) . 
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A new method f o r segmenting Images us ing edge po in t s to separate reg ions of smoothly v a r y i n g 
i n t e n s i t y i s d i scussed . Region segmentat ion us ing edge p o i n t s has no t been very success fu l in 
the past because sma l l gaps would a l l o w merging of d i s s i m i l a r r e g i o n s . The present method uses 
an e x p a n s i o n - c o n t r a c t i o n technique in which the edge reg ions are expanded to c lose gaps and 
then c o n t r a c t e d a f t e r the separate un i fo rm reg ions have been i d e n t i f i e d . In o rder to perserve 
sma l l un i f o rm r e g i o n s , the process i s performed i t e r a t i v e l y w i t h i n c r e a s i n g expans ions, bu t 
no expansion f o r edge reg ions t h a t a l ready separate d i f f e r e n t r e g i o n s . The f i n a l r e s u l t i s 
a se t of un i fo rm i n t e n s i t y reg ions ( u s u a l l y less than 100) and a set of edge boundary r e g i o n s . 
The program has s u c c e s s f u l l y segmented scenes w i t h i n d u s t r i a l p a r t s , landscapes, and IC c h i p s . 

1. INTRODUCTION 

I t i s g e n e r a l l y agreed t h a t I t i s necessary t o 
organ ize the Image data as the f i r s t s tep in 
image unde rs tand ing . In o r g a n i z i n g the image 
data two courses of a c t i o n are gene ra l l y 
employed: (1) Loca t i ng d i s c o n t i n u i t i e s i n 
I n t e n s i t y (edge p o i n t s ) and connect ing them 
[ 1 , 2 ] , and (2) T r y i n g t o f i n d reg ions o f f a i r l y 
un i f o rm i n t e n s i t y by growing reg ions [ 3 , 4 ] o r 
t h r e s h o l d i n g a t a c a l c u l a t e d l e v e l [ 5 ] . 

The goa l o f the l a t t e r approach is to segment 
the p i c t u r e i n t o a se t o f un i fo rm i n t e n s i t y 
reg ions to inc rease the degree o f o r g a n i z a t i o n . 
The e a r l y methods i n v o l v e d merging reg ions 
s h a r i n g the weakest boundary in an i t e r a t i v e 
process [ 3 , 4 ] u n t i l the weakest boundary was 
s t ronge r than some t h r e s h o l d . To cont inue 
merging reg ions i n complex p i c t u r e s , i t was 
necessary to use semantic i n f o r m a t i o n [ 4 ] , 
l i m i t i n g the genera l use fu lness o f the method. 
A t h r e s h o l d i n g techn ique developed by Ohlander 
[ 5 ] was found to be very e f f e c t i v e on complex 
c o l o r p i c t u r e s . 

Because o f the shortcomings o f the r e g i o n -
growing method ( w i t h o u t semantic i n f o r m a t i o n ) 
and f a i l u r e o f the s imple h is togram 
t h r e s h o l d i n g approach to work on monochromatic 
p i c t u r e s in g e n e r a l , we developed an e n t i r e l y 
d i f f e r e n t method. I t uses an expans ion-
c o n t r a c t i o n techn ique in which edge reg ions are 
expanded to c lose gaps and then con t rac ted 
a f t e r the separate reg ions have been l a b e l e d . 
E x p a n s i o n - c o n t r a c t i o n techniques have been ve ry 
u s e f u l f o r the a n a l y s i s o f b i n a r y p i c t u r e s [ 6 ] , 
bu t t h e i r use on edge data has been l i m i t e d 
[ 7 , 8 ] . 

2 . SE GME ATION METHOD 

I n t r ans fo rm ing the g r a y - l e v e l p i c t u r e i n t o 
reg ions o f un i f o rm i n t e n s i t y , processes 2 . 1 -
2.8 are performed s e r i a l l y w i t h processes 2 . 3 -
2.7 performed in th ree cyc les o f 0 , 1 , and 2 
p i x e l expans ion. The segmentat ion techniques 
w i l l b e i l l u s t r a t e d us ing F i g . l a . The 
r e s o l u t i o n is 240 by 256 w i t h 32 gray l e v e l s , 
and i t s i n t e n s i t y h is togram i s shown i n 
F i g . l b . Note t h a t t h i s p i c t u r e i s no t 
t h resho ldab le by Ohlander 's c r i t e r i a [ 5 ] o f 
r a t i o of peak maximum to peak minimum > 2. 

2 .1 Edge-Finding 

F igure lc was ob ta ined by a p p l y i n g the Sobel 
edge opera to r [ 9 ] a t every p i x e l o f the g ray -
l e v e l p i c t u r e ( F i g . l a ) . 

2.2 Th inn ing 

E b e r l e i n ' s r e l a x a t i o n a l g o r i t h m [10 ] was used 
to t h i n the edges. A t h r e s h o l d was c a l c u l a t e d 
from the cu rva tu re of the th inned edge 
d i s t r i b u t i o n [ 1 1 ] . F igure I d shows the r e s u l t s 
o f t h i n n i n g and t h r e s h o l d i n g the edge p i c t u r e . 

2.3 Expanding Edge Po in ts 

Expansion o f edge p o i n t s i s necessary t o f i l l 
smal l gaps in the edge boundar ies . The present 
method i nvo l ves no expansion of p i x e l s which 
touch two d i f f e r e n t reg ions [ 1 1 ] . The 
expansion was done in th ree s tages : (1) no 
expansion (see F i g . I d ) , (2) expansion o f edge 
p i x e l s to f i l l a 3 by 3 p i x e l square (see 
F i g . 2 a ) , and (3) expansion o f edge p i x e l s to 
f i l l a 5 by 5 square (see F i g . 2 b ) . 
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2.4 Labeling Uniform In tens i ty Regions wi th 
Connectivity Algorithm 

Using the expended edge boundary between 
uniform in tens i ty regions, p ixels in each 
uniform in tens i t y region are connected by 
giv ing each p ixe l the same label wi th a four-
connected algorithm [12] . Uniform in tens i ty 
regions are taken to be four-connected and edge 
regions eight-connected [13 ] . 

2.5 El iminat ing Small Uniform In tens i ty 
Regions 

For s i mp l i c i t y , small uniform regions (less 
than 10 p ixe ls) are el iminated by merging them 
into the i r surrounding edge region. 

2.6 Shrinking Edge Regions 

Edge regions are contracted by replacing 
"expansion" edge p ixe ls w i th uniform in tens i t y 
region numbers [11]. 

2.7 Placing Edge Boundaries Between Uniform 
In tens i ty Regions 

Af ter removing a r t i f i c i a l edges (process 2.6), 
some region pixels are replaced by edge pixels 
to separate d i f fe ren t regions. 

2.8 El iminat ing Small Edge Regions 

For s imp l i c i t y , small isolated edge regions 
are eliminated a f ter the segmentation in to 
uniform in tens i ty regions is f in ished. Figure 
2c shows the f i n a l edge regions a f te r shrinking 
and el iminat ing small regions. The th ick edge 
regions are ind icat ive of textured areas [11 ] . 

The gray- level p ic ture of F ig . 2d was 
generated using the average-intensity region 
data. Edge regions are shown at the maximum 
brightness. A comparison of F ig . 2d and 
F ig . la shows that the i n i t i a l data has been 
great ly s imp l i f ied by the organizat ional 
process wi th a s l i gh t loss in d e t a i l . The 
f i n a l resu l t is 72 uniform in tens i t y regions 
and 10 edge regions. 

3. RESULTS 

This segmentation technique was tested on 
many scenes. Figure 3a (206 by 255 wi th 8 b i t 
resolut ion) shows a landscape scene that was 
analyzed previously by a region growing 
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technique (see F ig . C of [ 4 ] ) . The f i n a l 
r esu l t (F ig , 3d) has 38 uniform in tens i t y 
regions and 5 edge regions which embody more of 
the meaningful informat ion than the resu l ts of 
the non-semantic region grower (F ig . C2 of 
[ A ] ) . 

When does th i s segmentation method f a i l ? It 
f a i l s if the gaps between the edge points are 
so large that the expansion cannot close them 
as i l l u s t r a t e d in F igs . 1 and 2 for the 
universal yoke in the lower r ight-hand corner. 
Some possible methods of e l im inat ing t h i s type 
of f a i l u r e (such as using boundary coincidence 
of edge points and i n tens i t y threshold [14]) 
are discussed in [ 1 1 ] . 

4. CONCLUSIONS 

The area segmentation method described here 
has some advantages over the region-growing and 
histogram-thresholding techniques. Without 
semantic in fo rmat ion , it can segment an image 
be t te r than the region growing technique. For 
many scenes ( p a r t i c u l a r l y monochromatic images) 
the i n t e n s i t y histograms do not have c lea r l y 
separated peaks (see fo r example F ig . l b ) and 
o f ten there is no optimum threshold, although 
c lear edge boundaries ex is t [14 ] . 
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We show that a moving observer can ( i n p r i nc i p l e ) compute the r e l a t i v e depth map of the 
environment given only the instantaneous pos i t i ona l ve loc i t y f i e l d on his " r e t i n a " . 
The depth map (and surface normals) are computed by recovering the egomotion parameters 
which in tu rn determine the r a t i o of depth associated w i th any two neighbouring " r e t i n a l " 
po in ts . The surface normal map may be computed to a degree of accuracy determined by 
the reso lu t ion of the " r e t i n a " , and by the accuracy of approximation obtainable in the 
so lu t ion of three non- l inear equations of the t h i r d degree in three unknowns. 

1. THE PROBLEM 

The problem addressed here is computing the 
surface layout of the environment, and the par-
ameters of observer 's motion (egomotion) from 
the informat ion on the image plane. The prob
lem is s im i l a r (though not equivalent) to the 
one tackled by the workers in computer stereo 
v is ion [ l ] . 

Consider a monocular observer w i th h is "eye" and 
"head" f i x e d , w i th planar " r e t i n a " , and 
moving along a smooth cu rv i l i nea r path in a 
s ta t ionary 3D environment. Each discr iminable 
o p t i c a l element on h is " r e t i n a " w i l l possess a 
v e l o c i t y ; the whole comprising a pos i t i ona l 
ve loc i t y f i e l d . Such an observer can be viewed, 
instantaneously, as simultaneously r o t a t i n g and 
t r a n s l a t i n g f o r (again instantaneously) any 3D 
motion can be viewed as a r o ta t i on about some 
centre on some oscu la t ing plane. The ins tantan
eous pos i t i ona l ve loc i t y f i e l d (IPVF) is then 
expressable as being due to the vector sum of 
two angular v e l o c i t i e s due to the t r a n s l a t i o n a l 
and the ro ta t i ona l components of the movement 

[2].[3].. 
Given a IPVF our task is to recover the ego
motion parameters ( i . e . , the t r a n s l a t i o n a l and 
r o t a t i o n a l components of the egomotion). We do 
t h i s w i t h respect to an ex te rna l , s t a t i c r e f e r 
ence frame instantaneously coincident w i th our 
egocentric reference frame (centered at 0 in 
F ig . 1 ) . 
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Fig. 1 

An egocentric reference frame centered at the 
centre of polar projection, 0, is defined, 
together with a planar projection surface PP. 
A "retinal" 2D rectangular coordinate frame 
centered at 0 is defined on PP. 
V' and V" lie on the same plane, the unit normal 
of which is (V' x Q ) . 

Refer to Fig. 2. The vector (VI x Q) x Q lies 
in the plane of VI. Given the fact that VI must 
lie in all such planes corresponding to dTffer-
ent points Q, its direction will be determined 
as the intersection of these planes. The direc
tion of the line of intersection of two planes 
specified by their normals NI, NJ is (NI x NJ), 
Referring back to (3) we see" that "" "" 

NI = (A x Q1 - VI') x QI (4) 

lies in the direction of the vector normal to 
the plane PV1 (see Fig, 2). From this, using 
simple vector algebra, we see that for any three 
distinct "retinal" points QI, QJ, and QK the 
relation 

[NI,NJ,NK] =0 (5) 
must hold. Here, the square brackets denote a 
scalar triple product of the three vectors. 
Equation (5), written out, is an equation of the 
third degree in 3 unknowns (the components of A). 

A set of 3 such equations (a minimum of 5 
distinct "retinal" points is needed to define 
such a set) does not have an analytical solu
tion: in general the solution can be obtained 
only using an iterative technique (a very fast 
and simple method reported in [5] is used in our 
computer implementation). 

2. COMPUTER IMPLEMENTATION 

The solution to a set of equations (5) can be 
computed locally, given some non-empty neighbour
hood of a "retinal" point Q. In a 'real world* 
application one should not, however, use 
locally clustered points. To obtain accuracy in 
the presence of noise one should use points 
spread as widely as possible. Also, considering 
more points in the process of solving for A 
(perhaps by minimizing some suitable function of 
differences between the values of A computed at 
different regions locally) improves" the accuracy 
with which A can be obtained. 

A computer program incorporating the method has 
been written and experimented with using simu-
lated input data (no distortions or noise). The 
program consists essentially of a local operator 
which computes A, VI, and the surface normal 
corresponding to" a"~given image plane point. All 
three values are computed locally from a neigh-
bourhood of a given "retinal" point. The size 
of the neighbourhood is presently (due to some 
computational limitations) about 1 degree of 
arc. The surface normal produced by the opera
tor is essentially that of the best fit planar 
scale at a given point. The application of the 
operator to the whole image results in a sur
face-normal map. 

The results are encouraging. Using the single 
precision arithmetic the accuracy of the surface 
normal map lies within the error of (approxi
mately) 1 degree of arc. 

703 



3. DISCUSSION 

Using the proceeding a n a l y s i s , i t seems 
p l a u s i b l e t h a t a r e l a t i v e l y s imple process may 
be used to recover the ins tantaneous egomotion 
parameters and sur face normal map in a s ta t ionaxy 
WORLD, The on l y assumptions made were the 
smoothness of the movement t r a j e c t o r y , 
r i g i d i t y o f the o b j e c t s , and the ex is tence o f 
the IPVF. This l a t t e r i s taken f o r granted and 
c o n s t i t u t e s t he g rea tes t weakness o f t h i s k i n d 
o f approach. There i s very l i t t l e known about 
the behaviour o f the correspondence computa t ion-
l i k e methods suggested by Ullman (V) us ing r e a l 
images, and these or s i m i l a r mechanisms a r e , a t 
p r e s e n t , the O n l y way to generate the IPVF. 

On the o t h e r hand, the above approach app l i es 
e q u a l l y w e l l to t he case o f a r i g i d 3D wo r l d o f 
moving o b j e c t s . To see t h i s note t he r e c i p r o -
c i t y between t he mot ion o f an o b j e c t and the 
mot ion o f the obse rve r ; f o r any o b j e c t i o n mot ion 
the re is an observer mot ion wh i ch , assuming the 
o b j e c t to be s t a t i o n a r y , generates the same IPVF 
i n the r e g i o n o f the o b j e c t . (Th i s i s the main 
reason t h a t smoothness of pa th was the ONLY 
r e s t r i c t i o n put on the obse rve r ' s m o t i o n . ) 
Using a s imple technique suggested by Nakayama 
and Loomis [3] , we may compute the depth con
t o u r s to per fo rm a f i g u r e - g r o u n d s e p a r a t i o n . 
App ly ing the a n a l y s i s above to each separated 
image reg ion leads then d i r e c t l y to the sur face 
normal map cor respond ing to t he r e g i o n . I t i s 
not p o s s i b l e , however, t o recover t he o b j e c t 
mot ion s ince abso lu te d is tances ( o f which t he 
o p t i c a l f l o w i s a f u n c t i o n ) are not recoverab le 
f rom IPVF*s. 

4. CONCLUSION 

A method i s o u t l i n e d which i s capable ( a t l e a s t 
in p r i n c i p l e ) of d e l i v e r i n g a sur face normal map 
f rom a n ins tantaneous p o s i t i o n a l v e l o c i t y f i e l d 
(IPVF) generated by a c u r v i l i n e a r l y moving 
observe r . Whi le the method is not as e legant 
and s imple as the one developed in C locks in [7] 
f o r the case o f a r e c t i l i n e a r l y moving observe r , 
i t i s cons ide rab ly more g e n e r a l . 

I t i s p o s s i b l e t h a t the a n a l y s i s o u t l i n e d above 
f o r the case of moving o b j e c t s may o f f e r some 
i n s i g h t s i n t o t h e phenomena o f p o s i t i o n constan-
cy ("How is i t p o s s i b l e t h a t when we move, and 
thus every o p t i c a l element on the r e t i n a moves, 
we s t i l l pe rce ive a s t a t i o n a r y wor ld?**) . In 
t h a t case , a f t e r a p p l y i n g the method l o c a l l y , 
an "egomotion map** may be cons t ruc ted which maps 
each p o i n t on the " r e t i n a " t o t h i s "egomotion 
space** (spanned by t he o r thogona l components of 
A And V I ) . Some e v a l u a t i o n mechanism may be 

o p e r a t i n g i n t h i s space, choos ing , f o r example 
the p o i n t i n t o which the ' m a j o r i t y ' o f image 
plane p o i n t s maps as the s t a t i o n a r y re fe rence 
f rame. A l l p o i n t mapping i n t o t h i s p o i n t ( o r 
perhaps some sma l l neighbourhood of i t ) would 
then be regarded as p r o j e c t i o n s of the s t a t i o n 
a ry env i ronment . 
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A KNOWLEDGE-BASED SYSTEM FOR LOCATING MISSING HIGH CARDS IN BRIDGE 
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A knowledge-driven system for locating missing Bridge honours In closed hands Is described. The program Is 
Intended to follow the development given In an expert-level book. Although It Is Incomplete, being as yet confined 
largely to reasoning from the bidding and opening leads, Its performance to date Is promising! In roughly the first 
half of the book, It Is able to replicate the conclusions about card location In more than eighty percent of the cases 
studied. The paper describes the three principal sections of the current program which deal with the analysis of the 
bidding, understanding the opening lead, and the 'Inference engine' respectively. 

1. INTRODUCTION 

Recent years have seen the emergence of more and more 
high-performance systems whose power derives not so much 
from the merits of an underlying general algorithm, but rather 
from the richness of the knowledge structures they employ. 
So for Instance, Instead of having a system to do X that 
consists of a sophisticated quasl-declsion process (such as 
a resolution theorem prover) together with a small number 
of axioms that are sufficient for X in the logical sense, a 
system of this new breed might be a simple generate-and-
test type of data base Interpreter together with a large col
lection of rules, advice, methodologies and distilled wisdom 
extracted in some more or less painful way from a human 
X-pert. A goodly sample of them appears In [8] while the 
much-cited survey [1] gives an excellent overview. 

This paper describes the present status of such a knowledge-
based system whose application area is one small corner of 
the game of Bridge. After the opening lead each player can 
see two hands—his own and that of the dummy—leaving 
two 'closed' hands. Any high card (ace, king, queen or Jack) 
that does not appear in the open hands must be In one or the 
other of the closed hands, and often the ability to determine 
In which hand It lies holds the key to the development of s 
correct line of play. Expert players can usually do much bet
ter than guessing which closed hand holds a particular high 
card. Clues from the bidding and partial play of the hand may 
be sufficient to place any given high card with certainty or 
at worst with high probability. Several expert-level books, 
notably [2 ] and [3 ] , are devoted to techniques for achieving 
this. Since Lawrence's book Is particularly helpful, the goal 
of this system Is to perform high-card location to the level of 
that found In [2 ] and using the techniques outlined therein. 

There were two motivations for tackling this particular task. 
Unlike most games, Bridge Is played with Incomplete Infor
mation; this characteristic has perhaps been responsible for 
the relative dearth of Al programs in this area (see [6,7]). 

The work reported here was performed while the author 
was visiting the Computer Science Department, Stanford 
University, and using facilities made available there by the 
Heuristic Programming Project and the Artificial Intelligence 
Laboratory. 

Thus knowledge about card holdings can be unspeclflc (East 
has either the ace or the king) and uncertain (he probably 
has the king). Moreover Information can come from different 
sources; what a player did or did not bid, what he led or did 
not lead, and so on. In short this problem Is a microcosmio 
environment In which reasoning processes typical of 'real' 
problems can be brought Into play. Secondly, It was used to 
investigate the utility and generality of some current rule-
based models, their accessibility to a neophyte knowledge 
engineer, and their adequacy for this non-trIvIal problem. 
As It stands, the system Is only part-way towards Its goal. 
The following sections give an Illustration of the level of 
performance that It Is currently able to achieve, and a com
parison of results to date with the model (I.e. the book). 
2. AN EXAMPLE 

Imagine if you will that you are sitting in the South seat for 
the hand shown in figure 1. Your analysis as you attempt to 
locate the missing honours might run something like this: 

West led the ¥4. He would not underload an ace, so 
he does not hold the ace in the suit lesd. Neither the 
dummy nor I have it, so East must have the ¥A. 
West's lead is weak, suggesting that he was unable to 
make a stronger lead such as from the ace-klng or king-
queen of an unbid suit or from any sequence of honours 
in his own suit. In particular, then, he does not hold both 
the VQ and VJ. 
It Is unlikely that East would have played from the middle 
of a sequence. Since East holds both the VA and vK, he 
cannot also hold the VQ (otherwise he would not have 
played the king). Therefore West hss It 
Since West does not have both the VQ and VJ, but does 
have the VQ, then East must have the V J. 
There are 40 high-card points in all. Dummy and I together 
have 10, so East and West together hold 21.1 already 
know that East has the VA, VK and VJ for a total of 8 
high-card points; If he held so much as another queen 
then West would have opened the bidding with at most 
11 high-card points, which is unlikely. Therefore the ♦A 
and 4Q and the 4A are with West. 

Reasoning along these lines, South is able to pinpoint each 
missing honour except the 4J. In his analysis he has made 
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use of several sources of Information. Besides facts about 
this particular hand there are rules or guidelines that South 
believes his opponents will adhere to, such as 

An opening bid indicates at teast 12 high-card points. 
Opening ieaders avoid underfeeding an ace. 
Third hand does not play from the middle of a sequence. 

The guidelines are used in conjunction with facts to obtain 
new facts by •everyday' reasoning processes. Knowing that 
West would not underload an ace (guideline) and that he 
led the ¥4 (fact) give us that he does not have the VA 
(fact). Having determined that he does not hold both the VQ 
and VJ (fact) but that he has the VQ (fact) implies that he 
does not have the VJ (fact). The guidelines are also used 
negatively—patterns such as 'If he held x he would have 
done y\ since he didn't, he does not hold x are common In 
bridge books. 
3. SUMMARY OP RESULTS 

The first substantial chapter of the book basically restricts 
itself to analysis of who has what using Information from the 
bidding and first trick. It contains fourteen case studies, in 
all of which the unknown hands belong to the defenders. For 
each study we are given the open hands, the bidding and 
opening lead, and sometimes further history of the play of 
the hand. 
In Its current state the system can handle these studies 
fairly comfortably. Its conclusions are identical to those of 
the book In twelve of the fourteen cases; the example of 
the previous section Is one of them. Of the other two cases, 
one is almost correct—a single queen Is misiocated. The 
remaining case Is unusual In that the analysis In the book, 
which follows play down to the fifth trick, is concerned only 
with the more likely location of a single card, using both a 
rule for understanding play and a technique called counting 
that have yet to be incorporated in the program. On this 
example the system understandably flounders. 

In the next chapter the focus Is on the opening lead, with 
a battery of quizzes and eight more case studies. The sys
tem performs well on six of the eight, Is slightly deficient in 
one case (missing out on one queen), and has substantial 
difficulty with the remaining case, which uses Information 
from the first three tricks and once again requires counting. 
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These chapters constitute about 40% of the material In the 
book. Of the twenty-two case studies they contain, the 
system locates the missing high cards with the same preci
sion In eighteen cases, slightly lower precision In two cases, 
and with shortcomings attributable to the absence of crucial 
mechanisms In two cases. 
As a further test, the program was run on some hands that 
had not been used In its development: those from the next 
chapter of [2 ] and from the bidding analysis chapter of [3]. 
For each of these 18 hands the program was given only the 
bidding, known hands snd opening lead. It managed to locate 
a total of 14 honours with certainty (all correct), and made 
an additional 13 less specific asserlons of the form 'x holds 
either y or z1 (one error). It accurately established the high-
card points of esch closed hand (usually to within a range 
of two or three points) In all but one case when It was one 
point out. 
4. DESCRIPTION OF THE PROGRAM 

Like Gaul, the system Is divided roughly Into three parts 
concerned with bidding, opening leads and commonsense 
reasoning respectively. (There is In addition an embryonic 
play section which merely ssys that play from a sequence 
Is either from the top or the bottom.) The system Is written 
In INTERLISP [6 ] and takes a few seconds of DEC KA-10 
time to complete the analysis of a hand. 
4.1 Bidding 

Bridge bidding Is notoriously complex. The bidder must choose 
what Incomplete Information he wishes to convey about his 
hand and the most economical message for doing so unam
biguously. However, our program does not have to make bids 
but Instead understand them; It does not have the problems 
of choice of Information or bid, but only the problem of decod
ing the message once the bid is made. The Information ex
tracted from a single bid Is primarily the range of high-card 
points and suit holdings that It indicates, but more general 
distributional Information for the opening lead module la also 
extracted from the bidding as a whole. 
The method of determining the nature of a bid is simply to 
find a rule which it matches in context, so this part of the 
program is similar to a pure production system. The 2¥ bid 
In figure 1 matches a rule that may be stated aa 

if partner has Just opened or overcalled in a suit, and 
the intervening bidder has passed, and 
this bid is a minimum raise of partner's suit 

then this Is a weak reply Indicating 5-9 high-card points 
and three or more cards in the suit bid 

To date only the more common bids have been Included—the 
program understands passes; openings of one In a suit or 
strong no-trump; overcalls; second round openings; tskeout 
doubles; free, weak and strong replies; and reblda. Thla 
entire body of bidding knowledge consists of 18 rules. 
4.2 Opening Lead 

The second principal source of facts is the opening lead. 
All twenty-two case studies reach a suit contract, so the 
program was restricted to analysis of opening leads against 
sub-slam suit contracts; sections for leads against no-trump 
and slam contracts should be quite similar. 



Analysis of the lead requires mechanisms that are awkward 
to express In any conventional rule format. The underlying 
Idea is that leads are ranked by their strength, and that a 
neutral or weak lead Indicates an inability to make a stronger 
one. This ranking Is most fluently represented as a strongly 
ordered sequence of rules of the form If—then-—e/se, where 
no rule can fire unless all previous ones have failed to do 
so. For Instance the first such rule developed tests for the 
lead of an ace In an unbld suit, while the second Is 

If the lead Is a king of an unbid suit 
then the leader also holds either the ace or queen of that 

suit, but not both 
e/se the leader does not hold the ace-king or king-queen 

of any unbid suit 

where the e/se clause uses the ordering of rules to establish 
that the lead was neither the ace nor king of any unbid suit. 

The lead-understanding module in fact contains three com
ponents; a supplementary unordered set of productions, a 
procedural section to classify suits (e.g. as unbld), and 
12 of these unorthodox If—then—else rules. Despite its 
simplicity It turns out to be surprisingly accurate, accounting 
exactly for all but three of the 80-odd such opening leads In 
the book. One error was the result of a strong lead of trumps, 
the other two were caused by perverse distributions. The 
procedural section attempts to Identify suits In which the 
leader Is likely to hold either a singleton or a doubleton, using 
Information from the open hands and distributional clues from 
the defenders' bidding. If the real distribution of the suit led 
is \/ery different from the predicted one then the lead can 
be misinterpreted. However the figures indicate that such 
situations are rare. 

4.3 Commonsense Reasoning 

The bidding and opening lead are sources of facts. The third 
component of the system Is the embodiment of reasoning 
processes that inter-relate guidelines and facts to obtain 
new facts. This component was developed using AGE [4] , 
a package that guides the novice in the design and test-
ing of rule-based systems. The prototype AGE was limited 
to a 'blackboard' model In which rules are partitioned Into 
'experts' Invoked by 'events', but this seemed quite ap
propriate for the reasoning task. The package did suffer from 
a real if temporary limitation, however, in that an event could 
Invoke only a single expert. Rather than program around 
this and other very minor Irritants, the structures developed 
were translated to INTERLISP pending a more advanced ver
sion of AGE. 

The most Interesting facts are naturally those ascribing par
ticular high cards to particular hands, it is not always pos
sible to discover facts of this form directly; instead, they 
must be derived from Intermediate, less Interesting facts. 
However the variety of facts that have bearing on the loca
tion of missing high cards is limited. A hand can be asserted 
to hold a particular card, one or more of a set of cards, or not 
all of a set of cards. It can also be described by the possible 
range of high-card points and suit holdings it contains. An 
event is taken as the discovery of any such fact, and can 
trigger one or more of eight experts containing a total of 
f i f teen rules. Each expert encapsulates all knowledge of 
some facet of the reasoning task? for Instance, one knows 

about the consequences of high-card point ceilings, another 
about the implications of locating a particular card. A sense 
of purpose is maintained by giving priority to experts capable 
of generating facts of the first (and most interesting) form. 
6. CONCLUSION 

The performance of the program to date Is encouraging, 
especially In the light of the small number of rules with which 
it has been equipped. The next steps In Its development are 
clear: the addition of a section for counting, the Installation 
of a more powerful play-understanding component, and the 
fiiiing in of the gaps in the system's knowledge of bidding 
and leading. None of these present any conceptual problem. 

The program has one glaring weakness. While It can ac
comodate vagueness it cannot resolve conflict such as might 
arise if the opening lead Indicates that one player does not 
have a particular ace, while arguments from high-card points 
indicate that he does. There is a need to be able to associate 
a degree of certainty with a fact or a guideline. Fortunately 
one of the most advanced features of AGE Is Its provision of 
mechanisms for specifying, propogating and updating such 
certainty factors. When the program is recoded in AGE this 
weakness should disappear. 

The program in Its present form represents about two man-
months of effort and 13 pages of code. With the exception 
of the If—then—else rules, the concepts and techniques It 
uses are standard. This suggests that current ideas for rule-
based systems, especially when Incorporated In systems 
with a tutorial capability, have put knowledge engineering 
within reach of the masses. 
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ABSTRACT 

A model is proposed for the representation of thematically integratable information in 
semantic memory and a process for searching through this memory. We assume that releted 
fects about an individual are not directly attached to the individual node, but rather, are 
indirectly attached via a thematic sub-node. Thematic sub-nodes allow much faster search of 
memory under certain conditions, but not others. We tested these predictions with human 
subjects and found support for these notions. 

before. However, the more editors a person uses, the 
harder it is to keep the commands straight. 

Even though experts may sometimes suffer more 
interference than non-experts, it also seems that if their 
information can be Integrated into various themes, then 
somehow the information should be less interfering. 
Consider the following knowledge representation for 
facts about an individual and process model for searching 
this knowledge: all facts studied about the individual are 
attached to that individual's concept node. However, 
propositions that can be considered to be thematically 
related are not attached directly to the person node; 
rather, they are attached to a theme node that is 
attached to the person node. Figura 1 gives a 
representation for the following four sentences: Melvin 
crossed his skis. Melt/in shussed down the slope. Melvin 
washed his car. Melvin got on the chair lift. Facts that 
can be considered as having to do with Melvin-skiing 
form a sub-node attached to Melvin. Facts that are not 
so related are attached to Melvin directly. The fan out of 
the Melvin concept, then, is two rather than four. 

There is little doubt that the time to searcn a computer 
data base depends in part on the number of facts stored 
in it. Similarly, the time for humans to retrieve a specific 
feet from memory has been shown to depend on the 
number of other, related facts. A large number of 
reaction time studies (e.g., Anderson, 1974; Anderson & 
Bower, 1973; Hayes-Roth, 1977) have found that subjects 
are slower to recognize a fact the greater the number of 
facts learned to the same concept. For example, subjects 
are slower to recognize the fact "The psychologist 
wanted to go to Japan" if they have also studied "The 
psychologist thought the research was good" and 
"Everyone loves Japan" than if no other experimental 
fects share concepts, with the probe. This particular 
result has been named the fan effect because latencies 
are found to be a function of the number of propositions 
fanning out of a given concept node in a propositions! 
network representation (see Anderson, 1976). (Subjects 
are also slower to reject unstudied probes as a function 
of the fan of their concepts.) 

There is a paradoxical aspect to the result that the more 
facts a person knows about a concept the slower he or 
she is to verify any one of them. It seems intuitive that 
experts (a) know lots of facts about certain topics, and 
(b) can answer more questions on those topics and 
answer them faster than anyone else. However, certain 
situations can be pointed out where experts seem to 
experience a type of interference that results from too 
much similar information. Learning a new text editor in 
many ways is much easier if one has used a similar editor 
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The search mechanism works as follows: The probe 
sentence is parsed Each concept of the probe is 
activated in memory and activation spreads out along 
each arc attached to the concept. Starch energy is 
assumed to be a constant for each activated concept. How 
much activation or search energy a particular arc 
receives Is a function of the total number of arcs 
emanating from the concept (the amount of fan). 

In earlier experiments on the fan effect, the facts 
associated to a person were unrelated. In those 
situations, the search mechanism predits a simple effect 
of number of facts on time to recognize a probe. 
However, our predictions are more complex for the 
representation in Figure 1. We would predict that the 
time to verify Melvin washed his oar would be the same 
us if we had learned only two unrelated facts about 
Melvin. Our predictions about Melvin crossed his skis are 
somewhat more complex. 

The fan out of the Melvin concept is two. The fan out of 
the Melvin-skiing sub-node is three. Whether there is an 
effect of sub-node fan when attempting to recognize one 
of several thematically related facts depends on the 
nature of the foils or false probes. If, for example, the 
probe to be rejected is Melvin baked a cafes, search need 
not continue past the Melvin-skiing sub-node: it is clear 
to the subject that cake-baking is not part of the skiing 
theme. If, on the other hand, the probe to be rejected is 
Melvin perfected his stem-christies, search must proceed 
beyond the sub-node to inspect each proposition 
attached to it until the correct one is found or all stored 
propositions are exhausted. 

EXPERIMENT 
To verity this model* we conducted an experiment where 
subjects learned facts about various characters. These 
facts belonged to various themes, e.g., buying a car, 
jogging, going to a circus. A particular character could 
have one or two themes associated with him or her and 
one or three facts associated with a given theme. For 
example a character with six associated facts would have 
three facts about each of two themes. A character with 
four facts would have one fact from one theme and three 
facts from the other. Each condition in the experiment 
can be described by tv/o digits, representing the number 
of facts in each ineme associated with a given character. 
The conditions are (1,0),(1,1),(3,0),(3,1),(3,3). The O's 
denote conditions where there was only one theme. 

Subjects studied these character-predicate pairings until 
they knew the facts perfectly (could recall all the facts 
about each character several times in succession). After 
this phase was completed, subjects went into the critical 
phase in which reaction times were collected to answer 
questions about the material studied. One sentence was. 
displayed on the screen at a time. The subject was told 
to press the yes or no response key depending upon 
whether the subject thought it had been studied during 
the acquisition phase. Test probes were presented in 
random order. The foils (sentences subjects had not 
studied) were of two types and were separated into 
different test blocks. One type was the thematically 
related foil (e.g., MeU/in enjoyed deep powder), and the 
other type was the unrelated foil (e.g., Melvin baked a 
cake). Both types of foils have the property that their 
predicates (verb-phrase) were studied with another 



character during the experiment. This ensured that 
subjects could not reject a probe simply on the basis of 
lexical familiarity. 

We had two principal predictions for this experiment. 
First, when the foils are unrelated, there should be a 
much smaller effect of number of facts studied. This is 
because subjects should be able to make their judgments 
just by inspecting the theme subnodes.** They would not 
have to search the facts attached to these nodes. Our 
second prediction was that there should be an effect of 
themes (more themes means more arcs out of the person 
node), but that it should be small since subjects can 
quickly reject the wrong theme sub-node, and not be 
affected by type of foils since the extra sub-node is 
rejected in the same fashion regardless of foil-type. 

RESULTS 
Figure 2 displays the data (latencies in milliseconds to 
decide whether the probe had been studied or not) 
partitioned two ways: on the left, the data are analyzed 
as a function of the amount of fan relevant to the probe 
that is attached to the character in question. For 
example, the relevant fan for a Melvin skiing probe would 
be three because the subject studied three Melvin skiing 
facts. If the probe had concerned Melvin and his car, the 
relevant fan would have been one. On the right, the data 
ere displayed as a function the number of themes 
associated with the character in the test probe, which 
can be one or two. Melvin has two themes, skiing and 
car washing. (There is no sub-node for car-washing 
because only one such fact was studied.) 

Each graph plots two functions, one labelled unrelated 
and one labelled thematic. As explained above, the 
unrelated-thematic factor reflects the type of foils from 
which the subject had to discriminate the studied probes. 
The left panel plots the data as a function of the number 
of facts involving the same theme as the test probe. 
Subjects take longer to verify that a fact was studied the 
more other related facts were also studied. However, 
this fan effect is severely attenuated when the foils are 
not thematically related. Moreover, as predicted, 
subjects respond much faster in general when the foils 
are unrelated. We take this to mean that subjects have a 
less stringent criterion of saying "yes, this sentence is 
old" in these blocks. Subjects only search as far as the 
sub-node before responding when foils are not related to 
the sub-node. Smith, Adams, and Schnorr (1978) have 
also found that the fan effect is reduced with unrelated 
foils. (However, they did not have the other conditions of 
this experiment viz., testing with thematic foils, and 
manipulating the number of themes associated with a 
character.) 

If there it only on* them fact, wo assume subjects do not bother to 
form a subnode Inspecting nno proposition is probably equivalent to 
inspecting o theme sub-node. 

The data on the right shows the effect of number of 
themes. Here too there is an effect of fan for themes, 
however this effect is smaller and is not affected by the 
related/unrelated foil block distinction. The lack of 
interaction of theme-fan with foil-block type was 
predicted. Regardless of type of foil, the subject must at 
least find the relevant sub-node before responding "old". 
If there is only one theme associated with a character, 
the fan off the character node will be less. Therefore, 
search should be faster than with two sub-nodes or a fan 
of two off the character node. 

CONCLUSION 

The data support the view put forth in the introduction 
that facts are not necessarily attached directly to the 
concepts in their propositions, but rather can be 
organized into thematically consistent subnodes. It seems 
to us that, in general, sub-nodes in memory serve several 
functions. First, sub-nodes make plausibility judgments 
easy. Typically people are not asked to discriminate 
thematic foils from related statements; normally one 
would accept as plausible other related skiing facts about 
Melvin (see Reder, 1979, for a fuller discussion) Second, 
by having many sub-nodes in memory, the number of 
propositions that must be inspected is smaller. If a 
subject is searching for a fact about Melvin baking a 
cake, she or he need not search all of the skiing facts to 
find it--search stops on a wrong path as soon as the 
sub-node is reached. 
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We d e s c r i b e i n t e r i m v a r i a n t s of a Go program based on s k i l l e d human models. The program 
m a i n t a i n s a permanent, s e l e c t i v e l y - u p d a t e d , m u l t i l e v e l network analogous to the s k i l l e d 
p l a y e r ' s pe rcep tua l and c o g n i t i v e r e p r e s e n t a t i o n of the game s i t u a t i o n . Moves are chosen by 
a h i e r a r c h y o f expe r t s and c r i t i c s o p e r a t i n g on t h i s ne twork . Lookahead is a s e l e c t i v e , 
g o a l - r e l a t e d p rocess , one among many components of Go s k i l l . A f t e r an overv iew of system 
o r g a n i z a t i o n , we i l l u s t r a t e the program's performance w i t h t h r e e segments from a c t u a l games. 

1. PROGRAM DESIGN CONSIDERATIONS 

B e r l i n e r [ 1 ] suggests t h a t though whole-board 
exhaus t i ve search programs may one day p lay 
c h a m p i o n s h i p - l e v e l chess, "such an approach 
cannot p o s s i b l y work f o r Go, and t h i s game may 
have to r ep l ace chess as the task par 
exce l l ence f o r A I . " Go c e r t a i n l y has many 
f e a t u r e s t h a t recommend i t f o r t h i s purpose. 
I t s p r i m i t i v e e lements , b lack and wh i te stones 
p layed on the 361 p o i n t s of a 19 x 19 g r i d , 
genera te complex p a t t e r n s and problems t ha t tax 
t he h i ghes t l e v e l s o f p r o f e s s i o n a l s k i l l . 

Go games t y p i c a l l y run 200 moves or more, and 
each t u r n o f f e r s on average c lose to 250 l e g a l 
p l a y s . Brown and Dowsey [ 2 ] es t imate the 
number of p o s s i b l e games of Go at about 10 700, 
compared w i t h 10 120 for chess, and they p o i n t 
out t h a t exhaus t i ve Go search on ly t h ree moves 
deep would e n t a i l gene ra t i ng and e v a l u a t i n g 
about 8 ,000 ,000 whole-board p o s i t i o n s . Yet 
v ideo taped game records [ 3 ] show t h a t advanced 
amateur p l a y e r s can look 30 moves ahead, and 
the Go l i t e r a t u r e c o n t a i n s s t i l l deeper 
lookahead sequences. Th is means t h a t lookahead 
in human Go p lay is a h i g h l y focussed , 
s e l e c t i v e , g o a l - r e l a t e d process . The s ize o f 
t he p o s s i b i l i t y space appears to r u l e out a Go 
program o r g a n i z a t i o n analogous to the 
e x h a u s t i v e whole-board lookahead and e v a l u a t i o n 
schemes used in most c u r r e n t chess programs. 

The game a l s o has a very s t rong v i s u a l or 
p e r c e p t u a l e lement . Local stone p a t t e r n s and 

l a r g e - s c a l e s p a t i a l r e l a t i o n s among groups and 
t e r r i t o r i e s both are c r u c i a l . Most o f these 
p a t t e r n s and r e l a t i o n s con t i nue unchanged from 
any one move to the n e x t . Th is argues f o r a 
permanent, s e l e c t i v e l y - u p d a t e d , m u l t i l e v e l 
network o f da ta s t r u c t u r e s to rep resen t the 
e lements , p a t t e r n s , and p r o p e r t i e s , as w e l l as 
the i n t e r r e l a t i o n s w i t h i n and across l e v e l s . 

F i n a l l y , bo th p o s i t i v e and nega t i ve 
i n t e r a c t i o n s are ex t remely s i g n i f i c a n t a t a l l 
l e v e l s . To p lay Go w e l l , i t i s necessary not 
on ly to determine the most impor tan t o b j e c t i v e 
a t any g i ven t i m e , but a l so to advance i t i n 
ways t h a t s imu l taneous ly ach ieve as many 
secondary b e n e f i t s as p o s s i b l e . Th is m o t i v a t e s 
the use o f h i e r a r c h i e s o f expe r t s and c r i t i c s , 
each r e s p o n s i b l e f o r a c l a s s o f o p t i o n s , 
p r o p e r t i e s , o r f u n c t i o n s assoc ia ted w i t h 
elements of a g i ven type and l e v e l . 

2. DATA STRUCTURES AND CONTROL FLOW 

With these c o n s i d e r a t i o n s in m ind , t u r n now to 
F i g . 1 , which shows the f l ow of c o n t r o l in 
the INTERIM.2 program. A t the t op l e v e l , t h i s 
c o n s i s t s o f a t w o - p a r t c y c l e . F i r s t , 
immedia te ly f o l l o w i n g a p lay by e i t h e r s i d e , 

Support f o r t h i s work under NSF g ran t 
MCS77-0880 i s g r a t e f u l l y acknowledged. 

I I 
F i g . 1 i s a s i m p l i f i e d r e p r e s e n t a t i o n . 

Many f u n c t i o n names have been changed f o r 
mnemonic reasons. Many o the r f u n c t i o n s at the 
c o n t r o l l e v e l s dep i c ted i n the f i g u r e have been 
om i t t ed a l t o g e t h e r . To take an extreme 
example, DEVELOP.GROUP a c t u a l l y c o n s i s t s o f 
about 2 0 d i s t i n c t o p t i o n s p e c i a l i s t s . F i n a l l y , 
PROBE is c a l l e d at many p o i n t s o t h e r than those 
shown, and i s b racketed t o i n d i c a t e t h i s . 
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In Fig. 
point B6 
program 

2, for example, looking up the board 
in the LINKBOARD array enables any 
function to access the data structure 

MOVE updates a l l those elements of GAMEMAP, the 
program's mult i level representation of the 
s i tuat ion, that have been affected by the 
la test move. Next, if it is the program's turn 
to play, REFLEX chooses a move. 

GAMEMAP is indexed through a set of 
interrelated GAMEBOARDS. Each board is an 
array that points to a l l data structures of a 
part icular type. At the lowest l e v e l , the 
TYPEBOARD gives quick access to b i t pattern 
information about specific points (empty, 
occupied by black, part of a white t e r r i t o r y , 
e t c . ) . Some boards, e . g . , STRINGBOARD and 
LINKBOARD, index the basic game elements at the 
various levels (s t r ings, l inkages, groups, 
t e r r i t o r i e s , and potential t e r r i t o r i e s ) . Thus 

representing the linkage from the DB string to 
the l e f t edge of the board. Other boards, 
e . g . , LENSBOARD, WEBBOARD, SECTORBOARD, and 
TACTICSBOARD, index elements analogous to those 
in a ski l led Go player's perceptual and 
cognitive representation of the current 
s i tuat ion. Lenses represent and monitor local 
stone patterns. Web data structures are 
surrogates for certain kinds of visual 
scanning. Webs follow the external 
configuration of groups, radiating out and 
indexing the surrounding board points. Thus 
they are useful in analyzing and detecting 
changes occurring around individual groups. 
Referring again to Fig. 2, looking up B8 in 
the WEBBOARD, for example, gives access to the 
webs around white B10 and around the black 
group on the lower l e f t . Sector l i n e s , e . g . , 
the one between B10 and C1M, correspond to 
those looser relat ions among stones that 
dynamically divide the board into tenuously 
defined regions. These sector barr iers help 
define potential t e r r i t o r i e s and strategic 
threats to groups. F ina l ly , the TACTICSBOARD 
indexes tac t ica l data structures associated 
with individual str ings, l inkages, and 
signif icant board points. These data 
structures record the results of analyses 
produced by ca l ls to PROBE, the entry point to 
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the subsystem r e s p o n s i b l e f o r a l l INTERIM.2 
lookahead. Th i s i s s e l e c t i v e , b e s t - f i r s t 
lookahead. Each such a n a l y s i s answers some 
s p e c i f i c t a c t i c a l ques t i on about the assoc ia ted 
e lement . The r e s u l t i n g t a c t i c a l data s t r u c t u r e 
is ma in ta ined as p a r t of GAMEMAP un less 
i n v a l i d a t e d by subsequent moves t h a t a f f e c t 
s t r i n g s o r board p o i n t s i nvo l ved i n the 
a n a l y s i s , a t which p o i n t PROBE is c a l l e d to 
reana lyze the s i t u a t i o n . 

2 .1 Updat ing the Representa t ion a f t e r a Move 

To f i x i d e a s , cons ide r the s i t u a t i o n shown in 
F i g . 2 . Ignore the o rder o f p lay f o r the 
moment. As soon as wh i te p lays move 45 at B10, 
MOVE is c a l l e d to update GAMEMAP. This 
upda t i ng i s s e l e c t i v e . Only s t r u c t u r e s 
d i r e c t l y or i n d i r e c t l y impacted by the move are 
a f f e c t e d . UPDATE.POINT.TYPES a l t e r s the 
TYPEBOARD e n t r y f o r BIO from UNOCCUPIED to 
WHITE-OCCUPIED, and UPDATE.STRINGS sets up a 
s t r i n g data s t r u c t u r e r e p r e s e n t i n g B10. Now 
UPDATE.LENSES c r e a t e s a l ens t h a t w i l l mon i to r 
any f u t u r e board changes around the p a t t e r n 
formed by w h i t e B10 and b lack D10. In 
a d d i t i o n , i t se t s up a shape l ens which i t 
a s s o c i a t e s w i t h B10. Th is l e n s , when q u e r i e d , 
w i l l suggest l o c a l l y good developmental p lays 
f o r w h i t e , e . g . , at BB and B12. The e x i s t i n g 
shape l ens assoc ia ted w i t h D10 is m o d i f i e d , 
s ince wh i t e B10 a l t e r s the shape development 
p o s s i b i l i t i e s f o r D10. F i n a l l y , the e x i s t i n g 
l e n s m o n i t o r i n g the D6-D10 l i n kage a lso i s 
a l t e r e d , s ince wh i te BIO changes the 
' p o s s i b i l i t i e s a v a i l a b l e f o r a t t a c k i n g and 
de fend ing t h a t l i n k a g e . 

White *45 d i s r u p t s the l i n k a g e between b lack D10 
and the edge of the boa rd . The re fo re , when 
UPDATE.LINKS is c a l l e d , i t d e l e t e s from GAMEMAP 
the data s t r u c t u r e r e p r e s e n t i n g t h i s l i n k a g e . 
Such changes in h i g h e r - o r d e r data s t r u c t u r e s 
may induce f u r t h e r changes in l ower -o rde r ones. 
Th is change, f o r example, r e s u l t s in UPDATE.-
POINT.TYPES d e l e t i n g from the TYPEBOARD the 
i n f o r m a t i o n t h a t A10, B10, and C10 are i nvo l ved 
in a b lack l i n k a g e to the edge of the board . 

Some p l a y s , e . g . wh i t e 43 and b lack 44 at the 
t op l e f t o f F i g . 2 , add stones t o e x i s t i n g 
g roups . O t h e r s , such as wh i te 45 at B10, 
c r e a t e new g roups . UPDATE.GROUPS is 
r e s p o n s i b l e bo th f o r mod i f y ing e x i s t i n g group 
da ta s t r u c t u r e s and , as in the present case, 
c r e a t i n g new ones. GAMEMAP represen ts wh i te 
B10 at bo th the s t r i n g and group l e v e l s because 
the ana lyses and d e c i s i o n s a t the two l e v e l s 
e n t a i l q u i t e d i f f e r e n t k inds o f c o n s i d e r a t i o n s . 
Nex t , UPDATE.WEBS c rea tes a web data s t r u c t u r e 

i ndex ing the board p o i n t s sur round ing B10. The 
web reaches out to the wh i te group at B16 and 
C14, t he open area around E12 and E13, and the 
b lack group beg inn ing at D10 and runn ing down 
toward the bottom o f the board . F i n a l l y , as 
the B10 stone impinges on the e x i s t i n g webs 
r a d i a t i n g out from the wh i te group on the upper 
l e f t and the b lack group runn ing down the l e f t 
s i d e , UPDATE.WEBS a l s o m o d i f i e s those webs, to 
r e f l e c t the presence o f t h i s wh i te stone i n 
t h e i r v i c i n i t i e s . These web data s t r u c t u r e s 
may be used by any REFLEX f u n c t i o n s c o n s i d e r i n g 
a t t a c k s on ad jacen t enemy g roups , or de fens i ve 
p lays runn ing a group toward f r i e n d l y groups or 
out i n t o unoccupied a reas . 

UPDATE.SECTOR.LINES now c rea tes a data s t r u c 
t u r e r e p r e s e n t i n g an imaginary l i n e runn ing 
from B10 to C14. Th is sec to r l i n e is used by 
UPDATE.TERRITORIES when i t c r ea tes a p o t e n t i a l 
t e r r i t o r y data s t r u c t u r e cor respond ing t o the 
area bounded by the two wh i te groups on the 
l e f t o f the boa rd . UPDATE.TERRITORIES a l s o 
m o d i f i e s the t e r r i t o r y data s t r u c t u r e runn ing 
between the lower l e f t edge of the board and 
the b lack group runn ing down from D10. Before 
wh i te 45 , t h a t t e r r i t o r y was bounded a t the t op 
by the l i n k a g e from D10 to the l e f t edge. 
Since UPDATE.LINKS has de le ted t h a t l i n k a g e , 
the t e r r i t o r y must be r e d e f i n e d . Th is is done 
by d e s i g n a t i n g the next neares t i n t a c t l i n k a g e , 
from DB to the edge, as the new upper bound. 
This h i g h e r - l e v e l m o d i f i c a t i o n a l so induces 
changes in the TYPEBOARD, s ince p o i n t s such as 
B9 and C9, which f o r m e r l y were b lack t e r r i t o r y 
p o i n t s , now no longer a r e . 

Now UPDATE.TACTICAL.ANALYSES c a l l s PROBE to 
assess the t a c t i c a l s t a t u s o f s t r i n g s and 
l i n k a g e s c rea ted o r p o t e n t i a l l y a f f e c t e d by the 
most recen t p l a y . No a c t u a l lookahead is 
r e q u i r e d f o r the B10 s t r i n g , which i s found to 
be t a c t i c a l l y secure on the bas i s o f con tex t 
i n f o r m a t i o n from GAMEMAP. When c o n t e x t u a l 
i n f o r m a t i o n i s i n s u f f i c i e n t f o r a d e c i s i o n , 
PROBE may generate lookahead sequences runn ing 
from a few h y p o t h e t i c a l board p o s i t i o n s to 50 
o r more. I t i s wor th reemphasiz ing two p o i n t s 
he re . (1 ) A l l PROBE lookahead is in tended to 
answer a s p e c i f i c q u e s t i o n , e . g . , about the 
t a c t i c a l s e c u r i t y o f a s t r i n g o r l i n k a g e , posed 
by the f u n c t i o n i n v o k i n g PROBE. (2 ) PROBE 
reco rds i t s r e s u l t s f o r each such element in a 
t a c t i c a l data s t r u c t u r e which i s ma in ta ined as 
pa r t o f GAMEMAP u n t i l the a n a l y s i s i s c a l l e d 
i n t o ques t i on by some subsequent move. Th is 
t a c t i c a l data s t r u c t u r e can be accessed bo th 
from the data s t r u c t u r e r e p r e s e n t i n g the s t r i n g 
or l i n k a g e , and a l so th rough the TACTICSBOARD 
(see Sec t ion 5 f o r an example) . 
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F i n a l l y , UPDATE.GROUP.STABILITY.ESTIMATES p r o 
v i des a s t a b i l i t y r a t i n g f o r the B10 group . I t 
a l so a l t e r s the s t a b i l i t y r a t i n g f o r the b lack 
group runn ing from D10 to C3. Th is is because 
wh i te 45 has undercut the s ide t e r r i t o r y 
assoc ia ted w i t h the g roup . Th is i n f o r m a t i o n 
w i l l now be a v a i l a b l e to DEVELOP.GROUP when 
next i t i s invoked from REFLEX. 

To summarize, MOVE and i t s sub func t i ons serve 
a t l e a s t t h ree v i t a l purposes. They c a r r y o u t , 
a t p r o g r e s s i v e l y h ighe r l e v e l s , the aggrega t ion 
and a n a l y s i s o f the p a t t e r n s and s t r u c t u r e s 
r e p r e s e n t i n g the game s i t u a t i o n . Thus they 
p rov ide the bas ic elements the REFLEX f u n c t i o n s 
deal w i t h . They m a i n t a i n the da ta base t h a t 
a l l o w s the REFLEX f u n c t i o n s to dea l w i t h each 
element in c o n t e x t . Th is enables the program 
to l o c a t e i n t e r a c t i o n s and f i n d moves t h a t do 
severa l j obs at once. F i n a l l y , MOVE upda t ing 
c o r r e c t s the r e p r e s e n t a t i o n a f t e r each p l a y , 
d e r i v i n g i t s immediate i m p l i c a t i o n s a t every 
l e v e l i t a f f e c t s . Th is i s how the program 
f i n d s out the consequences of i t s own moves, 
and those o f i t s opponent . 

2.2 Choosing the Program's Next Move 

Return ing now to F i g . 1 , REFLEX is a temporary 
c o n t r o l s t r u c t u r e t h a t s teps th rough an ordered 
l i s t o f f u n c t i o n s and accepts the f i r s t move 
re tu rned from them. LOCAL.URGENT and i t s 
sub func t i ons are r e s p o n s i b l e f o r d e a l i n g w i t h 
any urgent problems t h a t may have a r i s e n as a 
consequence o f the immediate ly p reced ing 
b l a c k - w h i t e move p a i r . Each s u b f u n c t i o n uses 
i n f o r m a t i o n generated by MOVE, and each has a 
l i m i t e d a b i l i t y t o assess the l o c a l 
s i g n i f i c a n c e o f the c l a s s o f problems i t dea ls 
w i t h . I f STRING.ATTACK.AND.DEFEND f i n d s t h a t a 
s i g n i f i c a n t f r i e n d l y s t r i n g i s th rea tened w i t h 
c a p t u r e , i t w i l l a t tempt to generate a move to 
save i t . I f the th rea tened s t r i n g serves n o 
impor tan t f u n c t i o n , however, c o n t r o l passes to 
the nex t s u b f u n c t i o n . The s i t u a t i o n s d e a l t 
w i t h by the LOCAL.URGENT sub func t i ons are 
i l l u s t r a t e d i n the examples t h a t f o l l o w . 

I f t h e r e are n o s i g n i f i c a n t l o c a l l y urgent 
s i t u a t i o n s r e s u l t i n g from the immediate ly 
p reced ing moves, c o n t r o l passes to 
DEVELOP•GROUP. Th is f u n c t i o n , work ing both 
w i t h the group s t a b i l i t y data computed under 
MOVE, and w i t h assessments of the va lues of 
each o f the program's g roups , s e l e c t s the 
f r i e n d l y group i t cons ide rs to be most wor th 
d e v e l o p i n g . I t then invokes i t s sub func t i ons 
in the o rder shown in the f i g u r e . Each has 
i n f o r m a t i o n about a c l a s s of developmental 

o p t i o n s , the c o n d i t i o n s under which these 
o p t i o n s are a p p r o p r i a t e , and the means 
a v a i l a b l e f o r r e a l i z i n g them. KILL.CUTTING.-
STRING, f o r example, determines whether t he re 
are any enemy s t r i n g s sepa ra t i ng the group to 
be developed from an ad jacen t f r i e n d l y g roup . 
I f so , i t w i l l t r y t o k i l l one o f them. 
Several o the r DEVELOP.GROUP s u b f u n c t i o n s , e . g . , 
CROSS.SECTOR.LINE and STABILIZE.POTENTIAL.-
TERRITORY, a l so are descr ibed in the examples 
t h a t f o l l o w . 

I f t he re are no v a l u a b l e f r i e n d l y groups i n 
need of development, c o n t r o l passes to 
ATTACK.GROUP. Th is f u n c t i o n cons ide rs the 
v a r i o u s enemy g roups , again ordered by va lue 
and s t a b i l i t y , and a t tempts th rough i t s 
sub func t i ons t o generate s u i t a b l e a t t a c k i n g 
moves aga ins t i t s t a r g e t . Sec t ion 4 p resents a 
d e t a i l e d i l l u s t r a t i o n o f a t t a c k s generated by 
the SHAPE.POINTS s u b f u n c t i o n . 

I f t he re are no a t t a c k a b l e enemy g roups , 
c o n t r o l passes to the remain ing midgame and 
endgame f u n c t i o n s , in the order i n d i c a t e d . 
Thus RUN.TOWARD.DEAD.GROUP is a midgame 
f u n c t i o n t h a t a t tempts to reduce the sca le o f 
cap tu re of a f r i e n d l y g roup . Th is f u n c t i o n may 
be c a l l e d f o r any of i t s groups the program 
cons ide rs to be s t r a t e g i c a l l y dead, i . e . , 
incapab le o f development to the po in t o f 
abso lu te s t a b i l i t y . 

To summarize, the move cho ice process proceeds 
from genera l problems and o p t i o n s to more 
s p e c i f i c ones. The system r e l i e s on the 
expe r t s at each l e v e l to know a good deal about 
the o p t i o n s a v a i l a b l e t h e r e . Th is has two 
consequences. F i r s t , u s u a l l y on ly the best few 
p o s s i b i l i t i e s a t any l e v e l are c o n s i d e r e d . 
Second, i f h igher l e v e l expe r t s have chosen 
p r o p e r l y , then lower l e v e l s a l so need on l y 
cons ider the best more s p e c i f i c o p t i o n s . Thus, 
r e f e r r i n g ahead to Sec t ion 4 , i f REFLEX is 
c o r r e c t i n conc lud ing t h a t a t t h a t p o i n t i n the 
game i t s best o p t i o n i s to a t t a c k , and 
ATTACK.GROUP is c o r r e c t in i t s cho ice o f an 
a p p r o p r i a t e t a r g e t and a s p e c i f i c means of 
a t t a c k , then SHAPE.POINTS need on ly come up 
w i t h the p lays t h a t best c a r r y out t h i s 
h i e r a r c h y o f o b j e c t i v e s i n t h i s s i t u a t i o n . 
There may be o the r c o n s i d e r a t i o n s at a lower 
l e v e l t h a t might improve the f i n a l cho ice 
t h e r e , but t h a t i s the r e s p o n s i b i l i t y o f the 
c r i t i c s a t t h a t l e v e l . Since the f u n c t i o n s a t 
each l e v e l g e n e r a l l y p rov ide an ordered set o f 
c h o i c e s , the c r i t i c s have a l t e r n a t i v e s t o work 
w i t h . And i f the s i t u a t i o n changes, so t h a t 
the s p e c i f i c l o w - l e v e l o b j e c t i v e no longer has 
p r i o r i t y , bo th the s i t u a t i o n a l change and i t s 
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immediate i m p l i c a t i o n s w i l l be p icked up on the 
nex t pass th rough the MOVE-REFLEX c y c l e . 

2 .3 imp lementa t ion 

The INTERIM.2 programs are w r i t t e n in LISP/MTS 
and run on the AMDAHL/470. They compi le i n t o 
about 330k words, use about s i x cpu seconds per 
b l a c k - w h i t e p a i r of moves, and c rea te about 86 
h y p o t h e t i c a l board p o s i t i o n s per move p a i r . 
Real response t ime u s u a l l y is a good b i t f a s t e r 
than t h a t of the program's human opponents. 
For a d d i t i o n a l i n f o r m a t i o n about l enses , webs, 
PROBE, and a l l aspects of the program code, see 
[ 4 ] , [ 5 ] , [ 6 ] , and [ 7 ] , r e s p e c t i v e l y . 

3. OPENING GAME PLAY 

We begin our examples w i t h F i g . 2, which 
showns the f i r s t 45 moves from a n ine -s tone 
handicap game aga ins t a 10 kyu opponent. 
W h i t e ' s f i r s t two moves, and the program's 
responses , form a s t a n d a r d , mu tua l l y e q u i t a b l e , 
s e q u e n t i a l p a t t e r n ( j o s e k i ) . The program p lays 
out such sequences from i n f o r m a t i o n s tored in a 
Josek i l e n s . Th is i s accessed under the 
c o n t r o l o f the PLAY.JOSEKI sub func t i on o f 
LOCAL.URGENT. We inc lude in the program's 
knowledge base on l y a handfu l of the thousands 
of such p a t t e r n s , because we are main ly 
concerned w i t h deve lop ing the program's a b i l i t y 
to analyze s i t u a t i o n s and generate a p p r o p r i a t e 
responses on i t s own. 

With b lack 6 at L3, the program leaves the 
j o s e k i . Black 6 is generated by LOCAL.URGENT, 
because wh i t e 5 undercu ts a b lack p o t e n t i a l 
t e r r i t o r y t o the l e f t o f K4. Black 8 i s 
mo t i va ted by w h i t e ' s jump at 7 to N6. P r i o r to 
w h i t e 7 , the b lack group i n the lower r i g h t i s 
cons ide red s t a b l e , i n pa r t because i t i s 
ad jacen t t o an unthreatened p o t e n t i a l t e r r i t o r y 
( t h e area a long the r i g h t s ide between Q6 and 
Q10). Edge p o t e n t i a l t e r r i t o r y i s cons idered 
secure i f n e i t h e r o f i t s s ide boundar ies i s (1) 
u n d e r c u t , or (2 ) de f i ned by a s i n g l e stone 
f l anked by an enemy stone ( i n which case an 
enemy i n v a s i o n o f the p o t e n t i a l t e r r i t o r y 
w o u l d , s i m u l t a n e o u s l y , t h r e a t e n the boundary 
s t o n e ) , and i f (3 ) t h e r e is no nearby enemy 
stone w i t h access to the ou te r boundary. Th is 
t h i r d c o n d i t i o n i s assessed by de te rm in ing 
whether t h e r e are any enemy webs t h a t c ross 
i n t o the p o t e n t i a l t e r r i t o r y . A f t e r wh i te 7 a t 
N6, MOVE f i n d s t h i s t h i r d c o n d i t i o n v i o l a t e d . 
The p o t e n t i a l t e r r i t o r y i s t h e r e f o r e dec la red 
u n s t a b l e , and t h i s then causes UPDATE.GROUP.-

# Go r a n k i n g is exp la ined in Sec t ion 6. 

STABILITY.ESTIMATES to dec la re the ad jacen t 
b lack group u n s t a b l e . 

When c o n t r o l passes from MOVE to REFLEX, s ince 
t h e r e are no s i g n i f i c a n t LOCAL.URGENT 
s i t u a t i o n s , DEVELOP.GROUP is c a l l e d to 
r e s t a b i l i z e the lower r i g h t b lack g roup . 
F ind ing no good a t t a c k on an ad jacen t enemy 
g roup , DEVELOP.GROUP c a l l s STABILIZE.POTEN
TIAL.TERRITORY in an a t tempt to r e s t a b i l i z e the 
ad jacen t p o t e n t i a l t e r r i t o r y . Th is produces 
the p lay a t Q8, which r e s t a b i l i z e s the 
p o t e n t i a l t e r r i t o r y , u n i t e s the Q4 and Q10 
g roups , and l a y s c l a i m to what is now a r e a l 
t e r r i t o r y a long the s i d e . A f t e r wh i te 9 a t R14 
and b l a c k ' s j o s e k i l e n s response a t 016, wh i t e 
11 at R16 branches o f f i n t o a Josek i not in the 
program's r e p e r t o i r e . Once MOVE has updated 
GAMEMAP, REFLEX c a l l s LOCAL.URGENT, which f i n d s 
t h ree a l e r t s . White 11 t h r e a t e n s b l a c k ' s c l a i m 
t o corner t e r r i t o r y . I t i n i t i a t e s a c o n t a c t 
f i g h t , because w h i t e ' s stone has been played in 
con tac t w i t h one o f b l a c k ' s [ 8 ] . And i t 
c r e a t e s a v i t a l shape p o i n t at Q15. 
Rees tab l i sh i ng the t e r r i t o r i a l c l a im takes 
p r i o r i t y because the t e r r i t o r y i s l a r g e and 
c o n t r i b u t e s to the s t a b i l i t y o f the Q16 g roup . 
T h e r e f o r e , RE.EDGE.LINK i s c a l l e d . Using l e n s 
p a t t e r n data f o r such a l o c a l c o n f i g u r a t i o n , 
RE.EDGE.LINK comes up w i t h two move c a n d i d a t e s , 
R17 and Q17. Of t h e s e , R17 is p r e f e r r e d 
because i t g i v e s wh i t e l e s s room to maneuver. 
R17, however, would set up a l i n k a g e to Q16 
t h a t m i g h t , in some board c o n f i g u r a t i o n s , be 
sub jec t to a success fu l wh i te c u t . Thus 
RE.EDGE.LINK now invokes PROBE, to see whether 
the cu t can be sus ta ined in t h i s c o n t e x t . 
PROBE f i n d s it can no t be , so REFLEX r e t u r n s 
R17 f o r b lack 12. 

White 13 at Q15 a l so t r i g g e r s severa l LOCAL.-
URGENT a l e r t s . The f i r s t p r i o r i t y i s t o 
p r o t e c t R17. Any move proposed is checked by 
PROBE lookahead to see i f i t a l s o secures the 
th rea tened Q16-R17 l i n k a g e . The proposed move 
i s f u r t h e r checked aga ins t two o the r se ts o f 
c r i t e r i a , those a p p l y i n g t o c o n t a c t f i g h t s and 
those f o r p lays around t e r r i t o r i a l boundar ies . 
I n t h i s case , the move f i n a l l y chosen s a t i s f i e s 
both the p r i o r i t y o b j e c t i v e and these o t h e r s as 
w e l l . 

White 15 again t h r e a t e n s to undercut a 
t e r r i t o r y , and so provokes b lack 16 at R11. 
Th is i s a p p r o p r i a t e s ince the opponent i s 
s t ronger than the program, the t e r r i t o r y i s 
l a r g e , and p r o t e c t i n g the t e r r i t o r y he lps keep 
the b lack s ide group s t a b l e . White 17 at S15 
t r i g g e r s a LOCAL.URGENT shape a l e r t , s ince i t 
t h r e a t e n s the f o l l o w u p at S17. The program 
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t h e r e f o r e p lays 18 at S17, to deny w h i t e tha t 
p o i n t . The idea is to preempt and defuse such 
s i t u a t i o n s whenever i t i s l o c a l l y advantageous 
f o r the program to do so. 

With 19, w h i t e invades the program's top 
p o t e n t i a l t e r r i t o r y be fo re i t g e t s too l a r g e 
and secure . The program's response at L17, i t s 
f i r s t bad move, r e s u l t s from a bug. White 21 
a l s o is an e r r o r , however. And now th rough 
b lack 26 the program takes advantage of w h i t e ' s 
e r r o r to r e p a i r i t s own. MOVE upda t ing 
d i s c l o s e s the th rea tened b lack l i n k a g e between 
L17 and 016, and t h i s t r i g g e r s a p r i o r i t y 
LOCAL.URGENT a l e r t . When wh i te 23 t h r e a t e n s to 
reconnect h i s s tones and cap tu re b lack M16, the 
program connects a t L16. I t does t h i s under 
LOCAL.URGENT c o n t r o l , because the PROBE 
lookahead i n d i c a t e s t h a t t h i s s t a r t s a sequence 
t h a t saves t h i s s t one , p r o t e c t s the L17-016 
l i n k a g e , and cap tu res wh i t e M17. M17 is a 
c u t t i n g s t r i n g , and c a p t u r i n g i t u n i t e s the two 
b lack g roups . Thus, when wh i te 25 connects at 
N15, t he program conc ludes the cap tu re sequence 
w i t h b lack 26 at N17. Note t h a t the program 
p lays 24, even though i t s shape c r i t i c 
compla ins about the i n e f f i c i e n t shape i t 
produces, because no o t h e r move ach ieves i t s 
p r i o r i t y o b j e c t i v e . 

White 27 and 29 put no LOCAL.URGENT pressure on 
b l a c k , s o f o r the f i r s t t ime s ince b lack 8 , 
c o n t r o l f a l l s th rough to DEVELOP.GROUP. Now is 
b l a c k ' s chance to take the i n i t i a t i v e . The 
program, however, b e l i e v e s t h a t the whole b lack 
group on the lower r i g h t is u n s t a b l e , so 
CROSS.SECTOR.LINE is c a l l e d , and wastes 28 and 
30 t r y i n g to r e s t a b i l i z e i t . Why does the 
program worry about t h i s group? Because wh i te 
Q2 undercu ts the s u p p o r t i n g t e r r i t o r y . A human 
p laye r can see the i n t e r v e n i n g c o r n e r , which 
m i t i g a t e s t h i s e f f e c t , but the program lacked 
the a p p r o p r i a t e check. As t h i s example 
sugges ts , making e f f e c t i v e use o f the 
i n f o r m a t i o n p rov ided by the sys tem's analogues 
f o r p e r c e p t i o n i s a r e c u r r i n g prob lem. 

Moves 31-34 in the lower l e f t are j o s e k i a g a i n . 
When MOVE updates a f t e r wh i t e 35, however, 
PROBE f i n d s t h a t a l t hough wh i t e E5 does not 
t h r e a t e n any b l ack s t r i n g s o r l i n k a g e s , i t does 
c r e a t e a wh i t e l i n k a g e between F3 and E5 t h a t 
can be c u t . The program c l a s s i f i e s t h i s as an 
easy c u t . The f i r s t move c r e a t e s no new s t r i n g 
and thus does no t lead to c o m p l i c a t i o n s . A 
LOCAL.URGENT a l e r t i s t r i g g e r e d , the program 
p lays b lack 36 at E4, and wh i t e responds at F4. 
The idea here i s to i n t r o d u c e d e f e c t s i n the 
opponen t ' s p o s i t i o n . These d e f e c t s may or may 
no t be u t i l i z e d subsequent ly , depending upon 

the opponent ' s response and the sur round ing 
c o n d i t i o n s . I n t h i s case , a f t e r wh i te 37 the 
program does not cu t at F5 because such a p lay 
would not be supported by any e x i s t i n g b lack 
g roup . Here we see a r e a l l i m i t a t i o n of the 
INTERIM.2 program, the l a c k o f s t r a t e g i c 
a n a l y s i s . A s t rong Go p laye r would have made a 
s t r a t e g i c a n a l y s i s be fo re p l a y i n g 36, found he 
cou ld make no immediate use of the cu t at F5, 
and d e f e r r e d the p repa ra to r y move at E4 u n t i l 
he cou ld see some s t r a t e g i c purpose to the 
sequence. 

White 37 does not produce any LOCAL.URGENT 
a l e r t s , but s ince wh i t e 35 c rea ted a sec to r 
l i n e between E5 and N6, DEVELOP.GROUP c a l l s 
CROSS.SECTOR.LINE, which proposes b lack 38 at 
L6. Th is takes the uns tab le b lack bottom 
cen te r group out across the l i n e . White 39, 
p layed to p r o t e c t the cu t po in t a t F5, 
d e s t a b i l i z e s the lower l e f t b lack p o t e n t i a l 
t e r r i t o r y and g roup , and induces b lack 40 at 
D8. The m o t i v a t i o n s and o p e r a t i o n s are the 
same as those desc r ibed f o r wh i te 7, b lack 8 on 
the r i g h t s i d e . The next four moves are j o s e k i 
a g a i n , f o l l owed by a wh i te s l i d e to B10, at 
which p o i n t the opening t e rm ina tes and the game 
moves i n t o a p r o t r a c t e d midgame f i g h t . 

Summarizing the r e s u l t s o f the p lay t o t h i s 
p o i n t , a l t hough the program has made severa l 
e r r o r s , mos t l y owing t o minor bugs, i t 
nonethe less has secured a l l o f i t s g roups , and 
i t has cen te r i n f l u e n c e , 60-70 p o i n t s o f 
reasonably secure t e r r i t o r y , and prospec ts f o r 
more. White s t i l l has insecure g roups , on l y 
about 15 p o i n t s of secure t e r r i t o r y , and no 
immediate prospects of g a i n i n g much more. Th is 
is a h igh handicap game, so we should expect 
b lack s t i l l to be ahead. But wh i t e can h a r d l y 
be s a t i s f i e d w i t h h i s p rog ress . 

4. MIDGAME SHAPE ATTACKS 

The second sequence we cons ide r s t a r t s from the 
s i t u a t i o n shown in F i g . 3. The sequence 
i t s e l f i s presented i n F i g . 4 . (Move 111 i s 
shown in the f i g u r e as 1 1 , e t c . ) . White 111 at 
M4 t r i g g e r s no LOCAL.URGENT or DEVELOP.GROUP 
a l e r t s , s o c o n t r o l f a l l s th rough t o 
ATTACK.GROUP. There is on l y one a t t a c k a b l e 
c a n d i d a t e , the wh i te group a t the upper r i g h t . 
The program has been making p repa ra to r y moves 
aga ins t t h i s wh i t e group f o r some t i m e , and now 
a t move 112 the program t r i e s f o r the k i l l . 
The wh i t e group has one i n t e r n a l L i b e r t y (eye) 
a t P15, but t o l i v e i t needs e i t h e r t o ge t one 
more, or e l se to connect to some o the r secure 
wh i te g roup . Wi th wh i t e a l r eady bounded and 
enc losed , the a t tempt t o k i l l i s l a r g e l y a 
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SHAPE.POINTS. To understand how shape at tacks 
are made, r e c a l l from Section 2.1 tha t whenever 
any stone is p layed, a shape lens is set up to 
monitor i t s shape-development p o s s i b i l i t i e s . 
The prototype f i e l d s fo r the lens w i l l check 
for s i g n i f i c a n t proximal stones. Take the 
white stone at M14 in F i g . 3. When t h i s stone 
was added at move 99 to the e x i s t i n g white 
group, one of the prototype shape f i e l d s 
checked for a two-stone pat tern at a one-point 
jump from the foca l M14 stone, and found white 
014 and 013. A f i e l d covering t h i s base shape 
of three stones (M14, 014, and 013) was then 
i ns tan t i a ted as par t of the lens moni tor ing the 
l oca l area around M14. Every completed lens 
includes f i e l d s moni tor ing each of the 
recognized base shapes invo lv ing the foca l 
stone. Each f i e l d i s maintained u n t i l i t s 
occupancy precondi t ions are v i o l a ted by a 
subsequent move. Every completed lens also 
l i s t s good moves for developing, and s p o i l i n g , 
the eye po ten t i a l of the board area monitored 
by the lens . Thus in our example SHAPE.POINTS 
can now read o f f wh i t e ' s shape development 
moves, e . g . , M12 and M13, as we l l as the l o c a l 
black shape at tack po in t s . In genera l , the 
more stones in the base shape of a f i e l d , the 
fas ter the empty po in ts in the f i e l d can be 
used to create a good eye, using the eye 
po ten t i a l of a l l the base stones working 
together . The f i n a l shape at tack move is 
chosen on the same p r i n c i p l e , i . e . , i t is the 
move tha t deprives the la rges t possible subset 
of enemy stones of t h e i r eye-forming p o t e n t i a l . 
There present ly is one severe r e s t r i c t i o n on 
permissib le shape a t tack moves. The play 
f i n a l l y chosen must form a connection w i th an 
e x i s t i n g f r i e n d l y group. This is a temporary 
r e s t r i c t i o n , to reduce the p o s s i b i l i t i e s fo r 
compl icat ions, and does not apply to 
eye-destroying moves, e . g . , t h row- ins , played 
ins ide rea l t e r r i t o r y . 

Af ter black N15 and white N14, the dominant 
white lens f i e l d is the one def ined by the 
t r i p l e of M14, N14, and 013. This suggests 
a t tack ing moves at M12 and N12. Both form 
connections w i th black groups, but the lens 
in format ion designates N12 the more severe. It 
destroys wh i t e ' s shape in t h i s area complete ly . 
In a d d i t i o n , N12 also threatens the white 
011-013 l i nkage . Black 114 induces 115 at M12. 
This is the only reasonable move fo r wh i te . 
Black 116 is played from a LOCAL.URGENT a l e r t , 
to save N12. N11 would have been b e t t e r , to 
fu r the r reduce wh i t e ' s shape p o s s i b i l i t i e s , but 
the ear ly INTERIM.2 versions cannot e x p l o i t 
i n te rac t i ons across the top l e v e l REFLEX 
func t ions , in t h i s case across LOCAL.URGENT and 
ATTACK.GROUP. Af te r white 117 at N11, 



LOCAL.URGENT proposes P11, to save the black 
s t r i n g . P12 would have been b e t t e r , but t h i s 
again would requ i re mu l t i p l ex i ng across 
t op - l eve l f unc t i ons . White 119 at L13 both 
cont inues t r y i n g to make shape, and also 
threatens one of the enclosing black l i nkages . 
Black 120 d i r e c t l y blocks an eye, but L11, 
aiming at f a l s i f y i n g the eye and also denying 
white some add i t i ona l shape p o s s i b i l i t i e s , 
would have been b e t t e r . Finding t h i s move 
takes lookahead, however, and the shape a t tack 
system present ly uses PROBE only fo r de te r 
mining safety and connect ion. Af ter the M13, 
P12 exchange, whi te cont inues to t r y to make 
shape wi th 123 at L11. At t h i s p o i n t , black 
has two p o s s i b i l i t i e s , at M10 and K12. The 
program, again not able to c a l l PROBE, plays 
124 at M10, the wrong choice. White 125 at K11 
con t r ibu tes both to h i s shape and h is breakout 
p o s s i b i l i t i e s . Not being capable of s t r a teg i c 
ana l ys i s , the program is compelled to abort the 
shape a t tack at t h i s po in t in order to 
reenclose white w i th 126 at H11. As white 127 
at K13 threatens both to break out and also to 
form an eye, the white group is now secure, and 
the program abandons the a t t ack . 

5. PROBE LOOKAHEAD PRODUCES A KILL 

We conclude w i th an example of the INTERIM.2 
system at i t s bes t . F i g . - 5 shows a midgame 
s i t u a t i o n from a game against a 3 kyu opponent. 

Although white has l o s t a small group around 
F10, he is otherwise in f i ne shape. In 
p a r t i c u l a r , white has enclosed the program's 
top and bottom groups t i g h t l y enough tha t both 
black and white are t r e a t i n g them as 
s t r a t e g i c a l l y dead, incapable of achieving 
absolute s t a b i l i t y . Per F ig . 6 (move 101 
shown as 1, e t c . ) , the program plays i t s next 
move, black 86 , at H13- White ev iden t l y 

regards t h i s move as l o c a l l y i n s i g n i f i c a n t , and 
he plays 87 on the r i g h t s ide . The program 
then plays black 88 at H16, and in the 16 moves 
tha t f o l l ow , not only k i l l s the white 
G19-G18-H18-H17 s t r i n g , but thereby also saves 
h is e n t i r e top group. 

How d id t h i s come about? Ever since w h i t e ' s 
e f f o r t s to save h is F10 stones led to black and 
white plays around G12, the program has been 
reanalyzing the t a c t i c a l s ta tus of the white 
H17 s t r i n g a f t e r every move in the G12 area. 
This is because PROBE prev ious ly had determined 
tha t any change in the s tatus of the empty 
po in ts around G12 might i n v a l i d a t e i t s 
conclusions about the t a c t i c a l secu r i t y of the 
H17 s t r i n g . Therefore i t put those po in ts in 
the re levant po in ts l i s t o f the t a c t i c a l data 
s t ruc tu re associated wi th the H17 s t r i n g , and 
also stored a po in ter to t h i s t a c t i c a l data 
s t ruc tu re w i th each c e l l in the TACTICSBOARD 
corresponding to one of these re levan t p o i n t s . 
Thus, once black has played 86 at H13, on the 
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nex t e n t r y to the MOVE-REFLEX c y c l e , MOVE 
upda t i ng accesses t h i s t a c t i c a l data s t r u c t u r e 
th rough the TACTICSBOARD c e l l f o r H13 and 
passes i t to UPDATE.TACTICAL.ANALYSES. Th is 
t i m e , when PROBE reana lyzes the t a c t i c a l s t a t u s 
of the wh i t e H17 s t r i n g , i t comes up w i t h a 
k i l l i n g sequence. When REFLEX takes c o n t r o l , 
LOCAL.URGENT d i s c o v e r s t h a t an impor tan t enemy 
s t r i n g has j u s t been f lagged as k i l l a b l e , and 
i t r e t u r n s H16, the i n i t i a l move proposed by 
PROBE, as the program's next p l a y . The 
program's performance here is a t the i n te rme
d i a t e amateur l e v e l o r b e t t e r , both i n de tec 
t i n g the o p p o r t u n i t y , and i n f o l l o w i n g t h rough . 

6. OVERALL PROGRAM PERFORMANCE LEVEl 

Human Go p l a y e r s are ranked on a sca le 
c o n s i s t i n g o f about 4 4 u n i t - i n t e r v a l s t e p s , 
l a b e l l e d as f o l l o w s . A t o t a l nov ice i s ranked 
35 k y u . As a p l a y e r ' s s k i l l improves, the 
numer i ca l va lue o f h i s kyu rank ing decreases. 
Thus i n t e r m e d i a t e amateurs c o n v e n t i o n a l l y rank 
from about 5 kyu to 1 k y u . The next rank a f t e r 
1 kyu is 1 dan. Advanced amateur ranks run 
from 1 dan to an upper l i m i t approaching 9 dan. 
P r o f e s s i o n a l p l a y e r s rough ly ove r lap the r eg i on 
from 6 to 9 dan on the amateur s c a l e . 

The groundbreak ing programs of Ryder [ 9 ] and 
Z o b r i s t [ 1 0 ] rank c l ose t o the t o t a l nov ice 
l e v e l . The one game Ryder r e p o r t s was played 
a g a i n s t such a n o v i c e . The program's p lay was 
q u i t e i n t e r e s t i n g a t many p o i n t s , but i t 
e v e n t u a l l y l o s t by a s u b s t a n t i a l marg in . The 
s t r o n g e r o f Z o b r i s t ' s two ve rs i ons achieved a 
rank of about 31 k y u . The f i r s t of our 
programs, INTERIM. 1 [ 4 ] , ranked about 27 k y u . 
The i n i t i a l INTERIM.2 v e r s i o n s , from which the 
examples presented above were t a k e n , rank about 
20 k y u . For an e v a l u a t i o n of an e n t i r e 
INTERIM.2.0 game, see Mann [ 1 1 ] . I n t r o d u c t i o n 
of the PROBE system is respons ib le f o r most of 
the d i f f e r e n c e in p l a y i n g s t r eng th between the 
INTERIM.1 and INTERIM.2 systems. Our c u r r e n t 
v e r s i o n , INTERIM.2.3, which a l l ows m u l t i p l e x i n g 
at t o p REFLEX l e v e l s , ranks around 15 kyu . 

We have desc r i bed the ope ra t i ons t h a t c r e a t e , 
upda te , and use the INTERIM.2 program's 
m u l t i l e v e l r e p r e s e n t a t i o n to p lay Go. We a lso 
have i l l u s t r a t e d the system's performance w i t h 
t h r e e examples from a c t u a l p l a y . As these 
i n d i c a t e , the i n t e r i m ve rs i ons o f the p ro j ec ted 
system produce sus ta ined p l a y , se rv ing 
reasonab le g o a l s , a t approx imate ly the l e v e l o f 
a knowledgeable beg inne r . The system has a 
good way to g o , however, be fore i t can c l a im to 

be an adequate s o l u t i o n to B e r l i n e r ' s AI t ask 
par e x c e l l e n c e . 
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This paper describes the issues involved in building and exploiting individual user models in order to guide the 
per fo rmance of an interactive system. A system called Grundy, that recommends novels to people, is descr ibed 
and analyzed as a forum in which to explore those issues. One of the major techniques exploi ted in Grundy is 
the use of s tereotypes as a mechanism for quickly producing an initial approximation to a model of the user. 
Exper iments w i th the system show that despite the fact that stereotypes are inherently imperfect, thei r use 
does cont ibute significantly to the system's ability to build useful models of its users. 

Introduction 

As computers come to be used by a larger number of 
peop le to help per form a great variety of tasks, it is 
becomming more and more important for them to be 
easy for people to use. There are many factors that 
can cont r ibu te to the case of ir.e of a computer system, 
rang ing f rom the good design of terminals; to the speed 
of the system's response, the appropriateness of its 
response, and the naturalness of its input and output 
languages. Yet another factor that can significantly 
af fect the ease wi th which people can use a system is 
the abi l i ty of the system to tailor its behavior to the 
speci f ic needs of an individual user. It is this aspect of 
the habi tabi l i ty problem than will be discussed in this 
paper . 

In o rder for a system to be able to respond to the 
indiv idual needs of its users, it must have access to 
some kind of model of each user. Because the term 
"user model" can be used to mean several different 
th ings, it is important to specify what we mean by it. 
The th ree major dimensions along which user models 
can be classif ied arc: 

- Are they models of a canonical user or are 
they models of individual users? 

- Are they constructed explicitly by the user 
himself or are they abstracted by the 
system on the basis of the user's behavior? 

- Do they contain short- term, highly specific 
in format ion or longer-term, more general 
information? 

The work described here has concentrated on user 
models in one corner of this space. Models of individual 
users were built because of the facility for 
personal izat ion they provide that is lacking in a 
canonical user model. Implicitly constructed models 
w e r e used because of the inherent inaccuracy and the 
annoyance of requir ing users to construct their own 
models of themselves. The choice of position along the 
t h i r d dimension was much less clear cut. Doth 
s h o r t - t e r m knowledge (such as the topic currently being 
discussed or the goal now being pursued) and long-term 
knowledge (such as the level of the user's knowledge 
about the problem domain or goals that are likely to be 
pursued) can be important to the performance of an 
in te rac t ive system Hut it appeared likely that different 
techniques would be appropriate for dealing with the 
t w o types of knowledge. Models of long-term user 
character is t ics were chosen because very little work 
has been done wi th them, while short term user models 
w e r e already being explored, particularly in the context 
of natural language understanding. So the rest of this 
w o r k wi l l deal explicit ly with the issues involved in 
indiv idual user, implicit, long-term user modeling. 

2. Some Requirements for an Individual-User, 
Implicit, Long-Term User Modeling System 

The model must be built dynamically, as the system is 
in terac t ing wi th the user and performing its task. 
Because the model is to be built implicitly and because 
users do not want to be forced to answer a long list of 
quest ions before they can begin to use the system, it is 
necessary that the system be able to exploit a partially 
cons t ruc ted user model and that it be able to tell, as it 
is per fo rming its major task, when it is appropriate to 
update the user model and how to do so. 

The system should be able to infer as much knowledge 
about the user from a . l ittle information as possible. 
This is important if the user is noi to be required to 
answer a large number of questions about himself. The 
major technique that can be exploited to do this is the 
use of s tereotypes. A stereotype can be activated on 
the basis of a single action and can suggest a large 
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array of likely characteristics of the user. Stereotypes 
serve a function very similar to that of scripts [2]; they 
group together frequently co-occurring events to 
prov ide useful prediction', than can guide the system. 

The User modeling system must be able to cope with 
the uncertainty that will arise from the fact that most of 
wha t It beleives about the user is really just a good 
guess, Because most of the Knowledge about the user 
wi l l be based only on likely inferences drawn from his 
behavior, the system must associate with those 
inferences some measure of how confident it is of them. 
It must also remember the basis for each inference so 
that when conflicts arise (as they are sure to do), it will 
be able to resolve them in some reasonable way. Of 
course, to do this, it must also possess some conflict 
resolut ion rules. In this respect, user modeling systems 
are similar to other probabilistic reasoning systems, 
such as MYCIN [3], 

It rnust be possible to modify the data base of 
s tereotypes so that they will eventually characterize 
the system's users as. accurately as possible. Since it 
wi l l almost never be possible to construct stereotypes 
that are completely accurate and since the stereotypes 
are so important to the function of the system, it is 
important that the system monitor their accuracy and 
change both them and their triggers as warrented by 
the actions of the users. 

3. A Brief Description of Grundy 

In order to have a forum in which to explore these 
issues and to be able to make a convincing case that 
some solutions had been found, it was deemed 
necessary to tackle the issues in the context of a 
specific task domain and actually to build a system into 
which the solutions to the issues could be incorporated. 
The task that was chosen for this experiment is to 
suggest to users novels that they might like to read. 
This is an appropriate domain since a wide variety of 
people read novels, hut they do not all like the same 
ones; and there is enough flexibility in the task that 
knowledge about the individual user can be exploited. 

The novel recommending program, called Grundy, first 
asks one or two questions, on the basis of which it 
begins to build its model of the user, usually by evoking 
one or more stereotypes Then it begins the process of 
recommending novels. Farh time it selects a book, it 
asks the user whether or not he has read it. If he has, 
he is then asked whether he liked it. If he did, Grundy 
can update its model of him on the basis of the known 
characterist ics of the book. If he did not like the book, 
Grundy attempts to find out why not and then to update 
its model of the user appropriately. If, on the other 
hand, the user has nol mad the book, then he is given a 
descr ipt ion of it and then asked whether he thinks he 
would like it. If he thinks he would, Grundy need do 
nothing — it appears to be on the right track. But if he 
thinks he would not like it, Grundy must try to discover 
why not and then to update its model of him. Thus, as 
Grundy interacts with the user, its model of him will 
evolve and begin to contain specific knowledge about 
him, infereed on the basis of his responses, in addition to 
its ear ly beliefs, which were principally based on the 
predict ions of stereotypes. 
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4, The Performance of Grundy 
In order to collect evidence that Grundy is succussfully 
exploi t ing user models, twenty-three people were 
observed using the system. Several aspects of 
Grundy's performance were investigated. 

4 . 1 . Grundy's Success at Recommending Novels 

Although building the ideal novel recommending program 
was not the primary goal of this research, it is 
important to establish that Grundy exhibits some form 
of intelligent action in order to show that the user 
modeling techniques are effective. In order to measure 
the system's success, a small experiment was conducted 
at the end of each conversation Grundy had with a user. 
Some books were selected randomly from the data base 
and then suggested to the user. It was then possible to 
compare Grundy's rate of success at recommending 
books that looked good to the users both when it was 
exploit ing the user model and when it was not. Figure 1 
shows the results of the comparison. It shows the 
number of good suggestions (i.e. the user said he might 
l ike) and the number of bad ones (i.e. the user said he 
would not like) in both the controlled and random 
modes. The data clearly demonstrate that the user 
models do contribute significantly to Grundy's 
performance as a novel recommender. 

CONTROLLED RANDOM 

GOOD 102 54 

BAD 39 60 

Figure 1: GRUNDY's Success Rate 

4.2. Grundy's Success at Building Models of Its Users 

Several attempts were made to test more directly 
Grundy's success at building models of its users, by 
comparing the models built by Grundy to 
self-descript ions provided by the users. This is not a 
perfect measure of Grundy's success, however, because 
people's descriptions of themselves do not tend to be 
very accurate (or even consistent). Despite this, the 
data indicate that Grundy is doing quite a good job at 
building models of its users. This conclusion is not, of 
course, surprising in light of the data on Grundy's 
success at recommending books. 

4.3. Learning in Grundy 

As has already been discussed, it is important that the 
stereotypes and triggers that form the bulk of the 
database of a user modeling system be able to change 
to reflect the actual body of users of the overall 
system. On the other hand, it is important that no single 
user be allowed to have a momentous effect on a 



system's global view of the class of all users. So in 
runn ing Grundy wi th about twenty users, only the most 
commonly invoked stereotypes could be expected to 
change signif icantly. The most frequently activated 
s t e r e o t y p e was the MAN stereotype, and it did show 
in te res t ing and significant change over the period 
Grundy was run. For example, the stereotype initially 
p red ic ted that men would like books that are very 
fas t -mov ing and full of suspense. The values of both of 
those characterist ics decreased considerably on the 
basis of Grundy's experience with its users. Both of 
these changes can easily he explained by the difference 
b e t w e e n the group the stereotype was originally 
in tended to characteri7e (all adult male Americans) and 
the g roup it was actually applied to in practice (some 
adult male intellectuals). The people who used the 
sys tem, although they were men and did seem to like 
fas t -mov ing , excit ing books, also tended to like 
phi losophical novels an I l i terary classics, which tend to 
be much calmer. Thus. by the end of the experiment, 
Grundy had a more accurate picture of the men it was 
encounter ing than it had had at the outset. This 
suggests that the learning mechanisms are capable of 
causing at least some sorts of improvement in the 
s t e r e o t y p e data base of a user modeling system. 

4.4. The Effectiveness of Storootypes 

In looking at the results of GRUNDY's attempts to use 
s te reo t ypes to build useful models of people, one is 
reminded of one important characteristic of stereotypes 
and thus of systems that use them. Although a 
s t e r e o t y p e may of ten provide highly appropriate and 
usefu l informat ion about a person, it is, at best, an 
express ion of a tendency and not an absolute truth. 
One example wil l serve to illustrate this point clearly. 

Severa l s tereotypes in GRUNDY predict that people who 
f i t them wi l l be interested in the conflict 
' ' a r t -vs-sc icncc ' ' . Those predictions caused GRUNDY to 
be l ieve , cor rec t ly , that several users were interested in 
tha t conf l ict and thus. to recommend books involving it. 
But one person, who fit three stereotypes that predict 
an in terest in that conflict said, on the second 
quest ionna i re , that he was definitely not interested in it. 
F igure 2 shows all the situations in which GRUNDY 
be l ieved the user was interested in art-vs-science. 

5. Conclusion 

If one we re to disti l l this thesis into its most essential 
po in ts , there would, I think, be three. 

The f i rs t is the awareness of the potential usefulness of 
user models of this sort. This awareness is just now 
becoming more important as the use of computers 
spreads fu r ther and further into the daily lives of more 
and more people. If this thesis does nothing except 
make people think about building these computer 
systems so that they can better serve their users, this 
e f f o r t wi l l not have been wasted. 

But real iz ing a need and satisfying it are not the same 
th ing . The second significant point of this thesis is that, 
fo r at least one such system, in at least one domain, an 
ind iv idual user model was made to work and to guide a 
per fo rmance system successfully. 

User Stereotypes Predicting Interest Interested? 

4 Intel lectual, Contemplative, Scientist 
6 Intel lectual 
7 Intel lectual, Contemplative 
8 Intel lectual 
9 Contemplative 

10 Intel lectual, Artist 
11 Intel lectual 
13 Intel lectual 
20 Intel lectual 
22 Scientist, Art ist , Contemplative 

Figure 2: An I l lustrat ion of the Fallibility of Stereotypes 

And yet the th i rd contribution, after arguing for 
necess i ty , and demonstrating leg ib i l i t y , is suggesting 
technique. Not only are user models i re fu l and doable, 
speci f ic techniques for building them have been 
deve loped. Although no claim is being made that these 
techniques are the perfect one'., they have been shown 
to be workab le in one domain and extensible to others. 

These three points, the usefulness, the feasibility, and 
the techniques of user modeling, constitute the major 
con t r i bu t i on of this thesis. 

A more detai led discussion of all of the issues that were 
ment ioned in this papers, as well as several that were 
not , including a description of the actual mechanisms 
emp loyed , and a discussion of how to extend the ideas 
to o ther domains, can be found in [1]. 
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a c o l l e c t i o n of ru les desc r ib ing the contex tua l veriants of the 
word. By u n i f y i n g them, ve create a c e n t r a l knowledge s t r u c t u r e 
which can poae sore concise quest ions to d i f f e r e n t i a t e 
contextua l usages, and which superimposes a u n i f y i n g framework 
on a l l poss ib le i n t e r p r e t a t i o n s of s word. 

In f u r t h e r pondering the nature of word expe r t s , i t occurred to 
us that what we are r e a l l y t a l k i n g about is not so such words, 
but ra ther l e x i c a l u n i t s tha t are capable o f c o n t r i b u t i n g 
meaning or s t r uc tu re to s sentence. From t h i s I dea , i t becomes 
c lear tha t we want exper ts not on ly f o r words, but a lso f o r 
common morphemes ( " - i n g " , ' ' - e d " , e t c . ) , and poss ib ly even f o r 
punc tua t ion . The sentence (and a host of o thers l i k e i t , 
s tud ied heav i l y in l i n g u i s t i c s c i r c l e s ) "The man ea t ing 
spaghet t i g rowled . " I l l u s t r a t e s very c l e a r l y the d e s i r a b i l i t y o f 
an - i n g " exper t . Looking to i t s l e f t and r i g h t exper ts (o r the 
concepts they may a l ready have c o n s t r u c t e d ^ - i n g should be 
able to decide how the concepts referenced by men" and "eat ' in 
t h i s sentence best f i t t oge the r . Because o f observat ions l i k e 
t h i s one, we have come to take a broad view of aense experts 
that w i l l a l low mean ing-cont r ibu t ing u n i t s other than words. 

Parser Overview. N a t u r a l l y , adopt ing the word and morpheme 
rather than the r u l e as the base u n i t expressing knowledge leads 
to d i f f e rences in the o rgan isa t i on and c o n t r o l o f the parser . 
Rather than a uni form r u l e i n t e r p r e t e r / a p p l l e r , the Word Expert 
Paraer is more a model of co rou t ine c o n t r o l and 
intercommunicat ion. As we are about to desc r i be , in the Word 
Expert Parser, the parse of each sentence Invo lves the pacing in 
o f a l l requ i red expe r t s , the I n i t i a l i s a t i o n o f community and 
p r i v a t e workspaces, then the c o n t r o l of the numerous exper ts as 
they execute, suspend themselves, ask quest ions of one-another, 
and con t r i bu te fragments of meaning to the f i n a l i n t e r p r e t a t i o n 
of the sentence. Because of i t s o r g a n i s a t i o n , the Word Expert 
Parser must def ine not on ly the s t r u c t u r e and contents of each 
expe r t , but a lso a c o g n l t l v e l y p l aus ib l e c o n t r o l paradigm fo r 
coord ina t ing the expe r t s . 

The body of the paper Is a d e s c r i p t i o n of our present model of 
word experts and t h e i r c o n t r o l . B r i e f l y , each word expert Is s 

Se n e r a t o r - l l k e corout ine whose dec is ion l o g i c is organised as a 
i s c r i m i n a t i o n ne t . Terminals of the net are the d i s t i n c t usages 

of the word ( i t s senses) , wh i l e non- te rmina ls are 
mu l t i p l e - cho i ce quest ions which probe the run- t ime environment. 
Also at each non- termina l node is c o n t r o l i n fo rma t i on desc r ib ing 
what to do In case the quest ion is not yet answerable ( e . g . , 
make an assumption, forward a suggest ion to another e x p e r t , 
suspend t e m p o r a r i l y ) . Meaning rep resen ta t ion of the F ina l 
i n t e r p r e t a t i o n s ( i . e . . the meaning pa t te rns s to red a t the 
te rm ina l nodes of the exper ts ) nas not been an issue in the 
development of the parser to t h i s p o i n t . We p resen t l y use 
predicates tha t are d e s c r i p t i v e of each of the d i f f e r e n t senses 
of the word, and have not made at tempts to develop a cons is ten t 
rep resen ta t i on . Al though the nature of the parser may w e l l be 
a f fec ted by eventual commitments to one p a r t i c u l a r 
r ep resen ta t i on , we have so f a r been able to develop the ideas 
about word expert s t r u c t u r e and con ten t , and about parser 
c o n t r o l w i thout regard f o r the form o f the f i n a l r e p r e s e n t a t i o n . 

We hope to convey our I n t u i t i v e f e e l i n g tha t word l e v e l 
o rgan isa t ion of knowledge about language Is both n a t u r a l and 
power fu l . In a d d i t i o n to d i c t a t i n g an I n t e r e s t i n g s t y l e o f 
parser c o n t r o l , so l v i ng some Important problems about word sense 
ambigu i ty , and addressing the Issue of r e l a t i v e ( r a the r than 
abso lu te) s e l e c t i o n of the most appropr ia te I n t e r p r e t a t i o n of 
each word, the word expert o rgan i sa t i on leads to some other 
I n t e r e s t i n g ideas about language, p a r t i c u l a r l y about language 
l e a r n i n g . We discuss severa l of these ideas in the f i n a l 
■ac t i on . Add i t i ona l d iscuss ion of the Word Expert top ic can be 
found i n ( 6 1 . 1 7 ] . [ 8 ] . and [ 9 1 . 

The "heavy" expert runs. The RUN-ME queue now cons i s t s of 
heavy" and " than. and the expert f o r "heavy" is removed and 
s ta r ted execut ing , since s concept b in Is c u r r e n t l y a c t i v e , 

heavy knows to con t r i bu te I t s conceptual desc r i p t i ons to tha t 
b i n . I f no appropr ia te concept b in Is a c t i v e when an exper t 
runs , i t createa one (es " the almost always doee). I f the word 
descr ibes the same concept as the one preceding it In the 
sentence, on the other hand. I t s expert performs as the "heavy 
expert does here. This f i r s t s tep completed, the word exper t 
must now d i sc r im ina te among the many senses of "heavy and 
resolve on s s ing le c o n t e x t u a l l y accurate word sense. Since i t 
has not yet seen the word to I t s r i g h t (as we h a v e ! ) , i t cannot 
d i sc r im ina te among the senees meaning "having la rge mass , 

being in la rge q u a n t i t y " , o r "be ing ser ious or emo t i ona l " . 

This ambigui ty causes the expert to suspend i t s execut ion 
temporar i l y u n t i l I t has seen the word to i t s r i g h t . For an 
expert to suspend, i t must spec i f y the cond i t i ons upon which I t 
is to be reawakened and the l o c a t i o n in the RUN-ME queue at 
which i t should be p laced. The heavy" expert s p e c i f i e s 
resumption when the word expert to I t s r i g h t te rm ina tes , the end 
of the sentence reached, or a new concept created* Before 
suspending, however, t h i s exper t a lso posts s memo to the 
experts on i t s r i g h t , t e l l i n g them to expect one of the 
conceptual ob jec t types t ha t heavy" could descr ibe ( e . g . . 
abstract ob jec t ) . Expectat ions In the model are t r ea ted 

d i f f e r e n t l y from c o n s t r a i n t s — they prov ide guidance but are 
not b i n d i n g . The heavy" expert is now suspended, and the 
execut ion s ta te of the model corresponds to Figure 1. 

The resumption of suspended word expert proceeses is through 
spontaneous mechanisms which respond to both conceptual 
i n fo rmat ion and changes in the c o n t r o l s ta tes of model 
processes. The r e s t a r t cond i t i ons may be qu i t e complex in 
genera l , snd hsve been modeled a f t e r the spontaneous 
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computations of Riager [12 ] . When a ree te r t cond i t ion involves 
process c o n t r o l s t a t e s , I t is ca l l ed a con t ro l s ta te demon. For 
c o n t r o l s ta te demons to be p r a c t i c a b l e , — 1 — c e n t r a l " tableau of 
i n fo rmat ion about the con t ro l s t ruc tu res of the model must be 
main ta ined. In the Word Expert Parser, the b u l l e t i n board is 
the center of t h i s con t r o l knowledge: Contro l—ff ts te 
desc r i p t i ons of word exper t s , the pareer i t s e l f , and the concept 
bins are de l ineated on the b u l l e t i n board. In a d d i t i o n , the 
model 's expec ta t ions , such as those cont r ibu ted by the "heevv" 
expert above, are posted on t h i s board. By making t h i s 
knowledge of process ava i l ab le to the word exper ts , con t ro l 
s ta tes and expectat ions of var ious model components can a f f e c t 
the execut ion of the o the rs . 

The " r a i n " expert runs. Processing now continues w i th the expert 
For rain which has become the first on RUN-ME. This expert 
process con t r ibu tes i t s conceptual in format ion to the e x i s t i n g 
concept b i n . and as a consequence of "heavy" 's expectat ions and 

r a i n 's simple usage, immediately determines i t s sense and 
te rmina tes . Terminat ion of " r a i n ' causes the spontaneous 
resumption of the "heavy" exper t , which continues processing 
where it l e f t o f f . Since two of "heavy" 's three senses become 
meaningless in descr ib ing r a i n , the "heavy" expert resolves upon 

being in large quan t i t y and terminates. This causes the 
model 's s ing le concept b in to c l ose , completing the parse. 

The c o n t r o l p o s s i b i l i t i e s are c l e a r l y qu i te complex, and the 
processing is not. ,always going to g ive as c lear and successful 
parse as It d id on the heavy r a i n . However, the Word Expert 
Parser is a model of cogn i t i ve processing, and as such, the 
s ta te of the parser a f t e r incomplete processing must be of 
psycho log ica l appeal . The parser 's act ions on ambiguous input 
(ext remely rare when conaldered con tex tua l l y ) demonstrates i t s 
cogency — the end r e s u l t would be a c o l l e c t i o n of p a r t i a l l y 
completed suspended processes, coupled w i th a set of reawakening 
cond i t i ons spec i f y ing the reasons for the ambiguity ( a c t u a l l y , 
the requirements for i t s r e s o l u t i o n ) . 

3 .2 . Workspace Representat ion 

The sentence l e v e l and concept l e v e l workspaces of the model are 
represented as p a r t i t i o n s of a PLANNER-like assoc ia t i ve 
database. The data In a b in of e i t h e r workspace is there fore 
access ib le by any of I t s con ten ts , and in f a c t , dec la ra t i ve 
representa t ions can be re t r i eved assoc ia t i ve l y from any b i n . 
Descr ip tors of a p a r t i c u l a r conceptual object can be accessed by 
the I n t e r n a l name of the concept ( i t s b i n ) , and more 
s i g n i f i c a n t l y , the ob jec ts in the concept - leve l are r e t r i evab le 
by t h e i r d e s c r i p t i o n s . In t h i s way, a word expert determines 
the nature of any concepts in the workspace that could in f luence 
I t s a c t i o n s . 

The Sentence Level Workspace. In the i n i t i a l s ta te of the 
parser:—The word bins conta in two" pieces of in format ion — the 
l i t e r a l word corresponding to the name given it by the parser 
( e . g . , " t h e " fo r W0RD1) and the l e f t and r i g h t neighbors of the 
word in the input sentence. These word bins acquire a more 
sub t le and i n t e r e s t i n g r o l e , however, es the word expert 
processes are i n i t i a l i s e d . At t h i s p o i n t , each word b in 
conta ins the r e s t a r t i n fo rmat ion (stack frame [13]) fo r the 
procees, i nc l ud ing I t s l oca l var iab les and b ind ings , and 
I n s t r u c t i o n p o i n t e r . By represent ing t h i s in format ion in the 
word b i n s , a word expert can e a s i l y cons t ra in another by simply 
a l t e r i n g I t s l o c a l va r iab les o r the place that I t s t a r t s (or 
resumes; execu t i on . * 

The Concept Level Workspace. Each concept in the Paraer has a 
Type which determin ing kind of in fo rmat ion found in i t s 
concept b i n . The parser counts three such conceptual ob ject 
t ypes , p i c t u r e s , s e t t i n g s , and events. A p i c tu re concept [14] 
involves physical and abstract and objects and t he i r desc r i p t i ons . 
A s e t t i n g Is a t ime , l o c a t i o n , situation. The c reat ion of a 
s e t t i n g is f r equen t l y Introduced by a p repos i t i on In the 
sentence. For example, " i n the morning' in the house , and 
" I n t r o u b l e " are examples of t ime , l o c a t i o n , and s i t u a t i o n 
examples ( r e s p e c t i v e l y ) of s e t t i n g concepts. Event concepts 
cons is t of conceptual case schemata. 

The B u l l e t i n Board. Posted on the b u l l e t i n board is a collection 
of control state information about the processing by the model. 
The process s ta te of each word expert in the model, the statue 
of each conceptual o b j e c t , and • d e s c r i p t i o n of the state of the 
e n t i r e parser are found on t h i s board. Any spontaneous 
computat ion t r i gge red by tome i n d i c a t i o n of con t ro l s ta te is 
a t tached to a memo post ing func t i on (or server [15]) on the data 
channel to the b u l l e t i n board. 

are based on l owe r - l eve l descriptions of OPEN or CLOSED 
concept s t a t e s . A concept can be UNOPEN, OPEN, or CLOSED, 
depending on i t s s ta te of complet ion. Word experts 
processes and are there fore described by the states inactive, 
SUSPENDED, and TERMINATED. As work on the descriptions w i l l 
cont inues ( 1 6 ) . ref inements o f these s ta te descr ip t ions w i l l 
emerge, c l a r i f y i n g the s t rength of our work as s process model 
of human c o g n i t i v e behavior. 

*The modu la r i t y of the experts requaries that 
man ipu la t ion o f r e s t e r t po in te rs be c a r e f u l l y exp l i c i t y s ta tes 
word expert conta ins a desc r i p t i ve header that e x p l i c i t l y states 

3.3. Word Sense Discr iminat ion Experts 

The p r i n c i p a l knowledge s t ruc tu re in the Word Expert Perser is 
the word sense d i s c r i m i n a t i o n exper t . A word expert is a 
representa t ion of the l i n g u i s t i c knowledge (procedure l ) needed 
to disambiguate the meaning of a s ing le word In any con tex t . A 
word's context Includes both s e n t e n t i a l and conceptual 
in fo rmat ion — not only are the Immediate l e x i c a l neighbors of s 
word Impor tant , but conceptual knowledge of the e n t i r e t e x t and 
even the phys ica l wor ld are f requen t l y c r u c i a l in underatandlng 
i t . A word expert performs i t s d i s c r i m i n a t i o n processing by 
asking con tex t - re l a ted questions of the var ious components or 
the pareer or the s tory comprehension model In which i t is 
embedded (see [7 ] and [8 ] about the GRIND etory underatandlng 
model). 

The Important aspects of s word expert are the questions that it 
asks (and of whom it asks them) and the ac t ions that it performs 
upon rece iv ing the answers. Sometimes an ac t i on is taken 
because no answers were fo r thcoming, namely, suspending 
execut ion u n t i l the in fo rmat ion i s ava i l ab l e o r u n t i l c o n t r o l 
s ta tes are reached a t which po in t the a v a i l a b i l i t y i s l i k e l y (o r 
n o n - a v a i l a b i l i t y is s i g n i f i c a n t ) . Other word expert ac t ions 
Include c rea t i ng and b u i l d i n g up concepts, cons t ra in ing other 
exper ts , post ing expectat ions on the b u l l e t i n board, and 
charging the con t r o l s ta te of the pareer . 

3 . 3 . 1 . Word Expert S t ruc tu re 

Each word expert e x i s t s In two forms in the model — a 
dec la ra t i ve representa t ion which is a d i rec ted acyc l i c graph and 
ca l led e word senee d i sc r im ina t i on network (o r sense n e t ) , and a 
procedural representat ions l ike—a conniver generator (or stack 
group [17 ] ) which is ca l l ed a word expert process. Both 
repreeentat lons are b r i e f l y d iscussed here, ana than raisons 
d ' e t r e exp la ined . 

Network Representat ion. A word sense d i s c r i m i n a t i o n network is a 
graphic representations of the contex tua l disambiguat ion of a 
s ing le word. This s t r uc tu re was mot ivated by the cen t r a l 
t h e o r e t i c a l no t i on of the sense net theory of language, tha t 
each word of Engl ish ca r r i es w i t h I t the in fo rmat ion necaaaaary 
to determine i t s contextua l meaning. Each node in a aenee net 
represents an ordered set of dec is ions that converge on e s ing le 
appropr ia te sense of a word. 

An example network f o r "deep" is shown In Figure 2, and ehows 
several of i t s senses. The f i r s t two questions of the network 
src a imed e t determining I f "deep" denotes an ob jec t ( t h e 
deep") or e d e s c r i p t i o n ( e . g . , " the deep thought ). Aa a 
quest ion lr answered, one branch of the graph is favored over 
o the rs , end the number of poss ib le senses of a word Is reduced. 
F i n a l l y , a te rmina l node is reached, end e s ing le word sense 
chosen. 

The p o s s i b i l i t y a r i ses that a quest ion cannot be answered 
because i t depends on in fo rmat ion from other networks tha t is 
not yet a v a i l a b l e , in euch e case, a sense net must remember 
i t s l o c a t i o n in the graph and wai t f o r the i n fo rma t ion i t needs 
to cont inue. Another eepect of i n te r -ne twork a c t i v i t y is when e 
sense net determines cons t ra in t s on another — a network w a i t i n g 
f o r ce r t a i n data i s t o l d to r ee te r t a t l t a root node, o r t o l d to 
resume at a d i f f e r e n t node than it expects . The In f luence of 
one senee net on another r e f l e c t s the c r u c i a l con tex tua l nature 



of t h e i r word sense disanbiguation tasks . 

Process Representa t ion. The Word Expert Paraer compiles each 
sense—discriminat ions network i n t o an executable process when i t 
Is f i r s t c a l l e d to perform I t s t ask . Although every word expert 
has a representations as a sense network, t h i s graphic 
repreaenta t ion lacks important aspects of a t rue executable 
expert process. In p a r t i c u l a r , whereas the d e t a i l s of an 
e x p e r t ' s suspension and resumpt ion, or i n t e r a c t i o n s w i t h other 
exper ts , may seem i r r e l e v a n t at c e r t a i n l e v e l s of exp lana t i on , 
they are in r e a l i t y qu i t e s i g n i f i c a n t to the view of the parser 
as a process model of human language a n a l y s i s . The network 
represen ta t ion a lso f a l l s to capture the important s i d e - e f f e c t 
ac t ions performed by an e x p e r t . The s t r u c t u r e and execut ion of 
word experta the re fo re w i l l be o u t l i n e d through the process 
r ep resen t s t l on . Use of an e x p e r t ' s i m p l i c i t graph s t r uc tu re as 
a metaphor, however, w i l l c e r t a i n l y be u a e f u l . 

The compi la t ion of a word expert is s i g n i f i c a n t in that c e r t a i n 
nodes of a sense network may be pruned away before It becomes an 
expert process. In t h i s way, con tex tua l In fo rmat ion about the 
p lo t o f a s t o r y , i t s cha rac te rs , the cur rent focua (aee U S ] ) , 
and so f o r t h , can be used to e l im ina te a word 's i r r e l e v a n t 
senses. In reading " the sh ip c r u i s e d ' in a n ine teenth century 
s t o r y , f o r example, a aenae of " s h i p " denot ing something which 
t r a v e l s between p lanets can be pruned away immediate ly . Cer ta in 
cons t ra in t s cannot be made a p r i o r i , however, and In such cases, 
an a l ready compiled proceas must be manipu la ted. 

Word expert processes are implemented in the model in a manner 
resembling CONNIVER genera to rs . They can be suspended in the 
middle of execut ion and resumed spontaneously according to a 
v a r i e t y of t r i g g e r p a t t e r n s . These inc lude not on ly the 
standard pa t te rns of conceptual da ta , but data about the c o n t r o l 
s ta tes of other processes as w e l l . Processes can commmunicate 
by a f f e c t i n g the l o c a l va r i ab les of another , I nc l ud ing thoae 
which t e l l the process where to s t a r t (o r resume) execu t ion . 
This e f f e c t i v e l y prunes the i m p l i c i t graph s t r uc tu re of the 
expe r t . Word expert processes a lso provide In fo rmat ion to other 
experts by pos t ing c o n t r o l data and expecta t ions on the cen t r a l 
b u l l e t i n board. 

3 .3 .2 . What Word Experts Can Do 
_____________________________________ 

The ro l e and s i g n i f i c a n c e of word exper ts in the model are most 
e a s i l y understood through an examinat ion of both t h e i r i n t e r n a l 
ac t ions l i k e the queatlona they ask , and t h e i r side e f f e c t s , 
ac t ions that a f f e c t the res t of the model. A word expert can 
ask quest ions about the other words of the sentence, concepts 
In t roduced , expec ta t i ons , the c o n t r o l s t a te o f the parser , o r 
the c o n t r o l s ta tes of o ther expe r t s . An exper t can a f f e c t the 
data found In word b i n s , concept b i n s , the b u l l e t i n board, and 
the process r e a t a r t queue of spontaneous computat ions. 

I n t e r n a l Proceas A c t i o n s . The fundamental i n t e r n a l ac t ions of a 
word expert " are questions-asking and branch ing. One of the 
Important c o n t r i b u t i o n s expected In development of the Word 
Expert Parser Is the taxonomy of con tex t -p rob ing quest ions aaked 
by expe r t s . The nature of some of these quest ions Is emerging 
and is of severa l v a r i e t i e s — l e x i c a l , conceptua l , g l o b a l , and 
c o n t r o l . This l a s t category cons is ts of quest ions about the 
s ta te o f the c o g n i t i v e processing task thus f a r , 
r e p r e s e n t a t i o n a l l y encompassing the s ta tes of word expe r t s , the 
paraer s t a t e , and the a ta tes of the b i ne . 

The existances of a p a r t i c u l a r word to the immediate l e f t or 
r i g h t of e g iven word can o f t en d i s c r i m i n a t e among i t s senses. 
A word expert asks about the nature of the words a r b i t r a r i l y f a r 
to i t s l e f t and r i g h t in the aentence. Furthermore, I t can ask 
about a word's senses ( i n t o t a l i t y or only those s t i l l 
remaining) through the word s conceptual ca tego r i es , aubclaaaes 
of these ca tego r i es , or the e x p l i c i t names g iven to i t s senses. 
When a word expert is cons t ra ined , the pruning may be done along 
any of these same dimensions. 

Conceptual In fo rmat ion Is usua l l y very Important in 
d i s c r i m i n a t i n g among word senses, as are the posted e x p e c t a t i o n 
about t h i s i n f o rma t i on . The concept b in to which the execut ing 
procesa con t r i bu tes a lso conta ins conceptual data from other 
experta which la o f ten c r u c i a l to understanding the cur ren t 
word. A simple example was given in the model overv iew, when 
the "heavy" expert needed In fo rma t i on from its own concept b in 
( i . e . , data regarding " ra in ' * ) before I t cou ld determine the 
co r rec t sense. The concepts to the l e f t and r i g h t of the ac t i ve 
concept are use fu l in the same way. I t la l i k e l y , however, tha t 
in the i n i t i a l l e f t to r i g h t acan o f the aentence, concept blna 
to the r i g h t of a g iven one may not yet e x i s t . This f a c t 
i nd i ca tes tha t a s t r i c t ordered scan of a aentence la s u f f i c i e n t 
to parse I t on ly I f no expert needs i n fo rma t i on from concepts to 
I t s r i g h t . The o rgan isa t i on of the Word Expert Parser there fo re 
supports our common sense institution about conceptual pars ing by 
humans. 

The Word Expert Parser Is embedded w i t h i n the GRIND s to ry 
comprehension model, and as such, haa access to the g loba l wor ld 
of a , c h i l d r e n ' s s t o r y . Relevant aspects inc lude the 
p e r s o n a l l t l e a of the cha rac te rs , i n t e r a c t i o n s among cha rac te rs , 
the p lo t l i n e , anaphoric re fe rences , and cu r ren t f o c i o f 
i n t e r e s t . The p l o t o f a medieval s t o r y , f o r example, might t e l l 
the reader t h a t " k n i g h t s " , * l o r d s "maide' ' , and workers" take 
c e r t a i n s t r ic t i n t e r p r e t a t i o n s In l o c a l con tex ta . Or the focua 
of understanding In a s t o r y might be the Algonquin Round Table , 
In which caae the deep ought to be i n t e r p r e t e d as r e f e r r i n g to 
thoae i n t e l l i g e n t persona who r e g u l a r l y ate lunch together at 
tha t h o t e l . Global context s i g n i f i c a n t l y in f luences the 
underatandlng o f c e r t a i n sentences o f t e x t e . 

Contro l State Desc r i p t i ons . A new and important aspect of the 
word—Exper t pa rse r i s t ha t con t r o l i n fo rmat ion i s access ib le to 
(and o f ten used bv) the d i s c r i m i n a t i o n processes. The fac t tha t 
the expert to the immediate l e f t of the execut ing expert is 
suspended, or that the expert to i t s r i g h t has not yet executed, 
i s o f ten the cen t ra l datum enabl ing i t s successful t e rm ina t i on . 
The s ta te of a concept b in is a lso uaefu l i n f o r m a t i o n , 

Pa r t i c u l a r l y in dec id ing where one concept ends and the next 
eg ins . A concept b in is cloaed on ly when the conceptual no t i on 

i t represents is complete; t ha t i s , when a change in i t s date 
requi res the kind of severe beckt rack ing tha t humans perform 
extremely r a r e l y (on so -ca l l ed "garden p a t h s ' ) . In the exemple 
parae of " the heavy r a i n " , the con t r o l s ta te of the paraer elded 
the execut ions of the "heavv" and " r a i n " exper ts . Cont ro l s ta te 
knowledge is fundamental to the successfu l conceptual ana lys is 
of most sentences. In both the i n t e r n a l nature or the expert 
processes and t h e i r r e l a t i o n s h i p to the e n t i r e model (suspension 
and resumpt ion) , the se l f -examin ing knowledge of c o n t r o l f low 
and processing s ta tes is fundamental. 

Process Side E f f e c t s . Conceptual ana lys is is an inherent par t of 
na tu ra l language understandlng but not the whole p a r t . As auch, 
word sense d i sc im ina t i on by the Word Expert Parser must provide 
the in fo rmat ion i t acquires to other components of s large 
understanding model to complete the t ask . A s s i m i l a t i o n of new 
data i n t o a p i c t u r e of the world (see [19] fo r a d iscuss ion of 
modeling b e l i e f systems) by making the necessary i n fe rences , 
d isambiguat ing re fe rences , and so f o r t h (see [ 8 ] ) , c o n s t i t u t e 
the other face ts of understanding a t e x t . The s ide e f f e c t s of 
the processing by a word expert provide the i n fo rma t ion requ i red 
f o r f u r t h e r stages in the conceptual ana lys is phase of 
understanding, as wel l as conceptual data f o r the subsequent 
phases. 

Conceptual knowledge is augmented by c rea t i ng new concepts and 
s t o r i n g new fac ts about o ld concepts, A word e x p e r t s f i r s t 
task is to determine the conceptual no t ion to which i t 
c o n t r i b u t e s . I f a concept b in Is a c t i v e at the t ime , the expert 
could choose to con t r i bu te to i t . This would mean that the word 
i t is t r y i n g to disambiguate p a r t i c i p a t e s in the same concept as 
the word to i t s l e f t In the sentence. I f no concept b in is 
a c t i v e , or i f the expert determines that i t s word s t a r t s a new 
concept anyway, the word expert would open an new one. It is 
poss ib le ( i n c e r t a i n circumstances l i k e l y ) that an expert would 
not know which bin to con t r i bu te to — in t h i s case i t would 
suspend i t s execut ion u n t i l the expert to I t s r i g h t has executed 
( t h i s i s usua l l y enough). 

When a word expert has determined i t s concept, it may s tore 
fac ts t he re . I f i t opens the b in i t s e l f , I t must prov ide a type 
( p i c t u r e , s e t t i n g , or event) to the b i n . Otherwise, i t ma> 
provide the concept 's c l ass , or augment i t s d e s c r i p t o r . An 
expert that completes a concept may close i t s concept b i n , 
I n d i c a t i n g that i t s word is the l a s t ( r i gh tmos t ) one 
c o n t r i b u t i n g t o that concept. I f a l l experts p a r t i c i p a t i n g i n 
the concept have not yet terminated when one of them attempts to 
close i t , however, the model w i l l p lant a demon to c lose the b in 
when the l a s t of the re levant experts te rmina tes . 

A word expert a lso a f f e c t s c e r t a i n i n t e r n a l data s t r u c t u r e s , 
uaefu l so le l y by the paraer . These are extremely important and 
inc lude suspending i t s e l f and cons t ra in ing other expe r ta . The 
example execut ion of " the deep p i t " (aee below) demonstrates 
t h i s cons t ra in ing ac t i on — since ne i the r "deep" nor " p i t " can 
determine i t s co r rec t sense on the f i r s t t r y , "deep f i n a l l y 
t e l l s " p i t " to be one of the th ings tha t "deep can deac r ibe , 
namely, a hole in the ground or a person. It does t h i s by 
changing the place in " p i t " network where i t begins execu t i on , 
thus staking I t be l ieve tha t i t had success fu l l y d i sc r im ina ted 
f a r t h e r than i t r e a l l y had. A f t e r c o n s t r a i n i n g i t I n t h i s way, 
the parse cen complete. If " p i t " had not yet been compi led, the 
sense net i t s e l f could have been pruned before c o m p i l a t i o n . 

An expert suspends I t s execut ion i f the model 's lack of c e r t a i n 
in fo rmat ion keeps i t from proceeding. When t h i s occurs , the 
expert stops execut ion end p lsn ts a demon to wake It up when the 
f a c t it needs becomes a v a i l a b l e . Theae f a c t a can be of any 
v a r i e t y , I nc lud ing data regarding the s ta tea o f o ther processes. 
A t y p i c a l suspenaion cons is ts of an expert process needing 
something from a not -ye t -executed process to i t s r i g h t , and 
wa i t i ng u n t i l i t haa executed (SUSPENDED or TERMINATED) to 
resume. Another example In " i n the morning" Invo lves e s e t t i n g , 
where the i n " network wa i ts u n t i l a p i c t u r e b in Is c losed 
before i t resumes. At tha t t ime , i t can complete i ts own 
s e t t i n g concept, knowing the c lass and d e e c r i p t i o n of the 
p i c t u r e to Its r i g h t . As a r e a u l t of theae suspensions and 
Bpontaneous resumptions. the range of c o n t r o l f lows in the 
conceptual ana lys is model is wide and complex — our conf idence 
in the model 's cogency is only strengthened by t h i s v a r l e t y . 
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3.4 . Example: " t h e deep p i t " 

The Word Expert Parser is I l l u s t r a t e d below through the example 
phrase the deep p i t . An ac tua l t race of the p a r s e r ' s 
execu t i on is p resen ted , accompanied in the r igh thond column by 
some exp lana to r y a n n o t a t i o n s . The example phrase causes the 
c r e a t i o n of a s i n g l e concept of type " p i c t u r e " . The word sense 
ambigu i ty of the component words causes a number of exper t 
suspensions and resumpt ions , demonst ra t ing the s t r e n g t h of the 
sys tem.* 

Execut ion of " t he deep p i t " is an i n t e r e s t i n g example of the 
comp lex i t y . , of c o n t r o l f l ow in the Word Expert Parser . Since 
both "deep and " p i t " have more than a s i n g l e sense, they must 
exchange pieces of I n f o r m a t i o n about themselves before e i t h e r 
can succeed at de te rm in ing I t s sense. 

EVAL: (%PARSE: THE DEEP PIT) 
CONTROL-STATE: NEW-SENTENCE 
VALUE: T 

EXECUTING 'THE' EXPERT: WORD 1 
*****TRANSLATING SENSE EXPERT FOR W0RD1 
**EXPERT COMPILE TIME: 56 
**OPTIMIZATION TIME: 1237 
*****EXPERT FOR W0RD1 TRANSLATED 
— - > AT NODE: Nl 
NEW CONCEPT: CONCEPT 1 TYPE: PICTURE 
CONTROL STATE: PICTURE-CONSTRUCTION 
EXPERT TERMINATED: W0RD1 

EXECUTING 'DEEP' EXPERT: W0RD2 
*****TRANSLATING SENSE EXPERT FOR W0RD2 
♦♦EXPERT COMPILE TIME: 281 
**OPTIMIZATION TIME: 5808 
♦••••EXPERT FOR W0RD2 TRANSLATED 
--> AT NODE: NO 
—— > AT NODE: Nl 
EXPERT SUSPENDED: WORD2 

EXECUTING ' P I T ' EXPERT: WORD3 
*****TRANSLATING SENSE EXPERT FOR W0RD3 
**EXPERT COMPILE TIME: 307 
••OPTIMIZATION TIME: 5852 
•••••EXPERT FOR W0RD3 TRANSLATED 
- — - > AT NODE: NO 
—— > AT NODE: Nl 
—> AT NODE: N2 

**RESTART DEMON FOR W0RD2 TRIGGERED: 
• (*EXPERT-STATE* W0RD3 SUSPENDED) 
••EXPERT FOR WORD2 QUEUED FIRST 

EXPERT SUSPENDED: WORD3 

EXECUTING 'DEEP' EXPERT: WORD2 
- — > AT NODE: Nl 
— - > AT NODE: N4 

••RESTART DEMON FOR W0RD3 TRIGGERED: 
* (•EXPERT-STATE* WORD2 SUSPENDED) 
••EXPERT FOR WORD3 QUEUED LAST 

EXPERT SUSPENDED: WORD2 

EXECUTING ' P I T ' EXPERT: WORD3 
--> AT NODE: N2 
——> AT NODE: N3 
CONTROL STATE: UNKNOWN 

**RESTART DEMON FOR WORD2 TRIGGERED: 
• (*EXPERT-STATE* W0RD3 TERMINATED) 
♦♦EXPERT FOR W0RD2 QUEUED FIRST 

EXPERT TERMINATED: WORD3 

EXECUTING 'DEEP' EXPERT: WORD2 
—> AT NODE: Nl 
— - > AT NODE: N3 

——> AT NODE: N2 
EXPERT TERMINATED: W0RD2 
CONCEPT CLOSED: CONCEPT ! 

VALUE: T 

EVAL: (ZSCAN •CONCEPT 1) 

*DESCRIP* (SIZE-DIMENSION DEPTH) W0RD2) 
*DESCRIP* (SIZE URGE) WORD2) 
*DESCRIP* (VOLUME-TYPE HOLE-IN-GROUND) W0RD3) 
*DESCRIP* (CLASS VOLUME) W0RD3) 
*DESCRIP* DETERMINATE WORD1) 
*CONCEPT-CLASS* VOLUME) 
*CONCEPT-TYPE* PICTURE) 

VALUE: CONCEPT 1 

*Execut ion t races of the Word Expert Parser are available from 
the au tho rs . A l l examples re exper t in t h i s paper as wel l 
l a t e r examples of f u l l sentence parses pe 
r e q u e s t . 

The ZPARSE f u n c t i o n i n i t i a l i z e s the parser workspace by 
r e t r i e v i n g ( f rom a d i s k f i l e ) the word exper ts f o r the input 
phrase, and c r e a t i n g f o r each one an assoc ia ted data r e p o s i t o r y 
c a l l e d a "word b i n " . Each word exper t Is p laced on the RUN-ME 
queue, and then executed in t u r n , w i t h the expe r t s themselves 
e v e n t u a l l y de te rm in ing the f l o w o f c o n t r o l i n the model . 

The word exper t f o r t h e " is t r a n s l a t e d from a network 
r e p r e s e n t a t i o n i n t o a c o r o u t i n e , which i s then execu ted . I t 
creates a new contracts concept of type PICTURE, changes the pa 
to PICTURE-CONSTRUCTION, and t e r m i n a t e s . 

raer s ta te 

The deep expert it t rans la ted and s ta r ted execut ing . A f t e r a 
short t ime, however, i t needs In fo rmat ion from the word expert 
to i t s r i g h t . Since the p i t expert has not yet run at a l l , 
deep temporar i l y suspends execut ion u n t i l " p i t ' s word expert 

has SUSPENDED or TERMINATED. Although permi t ted to do t o , 
deep" posts no expectat ions and makes no c o n s t r a i n t s , thereby 

insur ing that the expert f o r " p i t " has f u l l freedom. 

Resumed by the suspension of the " p i t " exper t , the "deep" expert 
now says: "I gave the word to my r i g h t a chance to be what it 
wanted and It had no Idea. Now I ' l l cons t ra in it to be 
something that I can describe — a hole in the ground or a 
person." At h is p o i n t , t h e r e f o r e , "deep" const ra ins " p i t " and 
suspends i t s e l f u n t i l " p i t " te rminates . Since " p i t " was wa i t i ng 
fo r exac t ly t h i s sor t o f a c t i v i t y , one of i t s r e s t a r t demons 
f i r e s , and the word expert f o r " p i t " ia queued up* 

P i t now runs f o r the l a s t t ime , i t s cons t ra in t s focusing the 
d i s c r i m i n a t i o n . Since " p i t " terminates, the r e s t a r t demon fo r 

deep is t r i g g e r e d , and deep" is queued. 

F i n a l l y , deep runs f o r the l a s t t ime , te rm ina t ing w i t h the 
sense of large volume". Although " p i t " t r i e d to c lose i t s 
concept b i n , "deep" s t i l l had not te rm ina ted , and so a demon was 
planted to close the concept when "deep" f i n i s h e d . Thus, the 
p i c tu re concept is now closed and the parse complete. 

As the Word Expert Parser analyzed the input phrase, it created 
and augmented a data repos i to ry of conceptual I n f o rma t i on . This 
"concept b i n " contains desc r i p t i on of the meaning content of the 
phrase as we l l as var ious pieces of c o n t r o l s ta te da ta . The 
concept b in f o r " the deep p i t ' is c a l l e d C0NCEPT1 and conta ins 
several deacr ip to rs which together descr ibe a la rge volume of 
a i r in the ground. 
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4• Summary and Conclusions 

We have mapped out a theory of o r g a n i z a t i o n and c o n t r o l f o r a 
meaning-based language unders tand ing system. In t h i s t heo ry 
words , r a t h e r than r u l e s , a re the u n i t s o f knowledge, and assuae 
the form o f p rocedu ra l e n t i t l e s which execute as g e n e r a t o r - l i k e 
c o r o u t i n e s . Pars ing a sentence In con tex t demands a c o n t r o l 
environment In which these expe r t s can ask ques t i ons of each 
o t h e r , fo rward h i n t s and suggest ions to each o t h e r , and suspend. 
Our t heo ry Is a c o g n i t i v e theory of both language r e p r e s e n t a t i o n 
and parser c o n t r o l . I t has stemmed from f e e l i n g s about the 
fundamental Inadequacies o f r u l e -based t h e o r i e s . 

In a d d i t i o n to the advantages a l r e a d y d i s c u s s e d , t he word exper t 
approach en joys a number of o the r p r a g a s t l c and t h e o r e t i c a l 
advantages. By way of c o n c l u s i o n , we enumerate what we f e e l are 
the impor tan t t h e o r e t i c a l and p r a c t i c a l c h a r a c t e r i s t i c s o f the 
t h e o r y . 

1 . I t a l l ows f o r the modular g rowth o f language knowledge 
in the implemented mode l . Un l i ke a r u l e -based system 
(where obscure i n t e r a c t i o n s and dependencies among 
seemingly u n r e l a t e d r u l e s can o c c u r ) , each word exper t 
I s a r e l a t i v e l y p e r s p i c u o u s , c e n t r a l aggregate o f 
knowledge about one e a s i l y I d e n t i f i e d u n i t o f language 
knowledge, I . e . , the word. One can look at t h a t 
s t r u c t u r e and more e a s i l y say whether or not i t takes 
any g i ven usage I n t o accoun t . I f I t does n o t , I t i s 
c l e a r e r where knowledge about t h a t new usage shou ld be 
g r a f t e d i n . 

2 . I t encourages a h e a l t h y type of redundancy in the 
c o d i f i c a t i o n of language knowledge. When w r i t i n g a word 
e x p e r t , one ' s goa l I s to c r e a t e a s t and -a l one agent 
ab le to f u n c t i o n i n a wide v a r i e t y o f r u n - t i m e 
c o n t e x t s . We have n o t i c e d t h a t t h i s n e a r l y always 
leads to b i - d i r e c t i o n a l handshaking when two e x p e r t s 
i n t e r a c t ; they come to some mutual agreement because 
they f i n d common g round . Th is type of redundancy is 
h e a l t h y , s ince I t i s then l e s s l i k e l y t h a t the 
shor tcomings o f one exper t w i l l b lock the comprehension 
o f the sentence or concept in which t h a t expe r t o c c u r s . 

3 . I t suggests some approaches to language a c q u i s i t i o n . 
Since each word expe r t r e f l e c t s the s t a t e o f knowledge 
about a g i v e n word , when new usages of the word are 
p e r c e i v e d , r a t h e r than w r i t i n g abso lu te r u l e s t o 
desc r i be the new c o n t e x t , i t is p o s s i b l e to grow a new 
branch w i t h i n the word e x p e r t . Th is brancn need on ly 
cap tu re one r e l a t i v e d i f f e r e n c e between the e x i s t i n g 
visages and the new usage, an i n t u i t i v e l y s imp le r and 
sa fe r o p e r a t i o n than g e n e r a t i n g an e n t i r e l y new r u l e . 
Since the scope o f the change is i n t u i t i v e l y s m a l l e r , 
i t i s l e s s l i k e l y t o i n t e r f e r e w i t h o t h e r e x p e r t s I n 
the sys tem. 

4 . I t encourages the c o d i f i c a t i o n o f i d i o s y n c r a t i c uses o f 
language by p r o v i d i n g un i f o rm data s t r u c t u r e s as f o c a l 
p o i n t s f o r t h a t d i v e r s e knowledge. I f , f o r example, 
t he re is an e s o t e r i c sense of the word take , one need 
on ly sprout a branch o f the " t a k e " e x p e r t ' s d e c i s i o n 
l o g i c t o I n c l u d e i t . Because o f the b ranch ing l o g i c 
o r g a n i z a t i o n o f the e x p e r t s , l i t t l e overhead I s 
I n c u r r e d by add ing s p e c i a l cases . We have f e l t a l l 
a long t h a t an o r g a n i z a t i o n which encourages knowledge 
about I n d i v i d u a l words to grow to l a r g e p r o p o r t i o n s 
w i t h o u t degrad ing the e f f i c i e n c y o f the system a t l a r g e 
i s h i g h l y d e s i r a b l e . 

5 . I t adapts w e l l t o l a r g e n e s s . Even i f t he re are 100,000 
word e x p e r t s , each of which on the average r e q u i r e s 
1000 words of computer memory, a c t u a l memory space 
r e q u i r e d to parse any g i v e n sentence w i l l be s m a l l . 
Th is i s because the parser r e q u i r e s o n l y the expe r t s 
I n v o l v e d in the sentence a t hand to be in c o r e . Th is i s 
a modest requ i rement when compared to l a r g e r u l e 
systems where a l l the r u l e s must be kept In core a t 
once ( f o r e f f i c i e n c y ) , o r where p o t e n t i a l l y complex 
paging systems must be dev ised to I n t e r a c t w i t h a r u l e 
system on mass s t o r a g e . Whi le t h i s i s s t r i c t l y an 
e n g i n e e r i n g i s s u e , i t nas immediate consequences on 
t o d a y ' s computers ' 

6 . I t f o r c e s the p a r a l l e l development o f c o g n l t i v e l y 
p l a u s i b l e t h e o r i e s o f s e q u e n t i a l , c o r o u t i n e - l i k e 
process models of humans. I f t he assumpt ion about word 
( r a t h e r than r u l e ) pr imacy in humans i s c o r r e c t , we 
stand a chance of making reasonable c o n j e c t u r e s about 
f l o w of c o n t r o l in a human language unde rs tande r . That 
i s . some f a i r l y c r i s p p i c t u r e s o f word exper t c o n t r o l 
f o l l o w d i r e c t l y f rom the s t r u c t u r e o f the word expe r t s 
themse lves . As we d i s c o v e r how to c o n t r o l the expe r t s 
in a LISP mode l , we may a l s o be d i s c o v e r i n g how humans 
t h i n k when comprehending language. 

A l though much remains to be worked o u t , we f i n d ou rse l ves 
I n c r e a s i n g l y conv inced o f the app rop r i a t eness o f the word expe r t 
approach. In the near f u t u r e , we hope to be ab le to demonstrate 
the system at work on complete sen tences , and hope to p rov ide 
c o n v i n c i n g ev idence t h a t l a r g e e x p e r t s w i t h many word usage 
a l t e r n a t i v e s are p r a c t i c a l t o develop and c o o r d i n a t e . 
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COREFERENCE IN A FRAME DATABASE* 
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Berkeley, CA 94707 545 Technology Square 
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This paper analyzes coreference within a frame-based semantic system. We discuss mechanisms for determining whether 
a new piece of knowledge (expressed as a frame) is actually a previously known referent. We propose frame database 
heuristics that allow new knowledge to be uniquely disambiguated for coreference so that concepts initially represented 
in many forms can be assimilated to those parts of the database that express the same knowledge, though perhaps in a 
different form. We hypothesize that these coreference mechanisms can be used by a text processing module whose 
control structure makes use of the organization of the text to reduce the combinatorial explosion of coreference 
searches in a database. 

1. Introduction 

We will present in this paper a computational model of 
coreference. We hypothesize that reference in text makes use of 
an underlying, modality-independent coreference module. When 
we understand a piece of text, we translate the individual 
sentences into some formal linguistic representation such as an 
annotated surface structure [2] with associated case information. 
This linguistic representation can in turn be translated into a 
"deep structure" consisting of (a set of) partially instantiated 
frames. These candidate frames will be the formal input to our 
reference mechanisms, whose output will consist of target frames 
lpcated in the database, which are coreferential with the candidate 
frame. Thus frames represent the formal semantic objects on 
which our reference mechanisms operate. An example of 
transforming text into an internal frame representation is the PAL 
system [6,8]. PAL takes English input from the domain of office 
scheduling and maps this first into an annotated surface structure 
and from this into FRL FRL will be briefly described in 
Section 2. It serves as our formalism for representing meaning as 
frames. 

The translation from English language text into a formal semantic 
structure is independent of the coreference module, which 
operates on the frames and not on the the text input By viewing 
text processing in this light, we transform the problem of 
intersentence reference into the more tractable problem of how, 
given (a) some semantic representation, which we will formally 
specify in FRL, and (b) some new piece of knowledge, which can 
also be represented in FRL, we can determine if any frames in (a) 
are coreferential with those in (b). Thus reference in text 

*This report describes research done by both authors at the 
Artificial Intelligence Laboratory of the Massachusetts Institute of 
Technology. It was supported in part by the Advanced Research 
Projects Agency of the Department of Defense under Office of 
Naval Research contract N000I4-75-C-0643. 

processing is a special case of the general problem of determining 
coreference in memory. FRL in fact provides a general 
formalism for representing knowledge gained from several 
sources, not just linguistic. Each mode of input may be structured 
so as to support reference mechanisms that are peculiar to the 
mode. Language, for example, contains a number of special 
reference mechanisms that make use of such particularly linguistic 
evidence as pronominal reference. However, since information 
once translated into FRL is modality independent, we propose 
that a modality independent coreference module supports these 
more specific reference mechanisms. 

A coreference module is necessary in large databases where 
knowledge is constantly being accessed, added and removed. 
There is a danger that new knowledge will actually be identical 
to, or closely related to, what is already known, but that this 
relation will not be perceived. In fact, the size of the database is 
less critical than the range of allowable descriptions of the data. 
If Fahlman [3] is right, then implementing search mechanisms in a 
hierarchically organized database will be efficient regardless of its 
size. But even in a database containing only a few facts, one 
would like to be able to refer to them in a variety of ways. 

2, Knowledge Representation 

Roberts and Goldstein [7] have developed a working frame system 
that forms the basis for our knowledge representation. Their 
Frame Representation Language has been used successfully to 
represent knowledge from a variety of domains: office scheduling 
[4], the wheat commodities market [9], places and travel [5]. FRL 
extends the traditional characterization of properties as 
attribute/value pairs to allow comments (meta-knowledge), 
abstractions, defaults, constraints and attached procedures. A 
frame is a named collection of slots and forms the semantic 
definition of a concept. A slot has an arbitrary number of user-
and system-defined facets. In addition to the Value facet, useful 
system defined facets are: Default, which specifies a default value; 
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Require, which specifies procedural constraints on the values for 
that slot; If-Needed, which specifies procedures that compute a 
value for the slot; and If-Added and If-Removed, which specify 
actions to be taken when a value is modified. 

FRL allows concepts (represented as frames) to be arranged in an 
inheritance hierarchy. The value of the AKO slot (meaning "is a 
kind o f ) is a generic frame of which the current frame is a 
specialized INSTANCE. Thus the frame system forms a tree 
structure. Generic knowledge is stored higher up in the hierarchy 
and shared by frames lower down; specialized frames specify new 
distinguishing characteristics. Generic knowledge, including all 
attached procedures, is inherited automatically. For instance, in 
Fig. I, the frame Appointment-72 is AKO Appointment This 
means that the requirement on the Participants slot of the 
Appointment frame applies to the Appointment-72 frame, 
although it is not specified explicitly in the description of that 
frame. The requirement states that Appointment can have (by 
definition) only two Participants. It is a procedure that evaluates 
whether or not the restriction is satisfied. Appointment-72 also 
has values for the various slots that form the definition of an 
appointment 

MUTING 
AKO 

CLASSIFICATION 
INSTANCE 

PARTICIPANTS 
PLACE 

TIME 
SELF 

-VALUE- MEETING 

-VALUE- GENERIC 

-VALUE- APPOINTMENT, PARTY. CLASS 

REQUIRE- (77 (AKO -VALUE- PERSON)) 

-REQUIRE- (7? (AKO -VALUE- PLACE)) 

-REQUIRE- (77 (AKO -VALUE- TIME)) 

-MATCH- (MATCNSL0TS PARTICIPANTS PLACE TIME) 

APPOINTMENT 

AKO 

CLASSIFICATION 

INSTANCE 

PARTICIPANTS 

APPOINTMENT-66 

AKO 

CLASSIFICATION 
PARTICIPANTS 
PLACE 
TIME 

-VALUE- MEETING 

•VALUE- GENERIC 

-VALUE- APPOINTMENT-66, APPOINTMENT-72 

•REQUIRE- (• (NUMSER (PARTICIPANTS) 2) 

VALUE-

VALUE-

VALUE-

VALUE-

VALUE-

APPOINTMENT 

INDIVIDUAL 

MARY, JOHN 

OFFICE-75 

11:45AM 
:John's o f f i c e 

;John's o f f l co 

APPOINTMENT-72 
AKO -VALUE- APPOINTMENT 

CLASSIFICATION -VALUE- INDIVIDUAL 

PARTICIPANTS -VALUE- DILL , JOHN 

PLACE -VALUE- OFFICE-75 

TIME -VALUE- 1:30PM 

Fig. 1 - Examples from the Frame Database. 
3. An example of reference 

The following scenario depicts a hypothetical dialogue between a 
person and a scheduling program. Italia indicate the person's 
requests, the normal font indicates the scheduler's response. 

(SI) What is the schedule for this after noon? 
(SI) There is a meeting at 3 in Fred's office. 

(S3) Who will be there? 
(S4) You, Bill, and the Marketing people. 

(S5) When is my first meeting today? 
(S6) An appointment at 11:45, with Mary. 

(S7) Change the place of that tales meeting to be my office. 
(S8) OK. 

(S9) What will be discussed? 
(S10) The report on the recent advertising error. 

(S11) What was the report i conclusion ? 
(S12) The incident was not considered harmful. 

We will ignore the sophisticated language processing this scenario 
implies, and focus on the forms of reference visible in this passage. 

3.1 Name Reference 

A concept can be directly referenced through its names. Some 
names used in this scenario were: Fred, Bill, office, and 
Marketing people. Names in text reference the frame if it already 
exists in the active data base, or else cause retrieval of the generic 
frame and the addition of an instance of it to the database for the 
scenario. Suppose, after reading a sentence with "Bill" as its topic, 
we then are given a sentence containing "Marketing V.P.. 
Presumably this also is another name for the same frame (if this is 
Bill's job title). There are other names that can be used as unique 
designants of the frame, whose use results in a reference to the 
"Bill" frame if a previous use of a name has added it to the 
database. Each frame must have an associated list of allowable 
names which directly access it. 

Names often serve as a shorthand for other forms of reference. 
They summarize the results of more complex reference processes, 
eliminating needless duplication of effort when the same 
reference reoccurs. Many of these names are widely used in 
general discourse ("O.P.E.C.*, for example). Other names, 
however, are unique only within a specified context The name 
therefore must be contextually bound. For instance, there are 
other vice presidents of marketing. Ambiguities among global 
names can only be resolved by recourse to contextual 
information. Names sometimes contain descriptors that can be 
used to distinguish among several possible frames (e.g„ 
"this month's report" distinguishes a particular Report frame). 
These modifiers often require linguistic solutions (e.g., "this" 
versus "that"). 

3.2 Contextual Reference 

Contextual reference is the use of a descriptive term in a context 
where it functions as a reference. In the scenario, the use of the 
phrase The incident" in (S12) is an unambiguous reference to the 
"advertising error" of (S10). In the context of the discourse, only 
the "advertising error" is an incident Other contexts might result 
in the phrase having a different referent Contextual reference 
involves the use of a general term in a context where its referent 
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can be uniquely disambiguated. Repeated use of a particular 
contextual referent in a text causes it to become a local name. 
After its initial introduction, "incident" would refer to the 
"advertising error" throughout the scenario. If "incident* itself had 
names, these would also function as local referents to "advertising 
error". 

Contextual reference is reference by description, where the 
description is contextually bound. Consequently, in determining 
these referents we will need two things: a search space that 
defines the local context, and a description. We shall see that 
using a hierarchical semantic system allows us to generate both of 
these from the referent. In contextual reference, the search space 
can grow very large, since such referents may not lie in the direct 
heritage branch of their referents. In a descriptively rich system it 
is possible to describe a complicated concept, object, or event in 
many ways. For instance, fighting in the Middle East could be 
described as "an international incident", "a border clash", "a 
skirmish", and so on. Or, consider a "forecast". Almost anything 
can be a forecast, since all that is required is that it not yet have 
occurred. However, we do not wish to make everything inherit 
from the Forecast frame. There may be no unique semantic 
arrangement in terms of a tree hierarchy, such that all terms are 
exactly superior to just those terms they dominate. Achieving this 
would require a tangled hierarchy, one in which a frame could 
be AKO several other frames. 

3.3 Generic Reference 

Generic reference is the use of names that have a direct relation 
to the referent in the heritage structure. Two frames may be 
coreferential if the heritage path of one entirely contains the 
heritage path of the other. If one frame matches another frame's 
heritage path, but descends deeper into the frame tree, we have a 
possible generic reference. There exists along the AKO link a 
direct path in the frame tree between these two terms. A 
reference to a frame is also a potential reference to any frames 
which inherit from it. The reverse is equally true. A daughter 
frame can be a reference to superior frames in its heritage path. 
This follows from the fact that on the one hand, the more generic 
concept subsumes the more specific one, while on the other hand, 
the more specific concept contains all the semantic properties of 
the more generic concept. In (S6) of the scenario, appointment 
functions as a generic reference to the meeting of (S5). Fig. 2 
shows the hierarchical organization of meetings, appointments and 
other activities in our scenario. Generic links can be found by 
determining if the heritage path for a new frame contains any 
other new instances, and then matching the reference to the 
candidate frame*. 

3.4 Frame Refereace 

Frame reference is a function of the empty slots of a frame. The 
sentences (S2) and (S3) can be linked through the realization that 
the meeting in (S2) has an unspecified slot for participants, (S3) 
specifies this slot in its request for information, eliciting the value 
of this slot in the reply (S4). Frame reference inherently involves 
forward expectations. Any new item in the database might 
potentially be a part of any empty slot in an existing frame. In a 
database of any site, checking all these empty slots for each new 
item is prohibitively expensive. Instead we think of empty slots 
generating expectations which search for an instantiation among 
new items. Thus frame reference involves the issue of control, as 
well as a matching problem. Later on in Section 5 we will discuss 
one mechanism, Sentinels, for controlling matching in F R L 
Sentinals require a description of the referent, and this will 
involve the same matching processes as the other reference 
processes. They differ only in when the match is carried ou t 

4. Reference mechanisms In FRL 

We will now refine our discussion of reference by developing a 
formalism within which we can extract the common elements and 
underlying mechanisms involved in these reference processes. 
Consider a general model for matching two frames. Matching a 
reference (candidate frame) to a referent (target frame) requires 
three things: (a) a search space, (b) a matcher that is capable of 
using (c) a candidate frame description that can be matched 
against frames in the search space to produce a a set of target 
frames. 

4.1 Specifying a search apace 

Consider first how two frames can be related within FRL. Any 
two frames will share a common heritage path in the frame tree 
descending from the topmost frame, the THING frame, which will 
branch at some daughter frame. For instance, in Fig. 2, both 
Appointment and Party inherit from Meeting. This branching 
node, together with the semantic features inherited from its father 
frames (such as Activity), defines the minimum semantic concept 
which includes both frames. It contains the intersection of 
semantic features common to any frame in one branch with any 
frame in the other branch of the heritage tree. Frames in the 
branching portions define semantic characteristics of the heritage 
path which are not common to both frames through additional 
slots on the frames themselves. 

A search space for reference in FRL consists of a piece of the 
he. itage tree which contains both referent and reference. We can 
specify this space by giving a node in this heritage tree which we 
know dominates both the referent and the reference Call it a 
Location. Only frames below this node need be considered by the 
matcher. 

The minimum search space is defined by the lowest node on the 
frame tree from which both frames inherit If the reference and 
referent are on different branches, then the frame at which these 



two branches diverge defines the minimum search space. Any 
frame lower down in the tree will exclude one or the other frame, 
while frames higher up will include more irrelevent frames. If the 
reference and referent are on the same branch, the superior frame 
defines the minimum search space. As we go up the heritage tree 
from the minimum search space, each new superior node will 
dominate more branches, until we arrive at the topmost node, the 
Thing frame. This defines the maximum search space; namely, 
the entire frame system. 

We continue now with the overview of our model. Each 
reference is turned into a pattern to be used by the matcher. The 
pattern contains two kinds of information: a Location, specified 
as a frame name, that the matcher uses to define a search space; 
and a Description, specified as a pattern frame, that the matcher 
compares to frames in the search space. 

4.2 Constructing the description 

A matching process comprises two parts: search and compare. 
The search space is defined by the Location, and searching is 
restricted to the branches descending from this node. A pattern is 
a frame like description that can be compared against frames in 
the search space. It is a prototype of what the target frame looks 
like, containing information to delimit the search space as well as 
information about how to compare the frame with possible 
candidates. The pattern construction process differs slightly from 
one type of reference to another, but the pattern itself, once 
complete, is a unifying thread. It makes possible the use of a 
single general purpose matcher. The following two operations, 
common to all forms of reference, must be done to construct an 
initial partial pattern. 

4.2.1 Collect requirements 

Each of the slots in the reference frame has a counterpart in the 
partial pattern. Defining characteristics for each slot of the 
pattern are gathered by inheriting the information in the slot's 
REQUIRE facet from each frame along the AKO branch of the 
reference frame. In addition, since FRL allows slot description 
frames that describe the role played by a particular slot in a frame, 
further requirements for individual slots of the pattern may be 
discovered by inspecting any slot description frame for that slot 
Global requirements, applicable to the frame as a whole, reside on 
a special SELF slot of the pattern and are gathered from the 
reference frame just like the requirement on any other slot. 

Requirements are either procedures to be applied to the value in 
the target frame or, in the case that the value itself is another 
frame, sub-patterns to be matched against the slots of the value. A 
typical requirement might check that the value is one of a set of 
permissible types, for example. Not all requirements are relevant 
to a particular match. Furthermore it is possible for specialized 
matching constraints to coexist in the same frame with 
requirements used for other purposes. Appropriate requirements 
are selected using identifying comments attached to each one. 

4.2.2 Assign slot and frame matching procedures 

A corresponding process of collection and selection assigns a 
matching procedure to the frame pattern and its slots. These 
procedures occupy the MATCH facet of the reference frame, and 
will bear the local responsibility for determining whether the 
pattern matches a target frame. Again, the SELF slot supplies 
global knowledge: in this case, the procedure that controls the 
actual comparison between the pattern and a target frame. 
Explicit matching procedures for the frame provide the flexibility 
to vary the "weight" given to various slots and conditionally alter 
the course of the match. Matching knowledge is thus distributed 
throughout the frame hierarchy like other forms of procedural 
attachment in FRL. 

Local matching procedures allow a pattern to specify for a 
particular match the actual criteria under which the match will 
succeed. Not all slots are relevant in effecting a match. Some 
non-essential slots may be safely ignored. The slot description 
frames already mentioned can supply other information useful to 
the matching process, since they include knowledge about the 
relation represented by the slot; for example, that it is transitive, 
or that it has an inverse? The kinds of matches that occur in 
practice will be discussed in a later section. 

The details of the pattern construction process differ with the 
type of reference. 

Generic Reference: Either a GENERIC or a INDIVIDUAL 
frame is specified, and this frame becomes the pattern with the 
addition of matching information to specify the direction of the 
match, from value to requirement (INDIVIDUAL), or from 
requirement to value (GENERIC). 

Frame Reference: The matching procedures specify that the 
local and global requirements from only the unfilled slots are 
compared against the pattern. 

Contextual Reference: The input is a prototype from the 
database. It has all the characteristics of a regular frame except 
that it is not a part of the AKO hierarchy. 

Name Reference: The pattern is trivial -- a frame with the 
name used, or one looked up in the paraphrase list. 

Since all referents are turned into a pattern, only one matcher is 
needed to handle all forms of reference. The different behavioral 
types of reference, which can be specified in FRL, can now be 
seen to really be underlying variations on a pattern containing 
two parts: a Location, specified in terms of a node on the frame 
tree; and a Description, specified as a frame pattern. 

4.3 Matching frames 

Two frames may share all semantic features in common, expressed 
by identical slots, but contain different values for those slots. 
They are then different instances of a generic frame. We shall 
call this potential difference between two instances of a generic 
frame a pragmatic difference. Since procedural attachments are 
defined on the generic frame's slots, these will be held in common 
also. For example, the Appointment-72 and Appointment-66 



frames are both instances of the generic Appointment frame. 
Both the Appointment-66 and Appointment-72 frames have a slot 
for participants, and inherit the same REQUIRE facet of this slot. 
However the value for this semantic feature will differ in the two 
instances; the two participants in the Appointment-66 frame are 
Mary and John, while the participants in the Appointment-72 
frame are Bill and John. This pragmatic difference allows two 
instances to not be coreferential. 

Matches between a reference and target frames in the search 
space will always have a semantic and pragmatic component. The 
semantic constraints can conflict. The two frames might not have 
identical semantic features (i.e. slots). It is not necessary for a 
successful match for both frames to have identical slots. In 
Generic Reference one set of slots subsumes the other. The 
inherent semantic relationship between generic referents means 
that we need only compare the common slots. We can assume the 
extra slots on one frame do not cause any semantic conflicts. 

Contextual reference involves two frames that share some slots, 
but can each contain slots not on the other frame. It is possible 
that these differences exclude coreference. For instance, a Tree 
and a Dog each have unique slots when compared to each other, 
and are not coreferential. If a Dog has a slot for ambulation, 
whereas a Tree is explicitly marked as stationary, these two slots 
are mutually exclusive. (We exclude the case of conflicting slot 
values, as in a breathing slot marked "yes" for Dog, but 
"photosynthesis" for Tree.) By comparing the non-equivalent slob 
on different branches for mutual exclusion, the matcher can 
determine if frames on one branch are able in principle to 
function as contextual referents. However, it is also true that two 
frames whose slots form a partial set intersection can be 
coreferential. Take the case of a Father frame, which is AKO 
Person, and a Marketing V.P. frame which also is AKO Person. 
Clearly Fathers and Marketing V.P.S can each have properties that 
the other doesn't. Yet Fathers and Marketing V.P.S can be 
coreferential. Even a partial match requires that we are able to 
determine none of the slots on the Marketing V.P. frame conflict 
with those on the Father frame. In this case, the reference 
provides a best match, though not necessarily a complete match, 

If there is no semantic conflict, the two frames are potentially 
coreferential. A match of the pragmatic features will determine 
this. (Note that by using the notion of a search space, very few 
inappropriate semantic matches need be entertained. We should 
seldom get in the position of considering whether dogs are 
references to trees, for example, since they do not bear a close 
relation in the frame tree.) This pragmatic match will compare 
values for the slots which are held in common. These values may 
be identical; they may differ, but be in slots which take a set of 
values; or they may conflict. If the slot accepts a set of values, 
and the values don't match, but meet the requirements of the slot, 
we may still be willing to consider it a match. Similarly, if the 
values conflict, but are ephemeral, like hair color, we may not 
require them to be identical unless there are multiple candidates 
to be discriminated among. One frame might have a slot value, 
while the other has none, but does have requirements; one value 

may be a subset of the other value. If a slot on one frame has a 
value, but doesn't on the other, this value must be consistent with 
those that the value-less slot can take. New values for 
uninstantiated slots may trigger associated procedures that 
evaluate the potential new value. 

The matcher makes use of procedural knowledge associated with 
frames since it does not itself contain the knowledge. Thus, (a) 
the matcher must know how to use this knowledge, which is not 
explicitly put in for matching (it is there for semantic definition), 
and (b) the matcher must make use of the fact that knowledge is 
distributed in the frame hierarchy and can be collected 
appropriately in the pattern. Not every slot needs its matching 
requirements explicitly stated if it can be inherited efficiently. 
The equirements for the particular slots will determine the 
outcome, and will also contain knowledge about how they can be 
relaxed, as in the case of values which change over time. 
Consequently there will be a degree of matching determined by 
the assigned value matching procedures. This allows us to 
formalize the notion of a good match as being a continuum. 

5. Controlling the Matcher 

The system we have been proposing is an "ideal" system in that it 
ignores the time dimension. Both reference and referent exist at 
the same time. However, information, as in the scenario, is 
understood over time. Reference may be forward or backward. 
A reference may be added at some future time, as well as already 
existing in the database. Indeed, there is no guarantee that the 
reference wilt ever occur? If for each new item in the database 
we always check to see if it is a reference, we will be making 
many useless searches. Therefore deciding when to compute 
reference is an important process. There is one class of reference 
where this choice can be reasonably determined. Frames will 
often have empty slots, and many of these slots are filled in by 
subsequent information. 

To implement Frame Reference, we have chosen an approach 
that treats the empty slots of a frame as expectations. In practice, 
the decision to use forward expectations must take into account 
the extra computational burden this would place on the system. 
Maintaining forward expectations is useful to the extent that new 
information can be uniquely recognized by a set of special 
demons [ I ] called Sentinels created for the purpose. Sentinels 
were developed with James Stansfleld by one of the authors 
(Steve Rosenberg). If all new frames are matched against all 
empty slots, a goal driven strategy of using expectations is 
equivalent to a data driven one of matching each new input 
against empty slots. However, by using the information available 
in the frame tree, we can reduce the number of matches each 
expectation requires, combining the best aspects of a goal driven 
and data driven approach in the notion of Sentinels. 

Many demons in a database can slow processing, since the 
traditional notion of demons does not make use of the semantic 
organization inherent in frame based hierarchical system. Thus 
we introduce the concept of instance-driven demons. Consider • 
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demon attached to the instance slot of a particular frame; e.g., the 
Instance slot of Meeting. Whenever a new instance occurs that 
inherits from Meeting, the demon matches its pattern against that 
new frame. Thus, if the following sentence occurs: 

(S13) There is another meeting. 
another instance of Meeting is created, triggering this demon. 
Other new frames that do not inherit from Meeting (e.g., a new 
instance of Travel) do not trigger the demon. Such a demon will 
match against only a selected subset of new input. By choosing 
the appropriate frame to attach such demons to we insure that 
they match against only likely candidates with precise semantic 
relations to the frame. 

Sentinels are initially goal-driven, in that they are created as 
active expectations. However, they draw on the information 
available about frames that car satisfy the expectation to place 
data driven triggers, called sensors, in appropriate places in the 
frame tree. These sensors are activated by only a small subset of 
the input, that subset with the highest likelihood of fulfilling the 
expectation. Whenever a sentinel is triggered, through the 
addition of a new instance that meets the sensor's requirements, it 
evaluates this triggering value, and determines if in fits the 
expectation. If so it adds the new instance as the value of the 
appropriate slot and frame. Once this is done the sentinel will 
erase itself and its sensors. Thus the system will not be cluttered 
with unneeded procedures that fire inappropriately. Sentinels are 
a way to create and manage demons in an organized semantic 
system. Two of their features are a limited life span, and the 
ability to move sensors around in response to a condition that is 
computationally determined as it develops. A sentinel can have 
several sensors which report to it. The sentinel is satisfied when 
some arbitrary logical or temporal conjunction of its sensors 
succeed. A sentinel has the capacity to evaluate conditional 
relations among its sensors, and even to remove current sensors 
and place new ones as a response to these conditional constraints. 

In order for sentinels to efficiently encode expectations, they 
must be given a Location. New instance values inherit 
procedural attachments from up the tree. Thus a sensor on the 
Instance slot of the Thing frame would be triggered by any new 
instance added to the system. This is equivalent to testing every 
new instance against every expectation, exactly the case we 
wished to avoid by making use of the organization of the semantic 
network! On the other hand, if we do not know the precise form 
of the expectation, we would like to place the sensor at a location 
in the hierarchy where it is sure to be triggered by the right value, 
although there may be some false alarms. Thus the use of the 
frame hierarchy lets us place sensors where they will be triggered 
by semantic classes of items that are sure to contain the target 
items. If the description of the expectation is vague, we will need 
to accept more false alarms, but in any case we can use the 
organized hierarchy to make use of descriptions so that the 
expectations are optimally placed. In sparse databases such 
sentinels act as more efficient demon implementations. In rich 
databases, with much inferencing, they allow us to suspend 
processing at many places, since such processing will only be 
reactivated in highly appropriate circumstances. 

Frame Reference uses the slot name and requirements to generate 
a pattern which defines a lowest possible node in the frame tree 
from which an instantiating value must inherit. For example, the 
Participants slot of a Sales-Meeting frame might inherit a 
requirement, in the form of a sub-pattern specification, from 
Meeting that says "AKO employee"; the slot itself has the 
additional requirement "includes Marketing-people". The sentinel 
on the instance slot of this indicated frame will examine each new 
token inheriting from this employee frame, and finally fulfill the 
expectation when at least two proper instances of employees have 
occured, one of which also has a job slot value which is AKO 
Marketing-people. 

6. Conclusions 

We propose a model of coreference for frame databases. We 
discuss coreference from the behavioral standpoint in terms of the 
FRL formalism, and present a single elegant mechanism for 
handling all the coreference forms discussed. This mechanism 
consists of a pattern and a search space, both generated from the 
reference. The pattern is matched to items in the search space to 
generate target references. We briefly explore the issues involved 
in controlling such a reference module, principally through the 
use of Sentinels. 

Once input has been translated into a frame representation, the 
coreference problem becomes independent of the medium in 
which the information was originally expressed. An intimate 
connection does exist between the form of the memory and the 
operation of the reference mechanism. We view text or discourse 
structure as providing a control mechanism which drives the 
underlying processes of memory. Thus the use of themes and 
topics, as well as more specifically linguistic clues, restricts the 
context for reference so that it works efficiently. 

References 

[ l]Charniak, Eugene Toward a model of Children's Story 
Comprehension". MIT AI-TR-266, December 1972. 

[2] Chomsky, Noam "Conditions on Rules of Grammar", 
Linguistic Analysis, 2:303. 

[3] Fahlman, Scott E. NETL: A System for Representing and 
Using Real-world Knowledge. MIT Press, Cambridge, MA, 
1979. 

[4] Goldstein, Ira and Bruce Roberts "NUDGE, a Knowledge-
based Scheduling Program". In Proc. IJCA1-77, Cambridge, 
MA, August 1977, pp. 257-263. 

[5] Jeffery, Mark J. "Representing 'Place' in a Frame System", 
M.S. Thesis, MIT, 1978. 

[61 Marcus, Mitch A Theory of Syntax Recognition in Natural 
Language. MIT Press, Cambridge, MA, 1979. 

[7] Roberts, Bruce and Ira Goldstein "The FRL Manual", MIT AI 
Memo 409, 1977. 

[8] Sidner, Candace "A Progress Report on the Discourse and 
Reference Components of PAL", MIT AI Memo 468,1978. 

[9] Stanfield, James L. "COMEX: A Support System for a 
Commodities Expert", MIT AI Memo 423,1977. 

734 



REASONING IN INCOMPLETE DOMAINS 

Steven Rosenberg 
I n f o r m a t i o n Me thodo logy Research P r o j e c t 

Lawrence B e r k e l e y L a b o r a t o r y 
U n i v e r s i t y o f C a l i f o r n i a 

Berkeley , Califorinia 94720 

Most r e a l w o r l d domains d i f f e r - f rom the m i c r o - w o r l d s t r a d i t i o n a l l y used i n A . I . i n t h a t t h e y 
have an i n c o m p l e t e f a c t u a l da tabase wh ich changes over t i m e . A t r a d i t i o n a l r u l e i n t e r p r e t e r 
such as P l a n n e r can be ex tended to c o n s t r u c t p l a u s i b l e i n f e r e n c e s in t h e s e domains by (A) 
a l l o w i n g assump t i ons t o b e made i n a p p l y i n g r u l e s , r e s u l t i n g i n s i m p l i f i c a t i o n s o f r u l e s w h i c h 
can be used in an i n c o m p l e t e d a t a b a s e ; (B) m o n i t o r i n g t h e a n t e c e d e n t s and consequen ts of a 
r u l e so t h a t i n f e r e n c e s can be m a i n t a i n e d o v e r a c h a n g i n g d a t a b a s e . 

Many r e a l w o r l d da tabases a r e : 

a ' Incomplete because not a l l t he information 
needed f o r an i n f e r e n c e is a v a i l a b l e at a 
p a r t i c u l a r t i m e . 

b . ( I n s t a b l e , s ince t h e p a r t i c u l a r subset o f 
i n f o r m a t i o n a v a i l a b l e can change f a i r l y r a p i d l y 
! n t h e r e a l w o r l d . 

for .example, a f a r m e r , in d e c i d i n g how l a r g e a 
wheat c r o p t o p l a n t , has incomple te i n f o r m a t i o n 
about u l t i m a t e wheat p r i c e and demand, based on 
r a p i d l y c h a n g i n g i n f o r m a t i o n , such a s d a i l y 
w e a t h e r r e p o r t s , week l y c r o p s u r v e y s , and so on, 

I . 1NCOMPLETE DOMAINS 

A t r a d i t i o n a l r e a s o n i n g p r o g r a m , such as P l a n n e r 
[ (>) , has d i f f i c u l t y d e a l i n g w i t h i n c o m p l e t e 
i n f o r m a t i o n . C o n s i d e r how such a program m igh t 
make i n f e r e n c e s about t h e p r i c e o f ' whea t . We, 
formula te t h e p rob lems as f o l l o w s : 

T h i s r e p o r t d e s c r i b e s r e s e a r c h done a t 
t h e A r t i f i c i a l I n t e l l i g e n c e L a b o r a t o r y o f t h e 
M a s s a c h u s e t t s I n s t i t u t e o f T e c h n o l o g y . Suppo r t 
f o r t h e L a b o r a t o r y ' s a r t i f i c i a l i n t e l l i g e n c e 
r e s e a r c h i s p r o v i d e d i n p a r t b y t h e Advanced 
Research P r o j e c t s Agency o f t h e Depar tment o f 
De fense under O f f i c e o f Nava l Research c o n t r a c t 
No. 1 4 - 7 5 - C - 0 6 4 3 . The a u t h o r i s now w i t h t he 
I n f o r m a t i o n Me thodo logy Research P r o j e c t , 
Lawrence B e r k e l e y L a b o r a t o r y , B e r k e l e y , CA 
94 720 . 

( I n t h e d i a g r a m s , i t a l i c s and a dashed l i n e 
i n d i c a t e a n t e c e d e n t s w h i c h a r e m i s s i n g ; a s o l i d 
l i n e i n d i c a t e s a n e x i s t i n g a n t e c e d e n t ; a s o l i d 
l i n e and a r r o w i n d i c a t e deduced l i n k s be tween 
r u l e s and a s s e r t i o n s ; a dashed l i n e and a r r o w 
i n d i c a t e i n f e r e n c e s w h i c h have f a i l e d . ) 

Thml s t a t e s t h a t t o show a p r i c e i n c r e a s e f o r 
w h e a t , show t h a t t h e d i f f e r e n c e between s u p p l y 
and demand i s l e s s t h i s y e a r t h a n l a s t . Suppose 
t h a t n o a s s e r t i o n s f o r wheat demand e x i s t i n t h e 
d a t a b a s e . I n t h i s c a s e , Thml wou ld f a i l , s i n c e 
one o f i t s a n t e c e d e n t s i s m i s s i n g . For such 
c a s e s , P l a n n e r p r o v i d e s a s t r a t e g y . I f a n 
a s s e r t i o n i s n o t i n t h e d a t a b a s e , P l a n n e r w i l l 
t r y and p rove i t . Thm2 s t a t e s t h a t t o deduce 
demand f o r a commod i t y , f i n d t h e f o r e i g n and 
d o m e s t i c demand f o r t h i s commod i t y , and add 
these t o g e t h e r . We w i l l assume no a s s e r t i o n f o r 
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f o r e i g n demand e x i s t s . Thus Thm2 w i l l f a i l . 
I f t h e r e a re n o o t h e r methods f o r p r o v i n g t h e 
m i s s i n g a s s e r t i o n , the i n f e r e n c e p rocess w i l l 
f a i 1 . 

The i n f e r e n c e a t t emp t f a i l e d not n e c e s s a r i l y 
because i t was wrong , but because not enough 
i n f o r m a t i o n e x i s t s t o make c o r r e c t i n f e r e n c e s . 
By making assumpt ions about m i s s i n g i n f o r m a t i o n 
in such cases we can o f t e n succeed by u s i n g a 
s i m p l e r r u l e . For example , a fa rmer might 
reason t h a t as l ong as t he supp l y of wheat is 
d e c r e a s i n g , i t w i l l b e w o r t h w h i l e t o p l a n t more 
r e g a r d l e s s o f demand. Thus , i f t he f u l l set o f 
a s s e r t i o n s c o n c e r n i n g s u p p l y , demand and c a r r y 
over are u n a v a i l a b l e , we migh t t r y to prove t h a t 
supp ly has d e c r e a s e d . By s u b s t i t u t i n g goa ls 
t h a t r e q u i r e o n l y a subset o f t he a s s e r t i o n s 
t h a t the o r i g i n a l theorem r e q u i r e d , we deve lop 
a n o t i o n o f r u l e s i m p l i f i c a t i o n . 

The knowledge of wh ich o t h e r r u l e s can be used 
as s i m p l i f i c a t i o n s , and under what c i r c u m s t a n c e s , 
must be r e p r e s e n t e d . A r u l e i n t e r p r e t e r can 
make use o f t h i s metaknowledge [1 ] t o s u b s t i t u t e 
simpler t heorems f o r a rule wh i ch fa i 1 s . The 
a p p r o p r i a t e p l ace t o s p e c i f y t h i s metaknowledge 
•s in a sepa ra te c l a s s of theorems. e . g . 

(Thassume Thm2A (X) (Supply-G-demand ?X) 
(Thgoa l ( s u p p l y - d e c r e a s e ?X)) 
( T h e a v e a t ( D e f a u l t ) ) ) 

T h i s new c l a s s of theorems, such as Thm2A, 
c o n t a i n s i n f o r m a t i o n c o n c e r n i n g s i m p l i f i c a t i o n s 
and assump t i ons . A Thassumpt ion w i l l s p e c i f y 
A) a g o a l ; theorems s a t i s f y i n g t h i s goal can 
f u n c t i o n as a s i m p l i f i c a t i o n ; B) t h e assumpt ions 
i n v o l v e d i n u s i n g t h a t s i m p l i f i c a t i o n . These 
are expressed as a c a v e a t . I f the assumpt ion 
be ing made is t h a t t he m i s s i n g an teceden ts can 
be i g n o r e d , the caveat w i l l c o n t a i n a D e f a u l t . 

Us ing a s i m p l i f i c a t i o n a lways reduces t he 
p l a u s i b i l i t y o f t h e r e a s o n i n g . B y i g n o r i n g t h e 
demand f o r whea t , a fa rmer is w i l l i n g to assume 
t h a t i f demand changes, i t w i l l not change in a 
d i r e c t i o n o r q u a n t i t y wh ich would i n v a I i d a t e h i s 
r e a s o n i n g . By making e x p l i c i t t h i s n o t i o n o f 
a s s u m p t i o n s , we can ex tend the l i s t o f o p t i o n s 
a v a i l a b l e . For example , we can encode 
c o n s t r a i n t s on our use o f assumpt ions t h r o u g h 
the c a v e a t s . 

R e t u r n i n g t o our example , a f t e r Thm2 f a i l s , 
s i m p l i f i c a t i o n s w i l l be c o n s i d e r e d , and Thm2A 
( p r o v i n g a decrease in wheat supp l y ) f o u n d . 
Thm2A f i r s t t r i e s t o s a t i s f y the goa l 
(Thgoal (Supp l y -dec rease ? X ) ) . Thm3 can be used 
to p rove t h i s . Thm3 s t a t e s t h a t to show a 

decrease i n s u p p l y , show t h a t l a s t y e a r ' s supp l y 
i s g r e a t e r than c u r r e n t s u p p l y . I f c u r r e n t 
s u p p l y and o l d - s u p p l y are known, Thm3 w i l l 
succeed, and suppor t t h e h y p o t h e s i s o f h i g h e r 
wheat p r i c e s . 

2. UNSTABLE DOMAINS 

As the database changes, our goa ls may remain 
r e l a t i v e l y s t a b l e . Suppor t f o r a n h y p o t h e s i s i s 
c o n d i t i o n a l on the a s s e r t i o n s a v a i l a b l e a t t he 
t i m e i t was f i r s t c o n s i d e r e d ( i . e . , t he 
i n f e r e n c e s wh ich were p o s s i b l e a t t h a t t i m e ) . 
However in many d e d u c t i v e sys tems, once 
d e d u c t i o n s are made f rom a set of a s s e r t i o n s , 
no e f f o r t i s made to i n s u r e t h a t w h i l e t h e 
r e s u l t s o f t hose d e d u c t i o n s are u s e d , the 
a s s e r t i o n s s t i l l h o l d t r u e . G e n e r a l l y , the 
user does not expec t t h e database to change so 
a s t o i n v a l i d a t e p r i o r i n f e r e n c e s . 

We can ex tend our concept of r u l e i n t e r p r e t a t i o n 
bv making the maintenance of r u l e i n s t a n c e s a 
f u n c t i o n o f t h e i r i n t e r p r e t a t i o n . We implement 
t h i s b y g i v i n g each a c t i v e r u l e the autonomy t o 
respond to changes in i t s e n v i r o n m e n t . As each 
ru le is app l ied, an assoc ia ted Sen t i ne l ls 
c r e a t e d . The S e n t i n e l knows how to respond to 
changes i n t h a t r u l e ' s an teceden ts o r 
consequen ts . The r e s u l t i s t he main tenance o f 
hypotheses t h r o u g h a method of l o c a l autonomy. 
A r u l e i n s t a n c e must be c o n t i n u o u s l y enab led 
w h i l e i t i s used in support, o f some h y p o t h e s i s . 

A S e n t i n e l a s s o c i a t e d w i t h a r u l e i n s t a n c e w i l l 
p l ace sensors in the d a t a b a s e . A sensor is a 
demon which responds to changes in t he p a t t e r n 
t h a t t r i g g e r s i t , and e v a l u a t e s whether these 
changes v i o l a t e some c r i t e r i o n . I f so , the 
sensor r e p o r t s t o the S e n t i n e l . The S e n t i n e l i s 
s a t i s f i e d when some a r b i t r a r y l o g i c a l 
c o n j u n c t i o n o f i t s sensors succeed. The S e n t i n e l 
can then t ake a v a r i e t y o f a c t i o n s . The 
s tanda rd ones a rc to A) e rase i t s e l f ; B) e rase 
the r u l e i n s t a n c e ; C ) r e i n v o k e the g o a l . 

I n d i v i d u a l r u l e s w i l l succeed o r f a i l as a 
f u n c t i o n o f t h e i r a n t e c e d e n t s . When a s u c c e s s f u l 
ru le 's an tcceden t s change, i t s sent i ne1 w i l l be 
t r i g g e r e d . When t h i s happens the s e n t i n e l 
causes t h e goa l t he r u l e was s u p p o r t i n g to be 
r e - e v a l u a t e d . A t t h i s p o i n t the s e n t i n e l can 
e rase i t s e l f . ( N o t e : A s e n t i n e l causes a goa l 
t o be r e - e v a l u a t e d . There i s no c o n s t r a i n t t h a t 
the same r u l e be used a g a i n . Ano ther r u l e may 
now be t he bes t c h o i c e . However, in t h i s example 
i t i s assumed t h a t t h e r e have been no o t h e r 
changes i n the s t a t e o f t h e system t h a t would 
cause ano the r r u l e t o b e s e l e c t e d f i r s t . ) 
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I f a r u l e ' s goal i s removed, i t s s e n t i n e l w i l l 
a l s o be t r i g g e r e d . In t h i s case we do not w ish 
t o r e - e v a l u a t e the g o a l . The s e n t i n e l w i l l 
remove i t s e l f and erase the a s s o c i a t e d r u l e 
i n s t a n c e . 

Cons ide r how t h i s l o c a l a s s o c i a t i o n o f r u l e 
i n s t a n c e s w i t h s e n t i n e l s can g i v e r i s e t o the 
r i g h t g l o b a l b e h a v i o r . Suppose tha t a f a i l e d 
r u l e now i s capab le o f succeed ing , th rough i t s 
m i s s i n g antecedent be ing a s s e r t e d . l o r 
i n s t a n c e , the m i s s i n g f o r e i g n demand f o r wheat 
can be a s s e r t e d . 

T h i s w i l l t r i g g e r the a s s o c i a t e d s e n t i n e l t o 
erase the a n n o t a t i o n f o r t h i s r u l e i n s t a n c e , 
r e a s s e r t t he goa l as something to be p roved , 
and then to erase i t s e l f . Th is t ime Thm-
succeeds, r e s u l t i n g in a p r o o f o f the m i ss i ng 
demand f o r wheat . Th is w i l l i n t u r n t r i g g e r 
the s e n t i n e l a s s o c i a t e d w i t h t he r u l e i n s t a n c e 
of Thml f o r which the m i s s i n g demand is an 
a n t e c e d e n t . 

T h i s s e n t i n e l repea ts the a c t i o n s o f the p r i o r 
s e n t i n e l . However, i n e r a s i n g the a n n o t a t i o n , 
i t e rases t he reco rd o f t he assumpt ion made. 
T h i s w i l l t r i g g e r the s e n t i n e l on Thm3, the 
s i m p l i f i c a t i o n . S ince the use o f a s i m p l i f i c a 
t i o n i s c o n d i t i o n a l o n ano ther r u l e f a i l i n g , 
t he s e n t i n e l s a s s o c i a t e d w i t h theorems used as 
s i m p l i f i c a t i o n s m o n i t o r t he a n n o t a t i o n 
r e c o r d i n g t h a t f a i l u r e , so t h a t they w i l l Know 
when the s i m p l i f i c a t i o n i s no l onge r r e q u i r e d . 
They w i l l t hen respond t o the e rasu re o f t h i s 
a n n o t a t i o n by e r a s i n g the a n n o t a t i o n f o r the 
s i m p l i f i c a t i o n . S ince the f o r m e r l y m i s s i n g 
an tecedent f o r demand has now been i n f e r r e d , 
ThmJ succeeds, as does our i n f e r e n c e a t t e m p t . 

Thus, unneeded r u l e i ns tances w i l l know when to 
remove themse l ves . Through l o c a l p r o p a g a t i o n , 
t he r e p r e s e n t a t i o n responds to changes in the 
a v a i l a b l e da tabase . Changes in t he database can 
r e i n v o k e t he goal o f i n f e r c n c i n g , wh ich can then 
p roceed . Doyle [2 ] has deve loped a scheme f o r 
r e c o r d i n g d e d u c t i v e dependencies so t h a t when 
f a c t s t u r n out t o b e i n c o r r e c t , t he e n t i r e 
" c o n t e x t " o f dependent f a c t s can be removed f rom 
the da tabase . The c u r r e n t approach does not 
a l l o w e x p l i c i t m a n i p u l a t i o n o f d e d u c t i v e 
dependenc ies , s i nce the changes i t i s des igned 
to respond to are those imposed on the domain by 
" o u t s i d e " changes in the d a t a , and not ones due 
to deduced i n c o n s i s t e n c i e s . McDonald [ 3 | has 
c o n t r a s t e d t h i s approach t o o t h e r methods. 

The r u l e i n t e r p r e t a t i o n f e a t u r e s o f s e n t i n e l s 
and s i m p l i f i c a t i o n s were programmed in FRL 
(Frame R e p r e s e n t a t i o n Language) [ 4 ] . 
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A SEMANTIC NETWORK OF PRODUCTION RULES 

IN A SYSTEM FOR DESCRIBING COMPUTER STRUCTURES 

Michael D. Rychener 
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Schenley Park 

Pittsburgh, PA 15213 

A novel Implementation of the basic mechanisms of a semantic network is presented. This constitutes • 
merging, in terms of the underlying language architecture, of a powerful problem-solving mechanism, 
product ion-ru le systems, with a proven representation formalism. Details are presented on the most basic 
aspects of the network, namely on representing nodes and on mechanisms for their access. Commands for 
def in i t ion, modification, and search-based displays of network information are discussed. The relations of 
the network are divided into six groups: taxonomic, structural, functional, descriptive, means-ends, and 
spatial . The importance of uniformly representing methods and network, and the importance of 
distinguishing temporary from permanent states are discussed. There is sketched a production system 
posi t ion on a number of relevant issues for advanced capabilities. The domain of application is the symbolic 
descr ipt ion and manipulation of computer structures at the PMS (processor-memory-switch) level. The 
system wil l ultimately be used for computer-aided design activities. 

1. SYMBOLIC DESCRIPTION AND MANIPULATION 
AS A TASK FOR AI 

1.1..Motivation and research context 

One aspect of computer-aided design is the manipulation 
of symbolic descriptions of physical systems. Problems in 
this area have been discussed by Eastman [3] and by 
Sussman [12]. Other AI research has discussed 
mechanisms that may be applicable to design systems 
while maintaining a general viewpoint and vocabulary, eg, 
Rieger's Commonsense Algorithms [9] and Moore's 
MERLIN [8] . The present research* aims to deal with the 
fol lowing problem areas: 

1. Describing the basic system components. 

2. Organizing those components into structures. 

3. Establishing hierarchies of components and 
structures ranging from abstract ones to 
various concrete realizations. 

*This research wan aponaorad by tha Define Advancad Research 
Projects Agancy (DOD), ARPA Order No 3597, monitorad by the Air Forca 
Avionica Laboratory Undar Contract F33615-78-C-1551. The views and 
conclusions contained in this document are those of tha authors and 
should not bo intarpratad aa rapraaanting the official policial, aithar 
axpraaaad or implied, of the Defense Advancad Raaaarch Projects Afancy 
or the US Government 

4. Comparing structures and putting them into 
correspondence with each other (mapping). 

5. Analyzing structures and determining effects 
of changes. 

6. Synthesizing structures from elementary 
components, trying to fulfill functional 
specifications. 

7. Coordinating multiple viewpoints of the same 
system. 

8. Searching the design space. 

9. Simulating system behavior symbolically, to 
ascertain dynamic properties. 

An approach to these problem areas would be applicable 
to a wide range of systems: buildings, software systems, 
chemical processes, cities, etc. In addition, it could 
provide a central mechanism for diagnostic, tutorial, 
explanatory, and theory explication systems. 

Computer structures at the processor-memory-switch 
(PMS) level are the domain of the IPMSL (Instructable 
PMS Language) system. The basis is that of Bell and 
Newell [2] In particular, the following abstract 
components are considered: 
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c 
p 
M 
S 
K 
H 

Computer 
Processor 
Memory 
Switch 
Controller 
Port 

L 
D 
N 
X 
T 

Link 
Data-operation 
Network 
External (non-digital) 
Transducer 

Knudsen's [7 ] work in the PMS area is a direct 
predecessor to the present effort, with strong influences 
f rom Barbacci and Siewiorek [l] 

2. THE IPMSL SYSTEM: BASIC SEMANTIC NET 
REPRESENTATIONS 

IPMSL (Instructable PMS Language) is a set of production 
rules for building semantic net structures in response to 
user commands.* IPMSL starts out as a set of 
"procedural" productions that perform the basic 
net-bui lding operations. The net itself is composed of 
"declarative** productions whose contents are the net's 
facts. There are a few "procedural" productions devoted 
to constructing the "declarative" ones, on command and 
also as a result of other processing. Both kinds of 
productions are interpreted according to the same basic 
recognize-act cycle. The user sees the information he 
enters being structured into a semantic network, while 
underneath, that information is stored as, and manipulated 
by, rules. 

2 .1 . Underlying problem-solving architecture 

The implementation language for IPMSL is the 0PS2 
[4 , 10] architecture, extended for this task by changing 
its external appearance. The extension is named 0PS3RX. 
The primary capability afforded by 0PS3RX is the ability 
to represent data elements as sets of attribute-value 
pairs. OPS3RX makes things look much more like 
"schemas" or "frames", and development of the language 
wil l continue in this direction. (In fact, production rules 
seem to be an ideal way of expressing procedures in a 
frame-based system.) There are usually about 100 
attr ibute-value sets in Working Memory (WM), each 
containing about five attribute-value pairs. 

Rules are used tc implement both the interpreter of the 
network and the network itself. WM serves both to hold 
onto various processing goals and to accumulate 
temporary network structures. A network rule stores 
the facts of only one node in the network plus pointers 
to other nodes. When some goal requires the expansion 
of the net in WM alonp some direction (eg, in order to 
search for some piece of information), a subgoal 
appropriate to going in that direction is formed, resulting 

*An expanded versions of this papers is available from the author, under 
the same title.. 

in a rule being executed. This causes appropriate 
structures to be hooked into existing WM structures, both 
by creating new WM nodes and by using pattern 
matching to detect appropriate linking locations. 

2.2. Basic network design 

IPMSL divides its knowledge about computer structures, 
and about itself, into six subnets, each containing a 
particular sort of knowledge: 

- Structural. Parts, Partof, and Coparts relations. A 
component of a computer can be considered as a black 
box, or as an assemblage of known parts. Components 
are related to each other at the same structural-
hierarchy level with the Coparts relation. 

- Taxonomic. FSs and FSof relations. ''FS" stands for 
"further specification", as used in the Merlin system [8] 
An object is an FS of another if it can be viewed as the 
other with some additional characteristics (cf "ISA"). 
More precisely, the set of attributes in the description of 
the FS is a superset of those that describe the parent, 
and the values of those attributes may be modifications 
of the corresponding ones in the parent 

- Descriptive. This category includes various attributes 
that don't fit elsewhere, eg, cycle time, memory size, and 
bandwidth. Further classification may occur later. 

- Physical. This includes: cabinet size, power supply 
requirements, cooling requirements, and noise, to name a 
few. 

- Functional. Here are collected properties having to do 
wi th how a component functions or behaves within an 
assembly of other components. Specifications of inputs 
and outputs are examples (see [6]). 

-' Means-ends. Relations in this subnet directly 
correspond to the language for expressing methods 
(discussed below). 

Figure 1 depicts a fragment of a network including three 
of the subnets (the structural subnet is represented 
graphically; this picture is manually generated). 

The figure suppresses some details about the actual node 
and link structure; it is intended primarily to be an 
example 0f the kinds of information dealt with, and how 
the six subnets partition them. Note that the division into 
subnets essentially assigns one set of nodes and 
interconnects them using six different sets of relations. 
As will become evident from details below, the 
implementation actually attaches six subnet nodes to each 
main node, one for each subnet, and then attaches 
relations emanating from that node to the appropriate 
subnet nodes. Relations coming into a node from others 
in the net all point at the one main node, however (ie, 
they use only (he name of the node). 
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V A X - 1 1 
t 
IPARTOF 

I 
I PARTS-> 

<p.c VAX-11> 
DESCRIPTION: 

(EFFECTIVE-MP-CYCLE 
(298 NSEC) 

(NON-CACHE-HP-CYCLE 
(1888 NSEO) 

TAXONOMY : 

(FSOF P.C) 

<-PART 0F 
<M.CACHE VAX-11> 

I t TAXONOMY: 
I1 I (FSOF M.CACHE) 
11-PARTS I DESCRIPTION! 
IV COPARTS (TECH BIPOLAR) 
I I (BANDWIDTH 8) 
I V (SIZE (8 KBY)) 
I <-PART0F 

<P.ALU VAX-11> 
I TAXONOMY 

I (FSOF P.ALU) 
I DESCRIPTION! 
I (INTERRUPTS 32) 

(REGISTERS 16) * • • 

Figure 1: A fragment of a PMS network 

Nodes in WM are temporary and consist of temporary 
symbols with attribute-value pairs attached. There is a 
main node for each object in the network, and a subnet 
node for each subnet that is defined and evoked. Figure 
2 shows the WM elements for a typical component, with 
Lisp internal formats translated to a more readable 
graphic arrangement. 

S8123 
KNOWLEDGE-ABOUT P.C 

ROLE MAIN 

STRUCTURE S8136 
TAXONOMY S8138 

S8136 
KNOWLEDGE-ABOUT P.C 

NET S8123 

SUBNET STRUCTURE 

PARTS (D.ALU M.REG) 

PARTOF C 

STRUCTURE PI89 
S8138 

KNOWLEDGE-ABOUT P.C 
NET S8123 
SUBNET TAXONOMY 

FSOF P 
FSS (<P.C L S I - l l > <P.C VAX-ll>> 
TAXONOMY P282 

Figure 2: WM elements for a typical component 

Figure 2 includes a main node and two subnet nodes for 
the P.c (central processor) component: SO 123 is the 
temporary name for the main node, SO 136, for the 
structure subnet node, and SO 138, for the taxonomy 
subnet node. Each node is identified by the 
"knowledge-abouf attribute - this serves to tie together 
the three nodes, in such a way that pattern- matching in 

rules can easily collect together the separate nodes. The 
main node has two pointers to its subnet nodes, and each 
subnet node has a pointer back to the main node. The 
two subnet nodes include, as values of "structure" and 
"taxonomy" attributes, the names of the productions that 
built them, so that modifications can be done. (The main 
node is built by a general production, so it doesn't need 
such a pointer.) 

The production that builds the subnet node for the 
structure of P.c is the following: 

P198: IF THE GOAL IS KNOWLEDGE-ABOUT THE STRUCTURE SUBNET OF 

P.C 
AND THERE IS KNOWLEDGE-ABOUT THE NODE OF P.C WITH THE MAIN 

ROLE, 
THEN BUILD A KNOWLEDGE-ABOUT P.C NOOE WITH SUBNET STRUCTURE, 

WITH NET THE NOOE OF P.C WITH THE MAIN ROLE, WITH PARTS 
(D.ALU M.REG), AND WITH PARTOF C, 

AND MARK THE GOAL SATISFIED 
AND ADD TO THE NOOE OF P.C WITH THE MAIN ROLE THAT ITS 

STRUCTURE IS THE NEW NODE. 

The syntax used here is a hand translation from the 
l ist-structure version, for readability. Some clumsiness 
remains, due to the effort to retain as much of the 
attr ibute-value flavor of the representation as possible. 
" O f and "wi th" denote a relation between a pair and the 
object name to which the attributes apply. 

All such network-information rules have a similar 
st ructure: a simple "if" part that detects the goal to 
access the knowledge and gets from WM existing 
information about the main node for the component 
desired; and a "then" part that constructs the appropriate 
dynamic node for the particular subnet, along with 
updating pointers back and forth. 

Two general productions are involved in accessing 
network knowledge, one to build the "main role" node 
when it is absent from WM, and the other to notice that 
the knowledge desired is already in WM, and thus to mark 
the "knowledge-about" goal to be satisfied. These are 
P98 and P99, respectively, and are displayed below: 

P98» IF THE GOAL IS KNOWLEDGE -ABOUT SOME SUBNET OF SOME 
OBJECT 

AND THERE IS NO KNOWLEDGE-ABOUT THE NODE OF THAT OBJECT 
WITH THE MAIN ROLE, 

THEN BUILD A KNOWLEDGE-ABOUT NOOE FOR THAT OBJECT WITH ROLE 
MAIN. 

P 9 9 : IF THE COAL IS KNOWLEDGE-ABOUT SOME SUBNET OF SOME 
OBJECT 

AND THERE IS KNOWLEDGE-ABOUT THE NODE OF THAT OBJECT WITH 
THE MAIN ROLE WITH THAT SUBNET BEING SOME NOOE 

AND THERE IS KNOWLEDGE -ABOUT THAT NOOE, 
THEN MARK THE GOAL SATISFIED. 



Note that -some" and "that" refer to unrestricted pattern 
variables in the actual productions; the word following 
them is not a semantic restriction on values assumed by 
the variables, but enhances human readability only. The 
way that these three types of knowledge-access 
productions work together is dependent on the conflict 
resolution strategy of 0PS2, particularly the special-case 
cr i ter ion, by which the rule that matches more data is 
prefer red. P98 is the least special-case of the three, and 
its condition is explicit enough that it will be true only 
when the others cannot be, so special-case is not so 
crit ical for it. But neither PI90 (and all others of its 
type) nor P99 has any negative conditions, so PI90 can 
be true at the same time as P99, and here the 
special-case criterion makes the difference. 

One other form of access is used: access to a particular 
at tr ibute of an object, where the particular subnet is not 
known, an example of which is PI45: 

P145: IF THE GOAL IS KNOWLEDGE -ABOUT THE PARTS ATTRIBUTE OF 
SOME OBJECT, 

THEN A00 TO THE COAL THAT THE SUBNET IS STRUCTURE. 

There is a production like PI45 for each attribute that is 
known to the system. Note that PI45 remains true even 
after it f ires, but that conflict resolution prevents it from 
repeating in a couple of ways (one is sufficient, of 
course): the refraction principle inhibits such repetition 
explicit ly; the lexicographic recency will give preference 
to other rules whose conditions include the subnet 
information that PI45 adds - the productions displayed 
above are all good candidates so that those others will 
f i re next. 

The kind of action done by PI45 is typical of the 
production system style used here: a goal is a symbol 
structure to which a variety of rules can contribute small 
pieces, until enough is accumulated to make the goal 
satisfied. 

2.3. Basic IPMSL methods 

The above has sketched the mechanisms of basic access 
of information in IPMSL. Now we turn to three central 
IPMSL commands, which build on the basic access to form 
actions with wider effects 

A user causes the construction of new network nodes 
wi th the DEFINE command. The method for doing this 
involves taking the information from the user and 
embedding it in the fixed structure common to all 
knowledge-access productions, of which PI90 above is an 
example. 

Modification of existing net structures is done with the 
LET command, which includes the attribute and the new 
value of the symbol to be modified. WM structures are 
modified directly. PM (Production Memory) structures are 
accessed via the appropriate pointers in WM (ie, rule 
names that are kept with each node) and then their 

actions are edited so that future executions will result in 
the modified structures being built in WM Usually the 
Let command has the proper subnet filled in by rules that 
know which attributes are part of which subnets, eg, 
P I45 above. This subnet inferral Is done In the process 
of accessing the knowledge, as part of Let. The purpose 
of this access is to check that the Let command is actually 
specifying a change to existing information. 

The user can evoke a region of the network and have it 
displayed in a tree format by using the SHOW command. 
This command sets up goals to search from a starting 
node through all nodes related to if in specified ways. At 
each node visited, information is collected into a tree 
structure, and after the search is completed, this tree is 
printed. The Show command has a number of options, 
which specify what kind of additional information is to be 
collected at each node. 

To summarize, the basic IPMSL commands provide access 
(query), definition, modification, and search-and-display 
capabilities. Generality has been maintained: there is 
very little in IPMSL that is specific to the division into six 
types of subnets, or to the PMS domain. Also, the 
methods, expressed as rules, have proved to be easily 
modifiable. Two other design issues can be mentioned: 

- The net is divided into six subnets for several reasons: 
to make rules a reasonable size, to avoid extra 
information being added to WM, to impose some structure 
on knowledge as it corner, into the system from the user, 
and to modularize the methods that work with the net. 

- Efficiency is a concern, since IPMSL is intended to be 
worked with interactively. Response times for network 
definit ion commands are in the range of one to two 
minutes on our time-shared DEC KL-10. This is usually 
significantly exceeded the time it takes a user to decide 
how to formulate the next piece of network to be added, 
and is therefore a tolerable response delay. 

3. THE IPMSL APPROACH TO INSTRUCTION AND 
AUGMENTATION 

IPMSL started out as a small set of productions (less than 
50) called Kem\2 (Kernel version 2). Kernl2 allows 
simple kinds of interaction to take place, including 
interaction that leads to adding new rules. The first 
interactions with Kernl2 involved adding to and improving 
Kernl2*s capabilities, while later ones were more and 
more devoted to adding the basic IPMSL commands. 
Kernl2's essence is a set of methods for interpreting and 
executing user inputs that are expressions in a simple 
method language. This method language allows the user 
to designate elementary components of a method. After 
a number of such designations, the user gives a command 
essentially saying that the method is ready to be formed 
into productions, and Kernl2 does the rest of the work: 
keeping track of what is designated and finally putting it 



together into rules. Kernl2 also includes rules that 
describe itself in a declarative way. Thus, a user can 
both construct methods of his own for new goals and 
access the Kernl2 network to understand and augment 
Kernl2 itself. Both of these operations have in fact taken 
place as IPMSL has grown. 

The Kernl2 approach to growing a system, ie to 
instruction, builds on two previous independent 
approaches: that of the Instructable Production System 
project [11] and that of Waterman's Exemplary 
Programming [13].* The idea behind having Kernl2 be a 
part of what is basically a semantic network system has 
three aspects. First, the method language of Kernl2 
allows a user to easily build up new system behavior, ie, 
it is a means to making the system fully extensible. 
Second, method construction takes place within a dynamic 
WM context that is similar to that in which the method 
wil l work after it is finished. Third, all of the 
above-mentioned method language facilities are available 
both to the user and to internal methods built from rules. 

The basic IPMSL system is composed of 316 rules, of 
which about a third are network rules, another third are 
Kernl2 rules, and the remainder are IPMSL methods. 

Some auxiliary software has been added to aid the direct 
coding of rules, bypassing the method language approach 
to growing the system whenever this seems expedient. 
This includes a facility for abstracting and displaying all 
or a select part of the rules in a particular method in a 
relatively small screen space; more flexible rule entry 
and editing, including the ability to copy information from 
one rule into another (thus one can make a new rule 
''like'' another, and then edit in the discriminating 
elements); and the ability to make listings of the rules 
organized according to method. With these aids, it is 
possible to grow and debug the system at a rate of about 
two to five rules per on-line hour. 

4. ADVANTAGES AND DISADVANTAGES OF USING 
RULES FOR A NETWORK 

My evaluation of production rules as a basis for a 
semantic network system consists so far of a set of 
subjective impressions and design characteristics. The 
existing implementation of a net is an unusual mix of 
procedural and declarative components. The net is active 
in a real sense, though controlled by particular activation 
goals. Control in general for the net can be distributed 
around, as rules, but since WM is global and inspectable 
at all cycles by all rules, there can be global (centralized) 
control to a large extent. As yet, there has been no 
problem of searches in the net getting out of control, and 
in particular, unexpected rule firings have not interfered 
wi th processing. 

The following lists a number of specific advantages that 

*The interested reactor should consult those rafarancat and tha datailad 
version of this papor, available from (ho author 

production-rule systems seem to have for network 
systems. 

- WM serves as a large dynamic context. It records 
uniformly both the state of methods that are being 
executed and the state of the network as it is searched. 

- The single shared dynamic state allows flexible control 
of searches. That is, ordinary searches can be monitored 
by global, general rules, by specific search heuristics, and 
by control knowledge that is distributed throughout the 
net - all expressed as rules. 

- WM is useful for growing large, hybrid, temporary 
structures and mappings - things that one would not 
necessarily want to become a permanent part of the net. 

- Rules can bring together (by recognition) complex 
patterns of diverse knowledge, thus making it possible to 
integrate information in new ways. 

- The rules are readily organized into an instructable 
structure. 

- Searching methods and others can themselves be 
described using the same network conventions as the 
subject domain. 

- Goals are interrelated in ways that can be much more 
open (heterarchical) than conventional recursive 
(hierarchical) forms: the goals are global structures in WM 
that can be processed in varied orders, can be satisfied 
in accidental ways, and can be examined and re-ordered 
flexibly. 

- Existing efficiency techniques for production-rule 
systems can be immediately carried over to network 
searches. In fact, the rules in 0PS2 are compiled by 
convert ing their patterns into a very efficient network 
structure, developed by Forgy [5] 

- The recognition part of the execution cycle is amenable 
to simple parallel implementation. 

- The net need not be uniformly encoded: one could do 
various arbitrary things to evoke information (or to 
respond to it) in special cases. 

The above positive features can be balanced with the 
fol lowing disadvantages. 

- Space usage seems high: a few attribute-value pairs 
require a good bit of surrounding rule structure. But any 
such network requires some space overhead. 

- Search is serial: nodes are developed one at a time. 
But as mentioned above, given a parallel processing 
architecture, production systems are favorable for 
exploit ing it. 
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5. CONCLUSIONS 

In concluding, a few major points can be re-emphasized. 
Implementing the network as production rules has 
al lowed the frui t ful merging of two hitherto separate 
technologies: a problem solving procedure formalism and 
a semantic net representation formalism. The network 
organizes both domain information and information about 
the methods of the system itself. Using production rules 
al lows the system to take advantage of recent progress 
in techniques for growing such systems. 

The product ion system architecture provides a number of 
useful features. Methods, and network share the same 
work ing space (WM), so that rules are readily applicable 
bo th to control the evocation of network information and 
to provide useful information for methods to use. 

Advantages of using a semantic net implemented as 
product ion rules appear to outweigh the disadvantages, 
and examination of problems that can be expected when 
more demands are made of the system supports the 
cont inuat ion of this line of work. IPMSL has so far 
p roven effect ive for defining, updating, and displaying a 
ne twork for the DEC VAX-11 computer. Research is 
cur ren t l y proceeding on using the basic ingredients 
presented here to provide IPMSL with higher-level 
capabi l i t ies, approaching operations that will prove useful 
to its intended domain of computer-aided design. The 
wo rk so far has advanced knowledge on at least two 
f ron ts : In formulating knowledge precisely so that a 
system such as IPMSL can encode it, one inevitably 
improves the basic knowledge of the domain, in 
organizat ion, precision of detail, and explicitness of 
assumptions. In addition, we continue to improve our 
knowledge about the requirements that demanding 
intel lectual tasks place on the production system 
archi tecture and on the whole body of Al concepts and 
techniques. 
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ADDENDUM 

As of the time of final revision of this paper, IPMSL has 
g rown to a size of 610 rules with no degradation in its 
overal l manageability, and with very little decrease in 
ef f ic iency of interpretation. The total system size 
re lat ive to the PDP-10 is becoming much more of a 
problem. Of the new rules, about 237 are network, as 
compared wi th 307. in the system detailed above, with the 
remainder being new melhods for display of information, 
be t te r handling of descriptive attributes of computers, 
and bet ter network access and editing capabilities. 
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Abstract and introduction: The robot in the common science fiction nmnrel appesrs as a tram an the 
surface, but is built mechanically from wheels and levers inside. In A.I., we usually visualize an A.I. 
system as having a similar structure: it communicates in man's language (English), or performs other tasks 
which make it appear man-like, but it is in fact a large program, written in a programming language, and 
executed under a common time-sharing system. 

The present paper argues on the contrary that A.I . systems should not need to appear man-like, and that 
it is necessary, both from the A.I. point of view and from the software engineering point of view, that 
the next level down in the A.I. system has quasi-biological properties, such as the ability to reproduce 

Remark: dm to spaa limitations, this paper has been 
written in a condensed style. 

1. Reproduction Is a mechanism for a species to adapt. 
It is natural to make analogies between the biological 
system that forms the substrate of natural intelligence, 
and the computer hardware/software system that forms 
the substrate of A.I . Among characteristic properties 
of organisms we f ind homeostasis and the ability to 
reproduce. Do they have counterparts in software? 

The common game of writing programs that create 
many identical copies of themselves, misses an 
important reason for biological reproduction: it is a 
mechanism for adaptation, from the point of view of 
the species. Human reproduction involves not only 
copulation and child-birth, but also two decades of 
work for training the new individual (sometimes called 
"social reproduction" by sociologists). In the training 
process, the new person inherits some knowledge, but 
also selects, reviews and reorganizes his or her 
intellectual heritage. Imagine how much progress there 
would be if humans lived forever and never 
reproduced! 

adapt autonomously to any significant extent: it is 
adapted by a programmer who changes the program 
("maintenance") or throws it away and writes a new 
one. 

Future software systems with a more complex behavior 
will have much bigger needs to adapt, and will be 
harder to change from the outside. They should 
therefore be enabled to change without programmer 
intervention, in response to requests from the end user. 
They can do so either by modifying their internal 
state, or by creating a modified copy of themselves. 
Both of these methods are viable if the programming 
technique of conceptual programming is used. 

Remember that adaptation was a topic of interest in 
earlier A.I. work, but it has gone out of fashion 
because it seemed one could only do tr ivial things with 
it, such as adjusting numerical parameters. What one 
would really like to do was to adapt programs, but 
that seemed too hard, and had to wait for automatic 
programming to happen first. 

2. Software also needs to adapt, in response to 
changing user needs. Conventional software does not 



But there is a trend in several areas of software to 
use specialized application languages (implemented 
either as interpreters i.e. general, highly parametrized 
programs, or as program generators) to develop 
applications. Examples of this trend are: 
- commercial program generators for reports, screen 

layouts, data base queries, etc. 
- the system for information-flow applications, 

developed in our group (ref. 1). 
- special-purpose languages in A.I. research e.g. 

grammar languages. 

These are signs of an emerging software technology 
where computer applications are implemented by 
selecting a small number of general-purpose i tools, 
combining them in appropriate ways, and providing 
them with a description of the application in (several) 
specialized application languages. This style of 
programming has been called conceptual programming 
in ref. 2,3,4. 

Self-modification in a system should clearly be 
relatively easy if it can be performed by modification 
of parameters or application-language expressions, as 
compared to direct self-modification of a conventional 
program. This is both because easier, "maintenance'' is 
one of the reasons for specialized languages, and 
because end-user requests for modification are 
naturally expressed in application-language terms. 

3. Should an A.I. system 'live' forever? In other words, 
is internal self-modification sufficient as an 
adaptation mechanism, and is reproduction 
unnecessary? The answer is that perhaps it is not 
practical for software to adapt forever. For 
adaptation, new knowledge has to be added to a 
system, which means that other knowledge has to give 
way, otherwise the system will grow indefinitely. But 
whenever knowledge is removed, one encounters a 
well-known but yet un-named problem which I propose 
to call the delete problem, for example in the following 
simple form; suppose A has been asserted in a data 
base, and B has also been asserted by forward 
inference using "A implies BH, and later A is to be 
deleted. Should B be deleted as well? There might be 
other, independent support for B, so that it should not 
be deleted. The problem is well-known on many 
software levels, from conventional garbage collectors to 
semantic networks. 

The conclusion is that for a system to be indefinitely 
adaptible, it must contain a considerable overhead of 
information about the details of its own inside*, such 
as back pointers from B to all its independent 
supports, in the example. Reproduction offers an 

alternative, with copying garbage collection as an 
example on the low software level, and training of 
off-spring as examples among animals and (I 
conjecture) for A.I. systems. 

4. Reproduction takes many forms; ours is a biological 
exception. Reproduction in mammals has a simple 
structure: two individuals together generate an 
offspring which grows up continously. But butterflies, 
ants, fish, jellyfish, frogs, and funghi offer a rich 
reportoire of more complicated schemes, where the 
organism exists in more than one physical form during 
the reproductive cycle. 

In several projects in our research group, I have seen 
needs for similar, non-trivial schemes for reproduction 
in software. 
- Background: some of the group's work assumes that 

the programming techniques that have been developed 
in A.I. research, are a significant spinoff result of 
that research, and should be used for other purposes 
as well. 

Two specific cases are of interest: 

A) Use of the Interlisp system for development of 
pilot versions of application programs, (A pilot version 
is one which can easily be changed until the end users 
are happy). Development of the initial program went 
smoothly, but the subsequent user-initiated 
modifications were clumsy to make. Analysis: when 
conventional languages are used, one does debugging 
in the production environment (i.e. using the regular 
compiler). The Interlisp system provides a "dry-dock" 
environment for program development, which implies 
that a non-trivial effort is required to take the 
program into and out of the "dry dock". This is 
worthwhile if a lot of work has to be done there, and 
in particular if the program never really leaves the 
development environment, as is often the case in A.I. 
research. But the same programmer support did not 
seem worthwhile as the programmer's effort for 
transfer from development environment to production 
environment was much bigger than the effort of the 
update itself. 

The problem was solved by allowing each application 
to exist in two forms: a development system and a 
production system. The development system was the 
one that really 'adapted', and it had the ability to 
create corresponding production versions. 

This solution embodies the following basic attitude: a 
programming system should not be like a street-front 
clinic, where a program walks in to be operated on 
(for example, for being compiled, or debugged during 



a debugging session), and then leaves again. It should 
instead be a permanent dwelling for the program. The 
programming system plus the program it accomodates, 
should be viewed as an organism, which contains a 
fair amount of knowledge about itself, and in 
particular has the ability to generate systems which are 
similar to itself although tuned for production use -
like a queen bee does. 

B) Modelling information-flow systems. Many data 
processing applications can be characterized as 
information-flow systems-, there are specialized 
work-stations for different people or roles in the 
organization; information packets ("transactions") are 
generated in such stations, sent in channels from one 
station to the next, accumulated in files that are local 
to each station, and the task of the person at a station 
is to review the information that flows by, take 
actions, add more information to the transactions, and 
pass them on. 

Recent work in our group has resulted in a prototype 
software tool which allows the various aspects of the 
information-flow application to be described in 
specialized languages, and which allows one to do pilot 
execution of the system work on a generator of 
production systems is in progress. The system is 
designed with the programming techniques that are 
usual in A.I. programing, such as strongly 
parametrized programs, handles, and data-driven 
procedure calls. 

In the terms of the previous sections, this system is 
"organism-like" in that it can create modified copies of 
itself, namely copies for each of the work-stations. 
These specialized production-phase copies have been 
obtained by selecting subsets of the parameter 
structure, and by specializing programs through 
"smart" compiler macros. 

These and other applications in our group are using a 
general-purpose tool for accomplishing system 
reproduction, called ACTEMAN (ref. 5). 

5. Knowledge acquisition. The reproduction in these 
two examples as presently implemented, does not 
involve any selective acquisition of knowledge by the 
off-spring. (There is however a reaT need already to 
have that). The major reason for the examples is to 
illustrate that multiple 'life-forms' and unusual (for us) 
reproduction structures may be useful for software 
systems. 

With a system which is organized along the lines of 
conceptual programming, as mentioned above, 
knowledge acquisition by the young off-spring could 
be organized as follows: 

- let the ancestor generate a basic system (for example 
a fresh instance of the Lisp system), and load the 
appropriate general programs into it. Also let the 
ancestor transfer the appropriate parameters and 
datadriven procedures to the descendant, but usually 
only a subset of what the ancestor "knows" 

- let the descendant engage in work, usually by 
serving a human user, where in doing so one 
identifies missing parts in its structure and obtains 
the information by communication with senior 
computer systems, (in particular, systems similar to 
the "deveopment phase" system described above, 
which contain extra knowledge and which specialize 
in training new systems), and only in hard cases, 
communication with a human programmer. 

In such an architecture, it is possible but not natural 
to let the computer systems communicate between 
themselves in human natural language It is much more 
natural to exploit the properties of the computer 
medium, and let them communicate in terms of 
program segments, data structures, and so forth. (This 
does not preclude that some of the characteristics of 
naturallanguage communication will still ?e needed) 

6. We can now proceed to the other issue mentioned 
in the introduction to this paper: The emphasis in 
current A.I. research on systems with humanoid behavior. 
Its main historical reasons are: 
A) The training issue: it has been argued that 
intelligence presumes knowledge, and that the computer 
can only gain knowledge by talking to people and/or 
being among people, as a robot. 
B) The usefulness issue: it has been argued that an 
intelligent computer system can only be useful to us 
people, if it can talk to us in our language (which is 
assumed to be natural language). 

The training argument addresses the wrong bottleneck. 
It is true that a lot of work will have to be spent by 
people for transferring knowledge to computer systems, 
and it is conceivable that it will be facilitated if 
natural language may be used. But already scores of 
programmers have as their profession to transfer 
knowledge and ability to computers. The significant 
problem is instead that computer systems can not 
transfer knowledge to each other. If one computer 
system could train others, then it would not matter if 
the initial knowledge transfer to one computer system 
had to be done in a formal language 

The reproduction chain can start when we have built 
systems which have the necessary properties for being 
useful, and for generating useful offspring, 
recursively. In order to start it, we ourselves will have 
to understand the reproduction process fair ly much in 
detail. It then seems more convenient to create the 



f i rst generation by performing manually the operations 
that will later be done by the ancestor, rather than 
create a natural-language understanding capability only 
for the purpose of the first system generation. 

The usefulness argument (B) is valid if we consider 
current research results as given, and search for 
possible applications But suppose instead that we 
would focus on current data processing (DP.) 
applications, and ask what role programmed 
intelligence could play in them. The role might not be 
dominant: the resulting thought product is not 
necessarily a computer intelligence incarnated into an 
application. A car with a micro computer in it is well 
described as a car and not well described as a 
computer, and intelligence might be very useful in a 
similar, subordinate role in the D.P. system 

7. There is a significant area of common interest for 
A.I. and software engineering. In A.I., conventional 
programming has traditionally been considered 
- as an intelligence-requiring activity that is observed 

to occur in real l ife, and which therefore is a 
candidate A.I. application, and 

- as a part of the support work for an A.I. lab and a 
temptation for the graduate student to waste his 
time on 

It is then assumed that software engineering and A.I. 
are disjoint areas The arguments of the present paper 
imply on the contrary that 
- systems which adapt, internally and by reproduction, 

are necessary both for AX and for future software 
engineering 

- conceptual programming techniques may facilitate 
design of large and complex systems (which is a 
topic of common interest for A.L and S E.) as well 
as adaptation and reproduction. 

- such systems, performing conventional D.P. tasks, are 
a likely early application area for A.I. research. But 
intelligence can not then be obtained as an add-on: 
the system has to be built from the start using some 
of the programming techniques which are common in 
A.I . 

8. How does this fit in with other work in A.I 
Hewitt's actor concept is clearly related in the abstract 
sense that he also talks of structures formed by 
individuals with a local autonomy and initiative. 
However, he has mostly worked with actors of very 
simple structure, in particular as an elementary object 
in a theory of computation. We emphasiie systems 
which are complex enough to contain intelligence; 
systems which are pseudo-individuals. Marr's work in 
computer vision has already started a trend to take the 
biological foundations of intelligent systems seriously 
again 
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The problem addressed in t h i s paper is t h a t o f de termin ing whether the c o n d i t i o n s expressed in 
the d e f i n i t i o n of a concept are s a t i s f i e d by a set of asse r t i ons (a task of a t tempt ing to match 
the asse r t i ons to the d e f i n i t i o n ) . The approach presented here is to precede the matching 
a c t i v i t y proper w i t h a one-t ime preprocessing phase, du r ing which the d e f i n i t i o n is 
a u t o m a t i c a l l y t ransformed from a r a the r complex form in which i t is o r i g i n a l l y expressed i n t o a 
s imp le r form which appears to be more s u i t a b l e to the matching task at hand. Use of t h i s 
t r ans fo rma t i on process permi ts the f unc t i ons of r e c o g n i t i o n and i n t e r p r e t a t i o n to be separated, 
thereby improving the e f f i c i e n c y of the matching process. This separa t ion is performed by 
d i s t i n g u i s h i n g those components of the d e f i n i t i o n which must be found to be t rue from those 
whose t r u t h may subsequent ly be i n f e r r e d and those whose t r u t h is i r r e l e v a n t to the matching 
process. The t rans fo rma t ion is performed by means of a process of symbolic i n s t a n t i a t i o n of the 
d e f i n i t i o n — the t r a n s l a t i o n o f the d e f i n i t i o n from a set o f c r i t e r i a f o r s a t i s f y i n g the 
d e f i n i t i o n i n t o an exemplary ins tance of the concept i t s e l f . The a lgo r i t hm f o r the 
t r ans fo rma t i on and the subsequent matching process are o u t l i n e d and i l l u s t r a t e d in the t e x t . 

1. FORMULATION OF THE TASK 

This paper descr ibes an approach to a problem 
t h a t has a r i s e n w i t h i n the TAXMAN I I p r o j e c t on 
Legal Reasoning [ 4 ] , [ 5 ] , [ 6 ] , [ 7 ] , [ 9 ] — the 
design and implementat ion of a MATCHER t h a t w i l l 
c o r r e c t l y i d e n t i f y exac t l y those subcases w i t h i n 
a case d e s c r i p t i o n ( i . e . , t ha t w i l l i d e n t i f y 
those subsets of the f a c t s of a l e g a l case) t h a t 
s a t i s f y the cond i t i ons expressed in the 
d e f i n i t i o n of some l e g a l concept. As the 
purpose of the TAXMAN I I p r o j e c t is to 

•The research repor ted in t h i s paper was 
p a r t i a l l y supported by the Nat iona l Science 
Foundation under Grant #S0C-7811*408 and by the 
Research Foundation of the State U n i v e r s i t y of 
New York under Grant #150-2197-A. 

The views and conc lus ions contained here in are 
those of the author and should not be 
i n t e r p r e t e d as necessa r i l y rep resen t ing the 
o f f i c i a l p o l i c i e s , e i t h e r expressed o r i m p l i e d , 
of the Nat iona l Science Foundation or the 
Foundation of the State U n i v e r s i t y of New York. 

i n v e s t i g a t e the s t r u c t u r e o f l e g a l concepts , and 
of dec i s i ons based on those concepts , through 
the r ep resen ta t i on of those concepts and 
dec is ions in AIMDS, i t is ev iden t t h a t a MATCHER 
w i l l be requ i red to p lay a c e n t r a l r o l e in the 
env is ioned system. The MATCHER descr ibed in 
t h i s paper was designed to meet t h a t need. 

Work in the f i r s t few months of the TAXMAN I I 
p r o j e c t has centered on a s i n g l e concept in the 
domain of corpora te tax law — a k ind of 
corpora te r e o r g a n i z a t i o n c a l l e d a 
BREORGANIZATION. A BREORGANIZATION is a complex 
concept , i n v o l v i n g the exchange between two 
co rpo ra t i ons ( r e l a t e d i n c e r t a i n ways) o f 
p roper t y bear ing a p a r t i c u l a r , r a t h e r i n t r i c a t e , 
r e l a t i o n s h i p to those two c o r p o r a t i o n s . The 
i n i t i a l task posed f o r the MATCHER ( the task 
w i t h which we s h a l l be concerned in t h i s paper) 
was, t h e r e f o r e , to take a case d e s c r i p t i o n 
c o n s i s t i n g o f a poss ib l y very l a rge set o f 
poss ib l y very i n t r i c a t e l y r e l a t e d f a c t s , and to 
i d e n t i f y every subcase ( i . e . , every subset o f 
those f a c t s ) t h a t i n d i c a t e d the ex is tence o f 
some ins tance of a BREORGANIZATION. 

A l a t e r ve rs ion of the MATCHER is expected to be 
able to take a set of l e g a l concepts 

748 



(AREORGANIZATION, BREORGANIZATION, 
CREORGANIZATION, and so f o r t h ) , and, in a s i ng le 
pass, i d e n t i f y f o r each concept a l l those 
subcases s a t i s f y i n g i t s d e f i n i t i o n a l c o n d i t i o n s . 
Another extens ion to the MATCHER tha t we 
contemplate i s o f a d i f f e r e n t k i n d : the cur ren t 
MATCHER i d e n t i f i e s a subcase S as a match to the 
d e f i n i t i o n i f and only i f S exac t l y meets the 
d e f i n i t i o n a l c o n d i t i o n s ; a f u t u r e vers ion o f 
the MATCHER w i l l pe rmi t , in the absence of an 
exact match, a sequence of gradual deformations 
u n t i l a match to S has been found. 

Let us r e t u r n to the vers ion of the MATCHER 
c u r r e n t l y under development. Careful 
examinat ion o f the d e f i n i t i o n g iven fo r 
BREORGANIZATION and of represen ta t i ve case 
d e s c r i p t i o n s d isc losed 

1) t h a t some of the asser t ions comprising 
the d e f i n i t i o n were i r r e l e v a n t to the 
de te rm ina t ion o f whether the d e f i n i t i o n a l 
cond i t i ons had been met — tha t i s , they d id 
not need to be t r u e ; these clauses seemed 
somewhat b e t t e r su i ted to a d e s c r i p t i o n than 
to a definition; 
2) t ha t some other asser t ions comprising the 
d e f i n i t i o n , wh i le they d id have to be t r u e , 
could be i n f e r r e d to be t rue on the basis of 
c e r t a i n other knowledge; the issue of 
mutual i n f e r r a b i l i t y was not d i r e c t l y 
addressed, as mutual ly i n f e r r a b l e sets of 
asse r t i ons in t h i s domain appeared to be 
express ib le in terms of a canonical set of 
c lauses whose t r u t h had to be observed — 
tha t i s , c lauses of n e i t h e r type 1 nor type 
2. 

For example, consider t ha t the f o l l o w i n g is pa r t 
of a d e f i n i t i o n of a ZOPPLE 

Every c rea ture w i t h a beak and feathers is a 
ZOPPLE. 

Every ZOPPLE has wings. 

A ZOPPLE may have orange f ea the rs . 

If we encounter a c rea ture w i th a beak and 
f e a t h e r s , then we know it is a ZOPPLE wi thout 
concerning ourselves f u r t h e r . The co lo r of the 
fea the rs ( type 1 above) is i r r e l e v a n t to our 
c l a s s i f i c a t i o n o f the c r e a t u r e ; the presence o f 
wings may be i n f e r r e d ( type 2 ) , once the 
c rea tu re has been i d e n t i f i e d . 

From the c h a r a c t e r i z a t i o n of the problem given 
above, we may r e a d i l y admit the d e s i r a b i l i t y of 

SPEC1) reducing combinator ic problems 
wherever poss i b l e , 

SPEC2) i d e n t i f y i n g as a v a l i d 
BREORGANIZATION every subcase f o r which a l l 
o f the cond i t i ons inc luded w i t h i n the 
d e f i n i t i o n — aside from asser t ions of the 
types descr ibed in 1 and 2 above — were 
t r u e , and subsequently dev is ing some means 
o f f i l l i n g i n whatever a d d i t i o n a l 
i n fo rma t i on could then be f i l l e d i n . 

In terms of the example presented e a r l i e r , we 
might i d e n t i f y as a ZOPPLE any c rea tu re w i th a 
be;.* and f ea the r s , subsequently i n f e r r i n g the 
presence of wings, and adding the f a c t the 
feathers are orange, wherever t h i s i s t rue o f 
the ZOPPLE in ques t i on . 

In view of our plans f o r l a t e r phases of the 
work, we should a lso l i k e our design to permit 
the easy rep resen ta t i on of the process of 
p a r t i a l matching. 

SPEC2 permi ts us to charac te r i ze our task in 
terms of the paradigms of r e c o g n i t i o n and 
i n t e r p r e t a t i o n . Recognit ion i s the process o f 
determin ing whether or not a p a r t i c u l a r ob jec t 
s a t i s f i e s any of a set of cond i t i ons — i . e . , 
g iven an ob jec t and a set of sets C of 
c o n d i t i o n s , i t r e t u rns a ves or a nfi. f o r each C. 
I n t e r p r e t a t i o n associates w i th an ob jec t not 
on ly a c l a s s i f i c a t i o n — or a set of 
c l a s s i f i c a t i o n s ( r e c o g n i t i o n ) , but ( f o r a t l eas t 
one of the c lasses) a d d i t i o n a l ma te r i a l as w e l l , 
such as a s t r u c t u r a l d e s c r i p t i o n . For example, 
a s t r u c t u r a l matcher, by d i s t i n g u i s h i n g between 
the presence and absence of an isomorphism 
between two networks, performs r e c o g n i t i o n ; a 
pa rse r , by d i s t i n g u i s h i n g between the 
grammat ica l ly v a l i d and i n v a l i d s t r i n g s 
presented to i t ( r e c o g n i t i o n ) , and assoc ia t i ng 
at l eas t one parse t r ee w i th every grammat ica l ly 
v a l i d s t r i n g , performs i n t e r p r e t a t i o n . Note 
tha t a parser may be viewed as per forming 
r e c o g n i t i o n by means of i n t e r p r e t a t i o n . 

As we can see, our task may be decomposed i n t o 
two modules — one in which the r e c o g n i t i o n of 
v a l i d BREORGANIZATIONs is performed, and one in 
which an i n t e r p r e t a t i o n is produced f o r every 
v a l i d BREORGANIZATION. Note t h a t , by t h i s 
method, the c l a s s i f i c a t i o n of a case as a v a l i d 
or i n v a l i d instance of a BREORGANIZATION would 
be completed by the r e c o g n i t i o n module, and 
t h a t , u n l i k e the pars ing analogue, our 
i n t e r p r e t a t i o n module would be requ i red only f o r 
the c r e a t i o n o f the appropr ia te s t r u c t u r a l 
d e s c r i p t i o n s . 
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This des ign s t r a t e g y 

1) would s u c c e s s f u l l y avo id c e r t a i n 
comb ina to r i c problems o f t e n encountered by 
pa rse rs 

a) by e l i m i n a t i n g the requ i rement t h a t 
the c o n d i t i o n s f o r r e c o g n i t i o n f a i l u r e 
( i . e . , the c o n d i t i o n s r e q u i r i n g a no. t o 
be produced by the r e c o g n i t i o n module) 
must be i d e n t i f i e d th rough the f a i l u r e 
o f i n t e r p r e t a t i o n ( i . e . , t h rough the 
i n a b i l i t y o f the i n t e r p r e t a t i o n module 
to c r e a t e an i n t e r p r e t a t i o n ) , and 

b) by removing the n e c e s s i t y of 
g e n e r a t i n g i n t e r p r e t a t i o n s f o r match ing 
subcases when on l y r e c o g n i t i o n was 
d e s i r e d , 

2) would s u c c e s s f u l l y avo id a problem 
encountered by many s t r u c t u r a l ma tche rs , by 
e l i m i n a t i n g the p o s s i b i l i t y o f r e c o g n i t i o n 
f a i l u r e caused s o l e l y by the absence in the 
case d e s c r i p t i o n o f n o n - e s s e n t i a l 
i n f o r m a t i o n which was present in the 
o r i g i n a l d e f i n i t i o n , and 

3) would pe rm i t t he computa t ion o f m i ss i ng 
but i n f e r r a b l e i n f o r m a t i o n to be performed 
by the i n t e r p r e t a t i o n module. 

Before we proceed to a d i s c u s s i o n of the means 
se l ec ted to meet the two s p e c i f i c a t i o n s g i v e n 
above, l e t us l ook more c l o s e l y a t the way in 
which the d e f i n i t i o n s and the case d e s c r i p t i o n s 
are r e p r e s e n t e d . The r e p r e s e n t a t i o n i s i n 
AIMDS, a frame-based language [ 8 ] . AIMDS a l l o w s 
the r e p r e s e n t a t i o n o f a se t o f t y p e s f a se t o f 
I ns tances o f the t y p e s , a se t o f typed r e l a t i o n s 
t h a t may be asse r ted to ho ld between p a i r s of 
i n s t a n c e s o f the a p p r o p r i a t e t y p e s , and a se t o f 
p a t t e r n - d i r e c t e d i n f e r e n c e r u l e s c a l l e d 
c o n s i s t e n c y c o n d i t i o n s (£Ca) which s p e c i f y t he 
a l l o w a b l e combina t ions o f a s s e r t i o n s about 
r e l a t i o n s between i n s t a n c e s . 

One o f the a t t r a c t i o n s o f r e p r e s e n t i n g se t s o f 
a s s e r t i o n s i n AIMDS i s t h a t those 
r e p r e s e n t a t i o n s have an analogue in network 
f o r m . Severa l power fu l methods have been 
dev ised f o r m a n i p u l a t i n g s t r u c t u r e s which pe rm i t 
a network r e p r e s e n t a t i o n . Two such methods 
i n v o l v e the use o f r e c o g n i t i o n networks and 
s t r u c t u r a l matchers f o r ne tworks . 

A r e c o g n i t i o n nqfrwyrk per forms much l i k e a 
parser f o r p ieces o f subne t , pe r f o rm ing 
r e c o g n i t i o n by a s s i g n i n g a f u l l semantic ne t to 
the i n p u t subnets ( i n t e r p r e t a t i o n ) . An 
a u t o m a t i c a l l y c o m p i l a b l e r e c o g n i t i o n network 

(ACORN), developed by F. Hayes-Roth and D. J. 
Mostow [ 3 ] , has been used in the unders tand ing 
of connected speech. A s t r u c t u r a l matcher , on 
the o t h e r hand, per forms r e c o g n i t i o n by 
d e t e r m i n i n g whether every component of a 
c r i t e r i a l network has a unique c o u n t e r p a r t in 
the network whose r e c o g n i t i o n is be ing 
a t t e m p t e d . A program w i t h the c a p a b i l i t y o f 
s t r u c t u r a l ma tch ing , c a l l e d DMATCH, was 
developed by D. Toure tzky [ 1 2 ] f o r use w i t h 
AIMDS. 

In order to see to what e x t e n t e i t h e r o r both o f 
these methods might be a p p l i c a b l e to our own 
t a s k , l e t us look more c l o s e l y a t the degree to 
which the r e p r e s e n t a t i o n s in AIMDS of 
d e f i n i t i o n s and case d e s c r i p t i o n s have analogues 
as ne tworks . 

A case d e s c r i p t i o n is a se t o f a s s e r t i o n s about 
r e l a t i o n s between i n s t a n c e s . For example, an 
a s s e r t i o n in a l e g a l case d e s c r i p t i o n 
rep resen ted in AIMDS might say t h a t the i ns tance 
TRANS-1 of the type TRANS has in AGENT r e l a t i o n 
the i n s t a n c e ACTOR-1 of the type ACTOR. A case 
d e s c r i p t i o n may be rep resen ted as a network in 
which the nodes correspond to the i n s t a n c e s , and 
the l i n k s cor respond to the r e l a t i o n s between 
them. 

A d e f i n i t i o n , which s p e c i f i e s a l l s t r u c t u r e s 
meet ing a se t of c o n d i t i o n s , c o n s i s t s of 1) a 
se t o f p r o p o s i t i o n s s p e c i f y i n g the a l l o w a b l e 
r e l a t i o n s between i n s t a n c e s , and 2) a se t of 
cons i s t ency c o n d i t i o n s (CCs) exp ress ing 
c o n s t r a i n t s on how the p r o p o s i t i o n s i n the f i r s t 
se t may be i n s t a n t i a t e d . For example, in the 
domain o f c o r p o r a t e tax l aw , p r o p o s i t i o n s o f the 
f i r s t set m igh t s t a t e t h a t a n i ns tance o f the 
type TRANS (a t r a n s f e r of p r o p e r t y ) may have an 
i n s t a n c e of ACTOR in AGENT r e l a t i o n , and may 
have an i n s t a n c e of ACTOR in OLDOWNER r e l a t i o n . 
A CC in t h i s domain might s t a t e t h a t an i n s t a n c e 
of TRANS may have an i n s t a n c e of ACTOR in AGENT 
r e l a t i o n i f and o n l y i f t h a t i n s t a n c e o f ACTOR 
i s a l so i n OLDOWNER r e l a t i o n t o t h a t i n s tance o f 
TRANS. The p r o p o s i t i o n s of the f i r s t se t may be 
rep resen ted as a network in which the l i n k s 
cor respond to r e l a t i o n s , and the nodes s t a n d , 
no t f o r i n s t a n c e s , bu t f o r the types o f 
i n s t a n c e s . No obv ious analogous way of a l s o 
r e p r e s e n t i n g CCs in network form p resen ts 
i t s e l f . ( P o s s i b l e g r a p h i c a l r e p r e s e n t a t i o n s o f 
CCs, such as those based on P e t r i n e t s , would 
no t appear to have u s e f u l analogues in case 
d e s c r i p t i o n s . ) 

These o b s e r v a t i o n have f a i l e d to show us how we 
migh t f o r m u l a t e an analogue to a d e f i n i t i o n in 
s o l e l y network form (as we have sa id t h a t an 
analogue to a case d e s c r i p t i o n may be 
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fo rmula ted) . They do permit us, however, to see 
more c l ea r l y how a so lu t ion to our problem might 
be devised, o r , at l e a s t , what problems stand in 
the way of our working out a s o l u t i o n . Let us 
summarize the c r u c i a l observat ions. 

1) We have seen that only a subset of the 
asser t ions in the d e f i n i t i o n need be found 
to be t rue in a subcase S fo r S to match the 
d e f i n i t i o n . 

2) We have seen t h a t , given two networks (N1 
and N2), i t is possible to use a s t r uc tu ra l 
matcher to recognize that every component of 
N1 has a unique counterpart in N2. 

3) We have seen that methods have been 
devised fo r generating a f u l l semantic net 
(an i n te rp re ta t i on ) from a set of subnets. 

If we can i d e n t i f y that subset of the assert ions 
in the d e f i n i t i o n that have to be found to be 
t r u e , and represent them, together wi th the CCs, 
in network form, then, by performing a 
s t r u c t u r a l match, wi th t h i s network as N1 and a 
case desc r ip t ion as N2, we can determine whether 
or not N2 s a t i s f i e s the d e f i n i t i o n a l condi t ions 
( r e c o g n i t i o n ) . If it does so, then we may t r y 
to u t i l i z e methods analogous to those used in 

the o r i g i n a l ACORN to f i l l in whatever missing 
assert ions we can ( i n t e r p r e t a t i o n ) . 

Such a s t ra tegy , i f i t could be implemented, 
would have c lear advantages. By permi t t ing the 
representat ion o f the d e f i n i t i o n a l condi t ions in 
a s ing le mode, it would be conducive to easy 
understanding and, most probably, economy of 
storage. By permi t t ing recogni t ion to take 
place through a s ing le kind of process, i t would 
be l i k e l y to fu r the r enhance comprehensib i l i ty 
and storage economy, as we l l as e f f i c i ency of 
operat ion. For example, e l im ina t ion of the need 
during recogni t ion for pa t te rn-d i rec ted 

processes (which very l i k e l y would 
used i f i n t e r p r e t a t i o n were also being 

done at t h i s time) would permit recogn i t ion to 
be performed in LISP d i r e c t l y on the data 
s t ruc tures without the overhead required fo r 
running AIMDS (which is w r i t t en in the language 
FUZZY, which is i t s e l f w r i t t e n in LISP). 
Furthermore, since the s ing le representat ional 
mode ( tha t of a network) 
recogn i t ion process ( tha t 
matching) have been the 
theo re t i ca l and empir ica l 
researchers, the strategy ou t l ined above would 
most probably enable us to draw on the resu l t s 
of others in improving our own design and 
implementation. 

inference 
have been 

and the s ing le 
o f s t r u c t u r a l 

objects of both 
study by many 



If we decide to attempt such a s t ra tegy , the 
fo l l ow ing two questions a r i s e : 

Given a d e f i n i t i o n of a l ega l concept expressed 
in AIMDS, 

QUESTION!) can we generate the network to 
serve as N1 in our s t r u c t u r a l matcher, and 
i f so, how? 

QUESTI0N2) can we generate an ACORN module 
t o f i l l i n a l l the in format ion tha t i s 
missing in the case desc r i p t i on but can be 
in fe r red from other knowledge, and i f so, 
how? 

2. SKETCH OF A SOLUTION 

An answer to the questions posed above was 
devised, and is ou t l i ned below. 

to take a l l the asser t ions ( i n the form of 
r e l a t i o n s between typed var iab les) present 
i n the d e f i n i t i o n , and, f o r a l l the 
var iab les contained in the asser t i ons , to 
perform, using the consistency cond i t ions 
(ccs), a process of symbolic instantiation 
of the va r i ab l es , in such a manner tha t two 
var iab les are bound to the same instance if 

and only i f they are requ i red to have the 
same b ind ing in a l l case d e s c r i p t i o n s 
s a t i s f y i n g the d e f i n i t i o n . (The use of a 
s i n g l e symbo l i ca l l y i n s t a n t i a t e d form i s 
s u f f i c i e n t f o r the s y n t a c t i c c lass o f 
d e f i n i t i o n s under d i scuss ion here . These 
d e f i n i t i o n s con ta in c o n j u n c t i o n , but n e i t h e r 
d i s j u n c t i o n nor nega t i on , e i t h e r o f which 
would requ i re a more complex symbo l i ca l l y 
i n s t a n t i a t e d s t r u c t u r e . For f u r t h e r 
d i s c u s s i o n , see [ 6 ] and [ 7 ] . ) The asse r t i ons 
in the d e f i n i t i o n f o r a BREORGANIZATION 
(before symbolic i n s t a n t i a t i o n ) are 
i l l u s t r a t e d i n F i g . 1 . 

We can then d i v i d e the asse r t i ons (now in the 
form of r e l a t i o n s between instances) i n t o four 
s e t s : 

A) those whose t r u t h must be observed in the 
case d e s c r i p t i o n — these w i l l prov ide us 
w i th a l l the b ind ings we are requ i red to 
i d e n t i f y in S (The asse r t i ons of set A f o r a 
BREORGANIZATION are i l l u s t r a t e d in F i g . 
2 . ) ; 

B) those which can be used to pass these 
bindings on as the s t r u c t u r a l desc r ip t i on is 
b u i l t up dur ing i n t e r p r e t a t i o n ; 



C) those whose t r u t h can be i n f e r r e d , on the 
bas is of the CCs, from tha t of the 
asse r t i ons in sets A and B; 

D) those whose t r u t h is not re levan t to a 
de te rmina t ion of whether the d e f i n i t i o n has 
been s a t i s f i e d . 

Sets A, B, and D, each of which now cons is ts of 
se ts of i n s t a n t i a t e d asse r t i ons , can then be 
used to produce the recogn i t i on and 
I n t e r p r e t a t i o n modules charac ter ized above. Set 
A is used to create the network to which a 
s t r u c t u r a l match of a subcase can be attempted 
by the r e c o g n i t i o n module (N1 in the preceding 
s e c t i o n ) . We c a l l t h i s the KERNEL s t r u c t u r e f o r 
the d e f i n i t i o n ( o r , more s imply , the KERNEL 
s t r u c t u r e ) . The asser t ions of set B are 
t ransformed i n t o a set of commands to make 
a d d i t i o n a l asser t ions — tha t i s , to add new 
asse r t i ons to those al ready present — t h i s 
p lays pa r t of the r o l e of the ACORN module 
mentioned in the preceding s e c t i o n , and creates 
the f i r s t pa r t o f the des i red i n t e r p r e t a t i o n . 
We c a l l t h i s set of commands the INNER ACORN 
genera to r . The asser t ions of set C are 
d i sca rded . A f te r the f i r s t par t o f the 
i n t e r p r e t a t i o n of a recognized subcase S has 
been completed, those asser t i ons of set D tha t 
are t r ue f o r S are used to add (w i t h a d d i t i o n a l 
commands) to the s t r u c t u r a l desc r i p t i on of S, 
thereby complet ing the r o l e of the ACORN module, 
and concluding the i n t e r p r e t a t i o n process. This 

a d d i t i o n a l set of commands, which we c a l l the 
AUGMENTED ACORN generator, augments the 
i n t e r p r e t a t i o n of the recognized subcase w i t h 
clauses of a d e s c r i p t i v e , r a the r than a 
d e f i n i t i o n a l , cha rac te r . We c a l l the 
combination of the INNER ACORN generator and the 
AUGMENTED ACORN generator simply the Acorn 
generator. 

The compi la t ion process sketched above thus 
r e s u l t s in a KERNEL s t r u c t u r e and an ACORN 
generator , which can then be used f o r 
r ecogn i t i on and i n t e r p r e t a t i o n whenever a case 
d e s c r i p t i o n is presented f o r comparison w i th the 
d e f i n i t i o n . The compi la t ion and execut ion 
processes are i l l u s t r a t e d in Figures 3, 4, and 
5. 

The way in which the comp i la t ion a lgo r i thm has 
been formulated makes i t poss ib le to cons t ruc t 
an in fo rmal proof tha t the a lgo r i thm c o r r e c t l y 
t ransforms any wel l - formed d e f i n i t i o n w i th the 
pure ly con junc t i ve s t r u c t u r e sketched above. 
The a lgor i thm and the proof are presented in 
d e t a i l i n [ 6 ] . De ta i l s o n rep resen ta t i ona l 
issues invo lved in our method f o r manipu la t ing 
d e f i n i t i o n s may be found in [ 7 ] , 

3. EXECUTION 

In the preceding s e c t i o n , we saw how the 
compi la t ion of the KERNEL and ACORN f o r a 
d e f i n i t i o n w i t h a con junc t i ve s t r u c t u r e 
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proceeds. Once t h i s compi la t ion has been 
completed, it need never be repeated (unless the 
d e f i n i t i o n i t s e l f should change), and the 
compiled KERNEL s t ruc tu re and ACORN generator 
may be used d i r e c t l y f o r comparison w i th the 
d e f i n i t i o n whenever a case desc r i p t i on is 
presented. 

The matching of subcases against the KERNEL 
s t ruc tu re takes place f i r s t ; a t the opt ion o f 
the user, t h i s process may terminate w i th the 
i d e n t i f i c a t i o n e i t h e r of a s ing le matching 
subcase, or of a l a rge r set of matches 
( i nc lud ing the set o f a l l matching subcases). 
When the desired number of matching subcases 
have been recognized (or when a l l cases in the 
case desc r ip t ion have been examined), con t ro l 
re turns to the user ' s program. At t h i s p o i n t , 
any procedures of the user 's choice may be 
executed, inc lud ing (whenever desired) execution 
of the ACORN generator to produce 
i n t e r p r e t a t i o n s fo r any or a l l o f the matching 
subcases i d e n t i f i e d by the recogn i t i on r o u t i n e . 

In order to con t ro l possib le combinatoric 
d i f f i c u l t i e s , the KERNEL is decomposed i n t o a 
set of small networks, against each of which a l l 
substructures of the same type in the case 
desc r ip t i on are tested fo r an exact DMATCH 
(STAGED. (We hope to be able to se lec t "smal l 
networks" from the KERNEL in such a way tha t 
matching to any s ing le small network w i l l 
invo lve a minimal degree of combinatoric 
complex i ty . ) The substructures tha t surv ive 
STAGE1 (and no others) are then combined in a l l 
possib le v a l i d ways i n t o l a rge r networks of some 
degree of increase in complex i ty . A DMATCH of 
each of these s t ruc tu res w i th the corresponding 
substructure of the KERNEL is then at tempted, 
and bindings cons t ra in ts between formerly 

separa te components of the new network a re 
the reby t e s t e d . Th is process i s repeated w i t h 
s u r v i v i n g s u b s t r u c t u r e s u n t i l the DMATCH i s 
conducted a g a i n s t the KERNEL s t r u c t u r e i t s e l f . 
Th is f i n a l s tage o f DMATCHing w i l l be t e rm ina ted 
as soon as the d e s i r e d number of match ing 
subcases have been r e c o g n i z e d . I f t h i s s tage i s 
p e r m i t t e d to run to c o m p l e t i o n , the s u r v i v o r s 
r ep resen t a l l and o n l y the subcases i n the case 
d e s c r i p t i o n t h a t meet the c o n d i t i o n s expressed 
i n the d e f i n i t i o n . 

The execu t i on o f the r e c o g n i t i o n component is 
i l l u s t r a t e d in F i g . 6 . For t h i s example, 5 
i ns tances of TRANS ( T 1 , T2, T3, TH, T5) , 2 
i ns tances of CONTROL (C1 , C2) , and 2 i n s t a n c e s 
of OBJECT (06 , 09) were used. The va lue of 
MAKEFULLLIST shows the s u r v i v o r s of STAGE 1. The 
va lue of BGO shows the s i n g l e v a l i d i ns tance of 
a BREORGANIZATION t h a t can be c rea ted from these 
components. 

I f i n t e r p r e t a t i o n s o f any o f the i d e n t i f i e d 
matches a re d e s i r e d , t he ACORN gene ra to r may 
then be used to produce them. 

4. IMPLEMENTATION 

Imp lementa t ion a c t i v i t y on the matcher has taken 
two d i r e c t i o n s . F i r s t we c o n s t r u c t e d and ran an 
automated demons t ra t i on of the execu t i on of a 
hand-compi led KERNEL and ACORN. Having 
demonstrated the f e a s i b i l i t y o f the des ign f o r 
our a p p l i c a t i o n , we began work on the comp i l e r 
f o r the KERNEL and ACORN, c o n c u r r e n t l y r e f i n i n g 
the a l g o r i t h m o u t l i n e d i n t h i s paper , and 
presented i n d e t a i l i n [ 6 ] . Th is e f f o r t has s o 
f a r y i e l d e d encourag ing r e s u l t s . 



5. IMPLICATIONS 

The primary a t t rac t ions of the de f i n i t i on 
matcher appear to stem from the separation of 
recogni t ion and in te rp re ta t ion , and from the 
reduction of the recognit ion process to the 
s t ruc tu ra l matching of networks. This design 
strategy s i g n i f i c a n t l y enhances matching 
e f f i c iency by e l iminat ing the requirement that 
the absence of a match must be recognized 
through the f a i l u re of i n te rp re ta t ion , by 
removing the necessity of generating 
in te rpre ta t ions for matching subcases when only 
recogni t ion is desired, and by permitt ing the 
recogni t ion process to be performed without the 
overhead associated with the use of 
pat tern-d i rected inference ru les . In add i t ion , 
t h i s strategy el iminates the poss ib i l i t y of 
match f a i l u r e caused solely by the absence of 
non-essential information, and permits the 
computation of missing but in fer rab le 
information to take place during the 
i n te rp re ta t i on phase. 

I n a d d i t i o n to i t s immediate p r a c t i c a l 
advantages, the use of the KERNEL+ACORN paradigm 
seems not on ly to induce a more accurate 
represen ta t ion o f d e f i n i t i o n s , but a lso to 
provide a sound basis f o r the expected 
development w i t h i n the Legal Reasoning Pro jec t 
of a de format ion-or ien ted d e f i n i t i o n matcher. 
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Figure 6: 
Sample execution of the recognit ion component 

756 



TOWARDS A MATHEMATICAL THEORY OF PROGRAM SYNTHESIS 

Masahiko Sato* 

Department of I n f o r m a t i o n Science 
Facu l t y of Science, U n i v e r s i t y of Tokyo 

Hongo, Tokyo 113, Japan 

0. INTRODUCTION 
Before we s t a r t t a l k i n g about program synthesis, 
we wish to c l a r i f y our s tandpo in t as to what we 
mean by the terms such as program, specification 
and verification* A program is a we l l - f o rmed ex
p r e s s i o n in some fo rma l language ( i . e . , a pro-
gramming language). We w r i t e a program in order 
to so lve a c e r t a i n prob lem. We need a theory to 
s p e c i f y the problem p r e c i s e l y . (See [ B u r s t a l l 
and Goguen 1977 ] . They g i ve an example of m a t r i x 
i n v e r s i o n . I . e . , we need a theory of mat r i ces to 
s t a t e the problem of m a t r i x i n v e r s i o n . ) As f a r 
as program syn thes i s is concerned, we must f u r 
t h e r have a fo rma l language ( i . e . , a specifica
tion language) in which the above theory can be 
f o r m a l i z e d . Then, i n the s p e c i f i c a t i o n language, 
we can specify the problem f o r m a l l y by a formula 
A [ x , z ] wh ich desc r ibes an i n p u t - o u t p u t r e l a t i o n 
between the i n p u t v a r i a b l e x and the output v a r i 
ab le z. We say t h a t a program P realizes the 
s p e c i f i c a t i o n A [ x , z ] i f , under a c e r t a i n i n t e r 
p r e t a t i o n , A [ x , P [ x ] ] i s t r u e f o r any inpu t x , 
where P [ x ] denotes the r e s u l t o f execu t ing P f o r 
the i n p u t x. Here we remark t h a t we are im
p l i c i t l y assuming t h a t our s p e c i f i c a t i o n language 
e s s e n t i a l l y con ta ins the programming language in 
which the program P is w r i t t e n . I f we f u r t h e r 
more w ish to f o r m a l l y verify t h a t P r e a l i z e s the 
s p e c i f i c a t i o n A [ x , z ] , we need a fo rma l theory 
such t h a t the fo rmu la V x A [ x , P [ x ] ] i s p rovab le i n 
i t . Thus t h i s theory must c o n t a i n the theory 
which we r e q u i r e d f o r the s p e c i f i c a t i o n of the 
prob lem. We c a l l the former theory verification 
theory and the l a t t e r theory specification theory. 
Now we can f o rmu la te the problem of program s y n 
t h e s i s as f o l l o w s . 

* Th is work was supported in pa r t by the 
Sakkokai Foundat ion . 

Program Synthes is Problem (PSP): Find a procedure 
which produces, from a given specification A [ x , z ] , 
a program P which realizes the specification. 
Even though at a r a t h e r m e t a - l e v e l , we need a t h e 
ory to s p e c i f y PSP. As the s p e c i f i c a t i o n theory 
of PSP, we adopt the theory QFT which is a q u a n t i -
f i c a t i o n a l ex tens ion of the theory FT of p r i m i t i v e 
r e c u r s i v e f u n c t i o n a l s o f f i n i t e t y p e . (Theory o f 
p r i m i t i v e r e c u r s i v e f u n c t i o n a l s o f f i n i t e type 
was i n i t i a t e d by [Godel 1958 ] , as a dev ice to 
prove the cons is tency of the Peano a r i t h m e t i c . 
Our systems QFT and FT are ve ry s i m i l a r to the 
cor respond ing systems due to [Sch i i t te 1977 ] . ) 
The reasons of our adop t ion of QFT and FT are as 
f o l l o w s . 
(1) Every p rovab ly r e c u r s i v e f u n c t i o n ( i n the 
sense o f [ T a k e u t i 1975] p.123) i s e x p r e s s i b l e in 
FT, so t h a t a l a r g e c l a s s of i n t e r e s t i n g a l g o r 
i thms can be d e a l t w i t h . 
(2) QFT con ta ins the Hey t i ng a r i t h m e t i c HA as a 
subsystem, so t h a t we can d iscuss the syn thes i s of 
programs which compute number t h e o r e t i c f u n c t i o n s . 
(3) Every f u n c t i o n a l of type o-n in FT may be r e 
garded as a program which computes a f u n c t i o n a l of 
type T f rom a g i ven f u n c t i o n a l of type o. Thus 
we can d iscuss the syn thes i s of a program which 
y i e l d s another program from a g i ven program, in 
case both o and T are not of type 0. 
(A) Impor tan t p r o o f - t h e o r e t i c r e s u l t s concern ing 
FT and QFT can be used as t h e o r e t i c a l f ounda t i ons 
f o r program s y n t h e s i s . 
(5) The computat ion in FT can be e a s i l y s imu
l a t e d by LISP. 
We w i l l so lve PSP under the f o l l o w i n g framework: 
(a) A program is a (c losed) term in FT. 
(b) The s p e c i f i c a t i o n theory is QFT. 
(c) The v e r i f i c a t i o n theory is QFT. 
Suppose t h a t the s p e c i f i c a t i o n A [ x , z ] o f a p r o b 
lem is g i v e n . Then e i t h e r by a theorem prover 
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o f program s y n t h e s i s . However, h i e system d i f f e r s 
at an e s s e n t i a l p o i n t f rom the one desc r i bed above, 
and, a t p r e s e n t , no p roo f e x i s t s which guarantees 
the co r rec tness of the program syn thes i zed by 
Go to ' s system. The p o s s i b i l i t y o f us i ng Godel 
i n t e r p r e t a t i o n as a t o o l f o r program s y n t h e s i s has 
a l s o been suggested by [ K r e i s e l 1977 ] . [Takasu 
1978] a l so s t u d i e s the a p p l i c a t i o n o f Godel i n t e r -
p r e t a t i o n to program s y n t h e s i s us ing the fo rma l i sm 
o f Gentzen 's s e q u e n t i a l c a l c u l u s . 
Since the bas ic data type of Prog is n a t u r a l num
b e r , i t may appear t h a t such data types as l i s t , 
s tack e t c . cannot be d e a l t w i t h i n our f o r m a l i s m . 
However i t is not the case, and we can t r e a t these 
data types as w e l l by t r e a t i n g them as a b s t r a c t 
data t y p e s . We w ish to d i scuss t h i s p o i n t f u r t h e r 
in a paper to be pub l i shed l a t e r . 
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RETRIEVING INFORMATION FROM AN EPISODIC MEMORY 
OR 

WHY COMPUTERS' MEMORIES SHOULD BE MORE LIKE PEOPLE'S • 

Roger C, Schank and Janet L. Kolodner 
Computer Science Department 

Yale U n i v e r s i t y 
Box 2158 Yale S t a t i o n 

New Haven, CT 06520 

A computer memory o r g a n i z a t i o n modeled a f t e r human memory is proposed, along w i t h s t r a t e g i e s 
f o r accessing t ha t memory. CYRUS, a program which implements the theo ry , is desc r ibed . 

Do A . I . programs understand what they read? 
Much debate has taken place on t h i s issue 
( e . g . , [ 6 ] ) w i th l i t t l e agreement. One t h i n g 
seems c l e a r , however. No computer program can 
s e r i o u s l y be sa id to have understood anyth ing 
unless i t can pass a simple t e s t of remembering 
what i t has supposedly understood. This 
problem seems obvious and e a s i l y so l ved . We 
can po in t to programs t h a t paraphrase or 
summarize. C l e a r l y , they remember. Or do 
they? 

Memory, a f t e r a l l , a lso i nvo lves the 
i n t e g r a t i o n of new knowledge w i t h o l d knowledge 
and the a b i l i t y to use newly obta ined 
i n fo rma t i on f o r f u t u r e and as yet unspec i f i ed 
t asks . In our own l a b o r a t o r y , we have 
developed a number of s t o r y understanding 
programs tha t summarize or answer quest ions 
about the s t o r i e s they have understood ( e . g . 
SAM, PAM, FRUMP). But none of those programs 
can apply i n f o r m a t i o n gained in reading one 
s to r y to understand a l a t e r s t o r y . None have a 
long- te rm memory. 

What would a long- term memory look l i k e ? 
Psycho log is ts have proposed a number of 
t h e o r i e s , none of which are complete ly adequate 
f o r desc r i b i ng the s t r u c t u r e o f memory ( e . g . 
[ 3 ] , [ 7 ] , [ 1 ] ) . One way to d iscover what human 
memory looks l i k e , and what computer memory 
should look l i k e , is to look at the memory 
tasks humans perform tha t we would want a 
computer to do. 

Some of the memory tasks t ha t people do in the 
course of normal conversat ion and understanding 
are l i s t e d below (see [ 5 ] fo r more d e t a i l ) : 

*This work was supported in par t by the 
Advanced Research Pro jec ts Agency of the 
Department of Defense and monitored under the 
O f f i c e of Naval Research under con t rac t 
N00014-75-C-1111. 

1. 
2 . 
3. 

4 . 

5. 
6. 
7. 
8. 

Reminding 
Re la t ing events by t i m e . 
Recognizing when statements or 
quest ions are non -sens i ca l . 
Recognizing when something has not 
happened. 
Making i n fe rences . 
Using t ime and place s p e c i f i c a t i o n s 
Using maps and other a i d s . 
Extensive memory search. 

If we want to b u i l d an understanding machine 
tha t understands in the same way people do, 
then we have to take i n t o account the vast 
number of memory tasks t ha t people do. 
Reminding, f o r example, is a p r e r e q u i s i t e to 
the process of c r e a t i v i t y . Machines tha t 
cannot make new, und i rec ted connect ions between 
i tems in memory w i l l never be able to dream or 
imagine. Machines tha t cannot be reminded w i l l 
not be able to t h i n k in any ser ious sense. 

To get a handle on the way humans do these 
t a s k s , we examined peop le 's responses to a 
request to t e l l us about a l l the museums they 
had been to ( [ 5 ] ) . The r e s u l t s are summarized 
below: 

1. Find museums by searching f o r 
ins tances of the museum s c r i p t . 

2. Find museum experiences ( ins tances of 
the museum s c r i p t ) by searching f o r them 
as events w i t h i n t r i p i ns tances . 

3. Find museums by searching memory f o r 
c i t i e s v i s i t e d . 

4. Find museum experiences by searching 
f o r experiences in places o f res idence . 

5 . Find t r i p s by searching f o r t r i p s to 
f o r e i g n c o u n t r i e s o r w i t h i n country o f 
res idence , or by searching fo r episodes 
assoc ia ted w i t h those p laces . 

6. Find places by us ing a map of the 
general a rea . 

Rules such as these can be s tored in the 

766 



computer as features of the sc r i p t s and other 
stereotypes that they re fe r t o . A memory set 
up t h i s way would have i t s s c r i p t s and other 
stereotypes po in t ing to in format ion about where 
in memory t h e i r instances could be found. In 
this way, each stereotype, would specify a set 
OF strategies for. searching memory find its. 
ins tances. Each s c r i p t and stereotype would 
include in format ion about what other sc r i p t s or 
macro-scr ipts i t could be a part of ( e . g . , t h e 
museum sc r i p t can be an event in a t r i p 
macro -sc r ip t ) ; which o f i t s parts are 
important cues for f i nd ing i t s instances 
( e . g . , l o o k for places d i f f e r e n t than home to 
f i nd t r i p s ) ; and what other memory s t ruc tu res 
can be used to f ind i t s instances ( e . g . , go 
through a mental map of an area to f i nd 
p laces) . Using t h i s o rgan iza t ion , the 
fo l l ow ing general ru les for searching memory 
can be used: 

7. To f i nd instances of a s c r i p t , search 
fo r other s c r i p t s and macro-scr ipts i t 
can be part o f . 

8. To f i nd ob jec ts , search for 
s te reo typ ica l events (such a sc r i p t s ) 
associated wi th that ob jec t . 

9. To f i nd an instance of a stereotype in 
memory, f i nd instances of the parts of 
i t that are spec i f ied as important . 

10. To f i nd places, use a map. 

In order to apply these s t ra teg ies to a memory 
search, memory must be wel l -organ ized. It 
should be able to answer "Where d id John go to 
law school?" without having to go through 
John's experiences in elementary school . i t 
seems that experiences that happen to a person 
are grouped in terms of the larger contexts in 
which they were embedded. Knowing when an 
event might have occured, or what events might 
have occurred before or a f t e r i t , can help us 
know where in memory to look fo r i t . 

Thus, one good way of organiz ing experiences is 
tempora l ly , but w i th the time l i n e broken in to 
workable p a r t s , each w i th some unique 
c h a r a c t e r i s t i c . These pieces are ca l led eraas 
( [ 2 ] ) . The three years of going to law school , 
fo r example, make up a professional school era . 
Some standard ways of breaking up a personal 
time l i n e are : places l i v e d , jobs he ld , 
schools at tended, and fami ly s i t u a t i o n . An 
event in a person's l i f e would be organized on 
the event l i s t o f i t s corresponding era or 
eras. 

St ra teg ies fo r searching memory can take 
advantage of t h i s memory o rgan iza t ion . When 
searching for any p a r t i c u l a r event, only eras 
re levant to it must be searched. To f ind an 

event having to do wi th someone's j o b , only 
relevant occupational eras w i l l have to be 
searched. To implement t h i s on a computer, 
each sc r i p t and other stereotype needs to have 
in format ion about which times in someone's l i f e 
he might be involved in that type of a c t i v i t y , 
and which types of eras and era sequences it 
can be found i n . 

The fo l low ing add i t iona l ru les can be used fo r 
searching a memory organized as described 
above: 

11. To f i nd an instance of a stereotype in 
memory, search the types of eras and era 
sequences i t could be found i n . 

12. To f i nd an instance of a stereotype in 
memory, search the appropriate eras 
going on at the time when t h i s event is 
most l i k e l y to have taken place. 

13. To f i n d an e r a , search in the 
appropr ia te era sequence at the t ime 
spec i f i ed r e l a t i v e to other eras i n tha t 
sequence and in o ther sequences. 

The CYRUS system ( [ 2 ] ) is a memory model t ha t 
organizes b iog raph ica l i n fo rma t ion about people 
and uses knowledge about i t s o rgan i za t i on f o r 
r e t r i e v a l and automatic upda t ing . An important 
aspect of the CYRUS system is t ha t the 
o rgan i za t i on of i t s memory represents an 
attempt to model memory in people, and i t s 
r e t r i e v a l and updat ing procedures m i r r o r the 
way we be l ieve people access t h e i r memories. 
CYRUS is an implementat ion of the ideas about 
memory o rgan i za t i on and r e t r i e v a l descr ibed 
above. A sample d ia logue w i th CYRUS, showing 
input and ou tpu t , f o l l o w s : 

Q1: Who is Cyrus Vance? 
A1: United States Secretary of S ta te . 
Q2: How d id he become Secretary of State? 
A2: He was appointed by President Car te r . 
Q3: Where is he today? 
A3: Egypt. 
Q4: Why d id he go there? 
A4: He went to negot ia te a compromise 

agreement to Egypt. 
Q5: Has he met w i t h the I s r a e l i s recen t l y? 
A5: Yes, in Washington r i g h t before he l e f t 

f o r Egypt. 
Q6: Who was at the meeting? 
A6: Moshe Dayan and I s r a e l i l ega l expe r t s . 
Q7: W i l l he meet w i t h them in I s rae l? 
A7: Yes, to d iscuss the compromise. 

Each of the memory s t r u c t u r e s and s t r a t e g i e s 
mentioned above is implemented in CYRUS. The 
CYRUS episod ic memory con ta ins events in the 
l i v e s of the people represented . CYRUS' 
s tereotype memory holds a l l the s tereotypes 
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t ha t can be used f o r r ep resen ta t i on along w i t h 
i n fo rma t i on re levan t to each of them. 

Eras in CYRUS are charac te r i zed by the major 
r o l e themes a person is invo lved in at each 
po in t in h i s l i f e ( [ 4 ] ) . In CYRUS, each person 
represented has an occupat iona l sequence of 
eras ( i n c l u d i n g s c h o o l ) , a fami l y sequence of 
e ras , a s o c i a l sequence of e ras , and a 
r e s i d e n t i a l sequence of eras (where each era 
corresponds to a place the person has l i v e s ) . 
Eras con ta in a l l the events in a person 's l i f e 
occu r r i ng dur ing tha t t ime span and p e r t a i n i n g 
to t ha t r o l e theme or place of res idence . 
Thus, Cyrus Vance's cu r ren t occupat iona l era is 
cha rac te r i zed by h i s being Secretary o f S t a t e ; 
h i s cu r ren t f am i l y era is cha rac te r i zed by h i s 
being a husband and f a t h e r . 

CYRUS makes use of i n f o r m a t i o n at tached to i t s 
s c r i p t s and o ther s tereotypes to apply the 
s t ra tegy r u l e s descr ibed above ( r u l e s 7 -13 ) . 
In answering the ques t i on , "When was the l a s t 
t ime Vance met w i t h Begin?" , CYRUS uses 
i n f o rma t i on from the at tend-meet ing s c r i p t to 
guide i t s memory search. CYRUS searches fo r 
the meeting by l ook ing in eras and 
macro -sc r ip t s s p e c i f i e d by the meeting s c r i p t 
as appropr ia te to meet ings. CYRUS' general 
knowledge t e l l s i t t h a t the place fo r a meeting 
i s u s u a l l y the count ry o f residence o f one o f 
the p a r t i c i p a n t s ; and t ha t a person must take 
a t r i p to get to a place o ther than h i s 
res idence . A t r i p ' s type and l o c a t i o n in 
memory are determined by the events which 
happen du r ing the t r i p , so CYRUS searches f o r 
the t r i p by searching in an era approp r ia te to 
the o r i g i n a l event being searched f o r . Input 
and output from CYRUS f o l l o w : 

>When was Vance's l a s t meeting w i t h Sadat? 
Searching Vance's occupat iona l eras f o r 
meetings w i t h Sadat 
Searching Vance's occupat iona l eras f o r 
t r i p s to Egypt 
Found CON562 
Searching CON562 f o r meetings w i t h Sadat 
Found CON547 
Searching CON547 f o r meetings w i t h Sadat 
Found one 

December 15, in Egypt. 

CYRUS uses the s t ra tegy of searching f o r 
meetings to answer t h i s ques t i on . A l t e r n a t i v e 
s t r a t e g i e s could have a lso been used to answer 
t h i s ques t i on . Experiences associated w i t h 
Sadat could have been searched, and a recent 
meeting w i t h Sadat might have been found tha t 
way. A l t e r n a t i v e l y , Vance's exper iences 
assoc ia ted w i t h the A r a b - I s r a e l i c o n f l i c t o r 
the E g y p t i a n - I s r a e l i peace t a l k s could have 

been searched ( a f t e r i n f e r r i n g t ha t a meeting 
between Vance and Sadat probably had to do w i t h 
one of those i s s u e s ) . 

Eras and era sequences in Cyrus can a lso be 
used to r e l a t e events through t ime . I f asked 
"When d id Vance get mar r i ed? " , CYRUS would 
answer "Soon a f t e r he began to work as a 
l awyer . " I f asked, "When was he l a s t in 
P a r i s ? " , i t would answer "Dur ing the Vietnam 
peace t a l k s , when he was an advisor to 
President Johnson." 

CYRUS i n f e r s t h i ngs not e x p l i c i t l y in memory by 
making use of expec ta t ions der ived from the 
s c r i p t s , m a c r o - s c r i p t s , and r o l e themes i t 
knows about . I t can use i t s knowledge about 
enablement c o n d i t i o n s f o r r o l e themes to answer 
quest ions such as "How d id Vance become 
Secretary o f S ta te?" I t uses i t s knowledge 
about t r i p s to answer quest ions such as "How 
d id Vance get to Russia?" by i n f e r r i n g t ha t he 
took an a i r p l a n e , even i f t ha t i n fo rma t i on i s 
not e x p l i c i t l y in memory. 
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This paper o u t l i n e s a s t ra tegy f o r conversat iona l ana lys i s t ha t u t i l i z e s m u l t i p l e l e v e l s o f 
i n fo rma t i on f l ow in order to cha rac te r i ze the conceptual content of a conve rsa t i on . The r o l e 
o f p r e d i c t i v e knowledge s t r u c t u r e s and contex tua l i n fo rma t ion is i l l u s t r a t e d in an ana lys is 
of a sample conve rsa t i on , along w i t h a p a r t i a l o u t l i n e of conversa t iona l r u l es spec i f i c to 
p a r t i c u l a r l e v e l s o f conversa t iona l a n a l y s i s . 

A1 Why were you out so l a t e l a s t n ight? 

1 . I n t r o d u c t i o n 

A l a rge p o r t i o n of the conversa t iona l process 
takes place beneath the sur face of the ac tua l 

I n t r y i n g to s p e l l out the r u l e s 
use i n conversa t ion , i t i s 

account f o r a l l t h i s "h idden" 
, exp lana t ions t ha t are l i m i t e d 

to the sur face i n t e r a c t i o n w i l l not prov ide a 
. su f f i c i en t pe rspec t i ve . 

conve rsa t i on , 
tha t people 
necessary to 
communication; 

Consider the f o l l o w i n g conversa t ion : 

A l : Why were you out so l a t e l a s t n ight? 
B1: 1 went bowl ing w i t h the boys. 

A2: I thought you hated bowl ing . 
B2: I t ' s ok when I have some company. 

A3*. A ren ' t I company? 
B3: I t ' s not the same. 

A4: Sure, you c a n ' t p ick up women at home. 
B4: I d o n ' t p ick up women at the bowl ing a l l e y . 

We can analyze any g iven conversa t ion in terms 
o f [ 1 ] the i m p l i c i t i n f o rma t i on t h a t i s present 
underneath the sur face of the conve rsa t i on , or 
[ 2 ] the r u l e s o f conversa t ion t ha t are 
ope ra t i ng a t va r ious l e v e l s o f i n t e r a c t i o n . 

2. Contextual Knowledge 

We w i l l now consider the var ious types of 
knowledge t ha t must be accessed in order to 
understand our husband/wife conve rsa t i on . 

This work was supported by the O f f i c e of Naval 
Research under con t rac t N00014-75-C-1111. 

Because we know a woman is d i r e c t i n g t h i s 
quest ion to her husband, we understand tha t she 
had an expec ta t ion about h i s a r r i v a l t ime which 
was v i o l a t e d . "So l a t e " can on ly be 
i n t e r p r e t e d in terms o f her expec ta t ions . 
Marr ied people expect to be w i t h each o ther at 
n i g h t , and any d e v i a t i o n from t h i s normative 
pa t te rn deserves exp lana t i on . The same 
quest ion would make f a r less sense in the 
context of a n ight c l e r k at a ho te l con f ron t i ng 
a reg i s te red guest . 

Knowledge of goals and plans is needed to 
understand tha t 

A4: Sure, you c a n ' t p ick up women at home. 

is in f a c t an accusa t ion . Had she countered 
w i t h , "Sure , you c a n ' t burn envelopes at home," 
i t would be d i f f i c u l t to understand her 
r e j o i n d e r . (Why would anyone want to burn 
envelopes?) P ick ing up women on the o ther hand, 
is e a s i l y understood as a plan designed to 
s a t i s f y the c y c l i c s a t i s f a c t i o n goal o f S-sex 
[ 1 ] But the fac t tha t p i ck i ng up women makes 
sense is not s u f f i c i e n t f o r t h i s to be an 
accusa t ion . I t i s an accusat ion on ly because 
we know tha t the marr iage r o l e theme assumes a 
goal subsumption s t ra tegy f o r S-sex which 
fur thermore precludes a l l o ther behavior 
d i r ec ted towards the s a t i s f a c t i o n o f t h a t g o a l . 
An admission of such behavior is a r e j e c t i o n of 
h i s m a r i t a l agreement. With such a major r o l e 
theme at s take , we are not su rp r i sed to hear 
h is d e n i a l . 

3. Levels of Conversat ion 

We have thus f a r detected twelve d i s t i n c t 
l e v e l s o f conversa t iona l i n t e r a c t i o n : 
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TWELVE LEVELS OF CONVERSATION 

1. D i rec t Q-A: This i s the e x p l i c i t sur face 
l e v e l o f communication where " l i t e r a l " content 
i s processed. 

2. Knowledge S t a t e : Statements here address 
the knowledge s ta te of the hearer . 

3. Dominance Games- At t h i s l e v e l a speaker 
t r i e s to get the upper hand in an adversary 
type conve rsa t i on . 

4. Emotions of A' Many statements can be 
i n t e r p r e t e d as expressions of how the speaker 
is f e e l i n g at the moment. 

5. Emotion,a of B: This is the same as the one 
above i t , except t h a t i t r e f e r s t o the emotions 
of the o ther speaker. 

6. Relat ionships of A And B: This is the l e v e l 
a t which i m p l i c i t o r e x p l i c i t statements are 
made about the r e l a t i o n s h i p between the 
p a r t i c i p a n t s . 

7 . Argument s t r a t e g y : This l e v e l descr ibes 
s t r a t e g i c exchanges when the conversa t ion seeks 
to reso lve some disagreement. 

8 . Impor t : Th is l e v e l o f ana l ys i s i d e n t i f i e s 
and t racks the most s i g n i f i c a n t or compel l ing 
aspect o f conversa t iona l i n t e r a c t i o n s . 

9 . I m p l i c i t Be le i f s - Personal b e l i e f s are 
most o f t e n present as p resuppos i t i ons . 

10. Points: The u l t i m a t e goal of a 
conversa t ion can o f t e n be about something other 
than what i t seems to be about. 

1 1 . Topic Shifts: Statements such as 'Don ' t 
change the t o p i c 1 are sur face r e a l i z a t i o n s of 
t h i s l e v e l . Topics themselves are t racked and 
can be d iscussed . 

12. Tru th and. t r u s t : The t r u t h , 
b e l i e v a b i l i t y , o r t r u s t o f the o ther 
p a r t i c i p a n t are cons tan t l y mon i to red . 

The twelve l e v e l s of conversa t ion each c a r r i e s 
a set of r u l e s which c o n t r o l responses at t ha t 
l e v e l . We s h a l l now consider what the r u l e s 
are l i k e f o r a few of the l e v e l s . We w i l l 
examine our example sentence A1: "Why were you 
out so l a t e l a s t n i g h t ? " and we w i l l consider 
the conceptual content o f t h i s quest ion a t 
var ious l e v e l s o f conversa t iona l a n a l y s i s . To 
begin we w i l l look at l e v e l 3: 

CATEGORY: l e v e l 3: Dominance Games 
INPUT ANALYSIS: "You are going to be on the 
defens ive now!" 

HOW WE KNOW: 'Why ques t ions ' are candidates 
f o r l e v e l 3 a n a l y s i s . I f the reason being 
asked fo r addresses a r o l e theme v i o l a t i o n 
(or o ther p o t e n t i a l Inadequacy on the par t 
of the h e a r e r ) , then the above ana l ys i s 
a p p l i e s . 

WHY WE LOOKED THERE: A s u f f i c i e n t c o n d i t i o n 
f o r a l e v e l 3 a n a l y s i s is an Inadequacy or 
f a i l u r e to conform to expec ta t i ons . 

RESPONSE REQUIREMENTS: Level 3 responses are 
almost always under the su r face . When one is 
put on the de fens i ve , one has the choice of 
e i t h e r r e t u r n i n g the f i r e o r accept ing the 
de fens i ve . The dec i s ion is based on the 
emotional r e l a t i o n s h i p and power r e l a t i o n s h i p 
of the p a r t i c i p a n t s . Once the choice has been 
made i t a f f e c t s the form and content of the 
response. 

HOW WE KNOW WHAT TO SELECT: A consis tency 
check on any p resuppos i t ions is needed to 
determine whether the a t tack is v a l i d . Thus, 
we need to check f a c t s t ha t e x i s t in memory. 

Our sample conversa t ion can be viewed many 
ways, one of which is as a k ind of b a t t l e . In 
t h i s conversat ion A is a t t a c k i n g B. B is on 
the defens ive I n i t i a l l y , but B f i r e s back in B2 
by saying " I t ' s (bowl ing) okay when I have 
company". Now t h i s statement says many t h i n g s , 
but on the l e v e l of dominance games, I t is a 
cover t a t t ack on A 's value as company. A 
responds e x p l i c i t l y to the a t tack but not to 
the dominance game. An e x p l i c i t response to 
the dominance game might have been, "Don ' t 
a t t a c k me j u s t when I ' v e got y o u ! " . 

A re takes the o f f e n s i v e in AM by ave r r i ng tha t 
B is p i c k i ng up women at the bowl ing a l l e y , 
which is presumably an agreed upon bad t h i n g . 
This puts B back on the defens ive again in B4. 

Another conversa t iona l l e v e l i s l e v e l 4 : 

CATEGORY: l e v e l 4: emotions of A 
INPUT ANALYSIS: "You d o n ' t love me anymore" 
HOW WE KNOW: V i o l a t i o n s of themes are always 

checked. A v i o l a t i o n imp l i es t h a t thematic 
p recond i t i ons are no longer v a l i d . 

RESPONSE REQUIREMENTS: Assure, sympathize, 
i g n o r e , e t c . 

WHERE FROM: What to do is determined by the 
h e a r e r ' s emotional responses. 

HOW WE KNOW WHAT TO SELECT: The app rop r i a t e 
ness of an e x p l i c i t response on t h i s l e v e l 
is dependent on the cu r ren t emotional r e l a 
t i o n s h i p and the des i res of the speaker. 



In our sample conversat ion A3 ( "A ren ' t I 
company?") can be considered to be a statement 
at l e v e l *4 meaning 'You don ' t love me, do you?' 
B's response to t h a t , ( " I t ' s not the same"), 
can be understood as e x p l i c i t l y i gno r i ng the 
issue which in a sense, is a q u a l i f i e d assent . 
This ana lys i s can be seen as par t of the reason 
fo r the esca la t i on of mat ters by A in A4. At 
t h i s po in t she goes d i r e c t l y on the a t t a c k , 
s t a t i n g her susp ic ions o v e r t l y . This i s 
cons is ten t w i th B's previous r e f u s a l to d iscuss 
the l e v e l 4 aspect of the conversa t i on . That 
I s , B has r e j e c t e d A by not reassur ing her . To 
3ee how l e v e l 4 can a c t u a l l y appear on the 
su r face , we need on ly change response B3 to "I 
s t i l l love you . " Such a response would make no 
sense at any o ther l e v e l of conversat iona l 
ana lys i s o r w i t h any o ther r u l e s o f c o n t i n u i t y . 
Yet Is is never the less an appropr ia te response 
here because l e v e l 4 has been i m p l i c i t l y 
brought up by A and can t he re fo re be e x p l i c i t l y 
addressed by B if he so chooses. 

At l e ve l 9 r u l e s about b e l i e f s d r i v e the 
i n t e r a c t i o n . When b e l i e f s are presented by a 
speaker the hearer e i t h e r (1) i m p l i c i t l y 
acknowledges t h e i r v a l i d i t y by responding on 
other l e v e l s or (2) c o n t r a d i c t s them by an 
e x p l i c i t r e j e c t i o n . 

CATEGORY: l e v e l 9: b e l i e f s 
INPUT ANALYSIS: "Husbands are supposed to be 
home w i th t h e i r wives at n i g h t " 
"Husbands should t e l l wives what they do" 

HOW WE KNOW: Checking the husband r o l e theme. 
Statements t ha t i m p l i c i t l y r e f e r to a r o l e 
theme v i o l a t i o n c o v e r t l y asser t one 's 
b e l i e f i n tha t r o l e theme. 

WHY WE LOOKED THERE: B e l i e f s about husbands' 
behavior are re levan t when a w i fe is t a l k i n g 
to a husband. The husband r o l e theme thus 
c o n s t i t u t e s a background against which 
inpu ts are checked. 

RESPONSE REQUIREMENTS: To ignore t h i s l e v e l 
is to accept cover t b e l i e f s . A b e l i e f must 
b e countered i f i t i s not shared. 

WHERE FROM: To do t h i s , one must consu l t 
one 's own b e l i e f s . 

HOW WE KNOW WHAT TO SELECT: Con t rad ic to ry 
b e l i e f s are se lec ted to be e x p l i c i t l y 
output i f they e x i s t . Thus i f B does not 
share A 's b e l i e f he can t e l l her "Being 
marr ied shou ldn ' t be a J a i l sentence." 

4. Conclusions 

Our f i n a l example is intended to i l l u s t r a t e the 
complex i ty of t h i s problem by examining 
poss ib le responses to an admission by B l a t e r 
on in the conve rsa t i on . 

6 
7 

A l l r i g h t . I was at Joe 's house. We had a 
few beers and smoked some dope. I d i d n ' t 
want to t e l l you because I know you c a n ' t 
stand Joe. 

This can be responded to on each l e v e l as 
f o l l o w s : 

1. Directt. Q=A: How can you stand Joe? 
2. Knowledge S ta te : Why d i d n ' t you t e l l me 

tha t in the f i r s t place? I r e a l l y l i k e Joe, 
I j u s t never t o l d you about ray change of 
heart about h im. 

3. Dominance Games.: Well I ' ve got news fo r 
vou. I ' ve been seeing Joe when you a c t u a l l y 
do go bowl ing . 

4. Emotions of: I c a n ' t love a person who 
l i e s to me l i k e t h a t . 

5. Emotions of B: You c o u l d n ' t love me and be 
f r i e n d s w i t h h im. 
Re la t ionsh ip of A and B: I want a d i v o r c e . 
Argument s t r a t e g y : You mean you created 
t h i s g i an t argument out o f Just t ha t l i t t l e 
th ing? 

8. Import: Tha t ' s what you were worr ied about? 
I d o n ' t care about t h a t . 

9. I m p l i c i t Beleifs: You were smoking dope? 
Tha t ' s immoral . I won' t stand fo r i t . 

10- Po in t s : Tha t ' s my po in t e x a c t l y . You are a 
l i a r . 

11 . Topic, S h i f t s : (The top ic has not been 
s h i f t e d so t h i s i s a lso i napp rop r i a te . ) 

12. Truth and trust.: How can I t r u s t you 
a f t e r you l i e d to me l i k e that? 

In a d d i t i o n to what we have l i s t e d above, i t is 
a lso poss ib le to combine many of the l e v e l s in 
one response. (Indeed i t i s qu i t e d i f f i c u l t t o 
avoid such conso lodat ions . ) 

To e f f e c t i v e l y model conversat ion then , i t i s 
necessary to f i n d the l e v e l s at which people 
communicate, the r u l e s people use to r e l a t e 
inpu ts to these l e v e l s , the methods of response 
generat ion at each of these l e v e l s , and the 
ru les people use to se lec t from a l t e r n a t i v e 
responses. When we have understood how to do 
a l l t h i s , we w i l l have made a s t a r t at 
analyz ing the process o f conversat ion and w i l l 
then be ready to attempt the c o n s t r u c t i o n of an 
automated c o n v e r s a t i o n a l i s t . 
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A new type of n a t u r a l language parser is p resented. The idea behind t h i s parser is to map 
inpu t sentences i n t o the deepest form of the r e p r e s e n t a t i o n of t h e i r meaning and make 
appropr ia te i n fe rences du r ing the pars ing process, us ing i n t e r e s t to guide the p rocess ing . 

1. 

Over the course of the l a s t ten years , 
researchers in our p r o j e c t have designed and 
programmed a l a r g e number of parsers - programs 
tha t mapped Eng l i sh sentences i n t o the 
Conceptual Dependency (CD) rep resen ta t i on of 
t h e i r meaning. They have a l l had one 
methodolog ica l assumption in common: the 
pars ing a lgo r i t hm t h a t they employed was to be 
as p s y c h o l o g i c a l l y c o r r e c t as p o s s i b l e . This 
assumption brought w i t h i t an ope ra t i ng 
p r i n c i p l e which was ( w i t h one except ion to be 
discussed l a t e r ) always f o l l o w e d , namely t h a t 
the pars ing a lgo r i t hm was a s t r i c t 
l e f t - t o - r i g h t , one-pass o p e r a t i o n , w i thou t 
backup. 

One of the major problems w i t h most of our 
s to r y understanding programs, i n c l u d i n g t h e i r 
pa rse rs , was t h e i r i n a b i l i t y to handle 
genu ine ly new t e x t s f o r which they were 
unprepared. A new vocabulary i t e m , domain of 
d i scou rse , or p rev i ous l y unencountered 
s y n t a c t i c c o n s t r u c t i o n would o f t e n throw t h i n g s 
i n t o d i s a r r a y . I t seemed to us t h a t we could 
produce one of the des i red end-products of a 
s t o r y understanding system, a summary, w i t h a 
much more robust and much f a s t e r program. This 
was the reason behind the design of FRUMP [ 1 ] , 
FRUMP skims f o r what i t i s i n t e r e s t e d i n , 
l ook ing f o r p r e c i s e l y the i tems o f i n f o r m a t i o n 
i t wishes to i nc lude i n i t s summary f o r any 
p a r t i c u l a r domain t h a t i t has knowledge about . 
However, s ince FRUMP is very top down it cannot 
respond t o t h ings i t i s unprepared f o r . 
Therefore i t i s not a complete understanding 
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system. 

I d e a l l y what we would l i k e is a program w i t h 
the robustness of FRUMP but w i t h the a b i l i t y to 
understand what i t does not expect to see. 
Perhaps a human understander is top-down when 
a p p r o p r i a t e , but bottom-up at o the r t imes . 
What is needed is an understanding system tha t 
can do both and be robust at the same t i m e . 

Many o ther researchers have i n v e s t i g a t e d the 
problem of pars ing na tu ra l language inpu t i n t o 
a n i n t e r n a l r e p r e s e n t a t i o n . V i r t u a l l y a l l o f 
t h e i r methods concent ra te on syn tac t i c 
a n a l y s i s . One very popular technique has been 
the Augmented T r a n s i t i o n Network (ATN). 
Parsers of t h i s s o r t have been discussed by 
Woods [ 1 0 ] , Kaplan [ 2 ] , and o t h e r s . ATN's have 
tended to deal almost e x c l u s i v e l y w i t h syn tax , 
perhaps w i t h an occas ional check of a few 
simple semantic p r o p e r t i e s of words. A more 
recent parser which views syntax pars ing as an 
i s o l a b l e sub-par t o f language understanding i s 
by Marcus [ 3 1 . A l l of these programs view 
s y n t a c t i c pars ing as a process l a r g e l y i s o l a b l e 
from the r e s t of unders tand ing . Our v iew, as 
descr ibed by Riesbeck [ 5 ] and Riesbeck and 
Schank [ 6 ] has always s t ressed the i n t e g r a t i o n 
of semantics and syntax in p a r s i n g . A s i m i l a r 
view was expressed by Wilks [ 9 ] . In t h i s paper 
we w i l l f u r t h e r contend tha t pars ing should be 
i n t e g r a t e d w i t h the o v e r a l l understanding 
process. 

2. Processing 

Now l e t us cons ider the design of a human-l ike 
parser . One impor tan t fea tu re in such a parser 
is the speed w i t h which humans can read t e x t . 
Consider ing a l l the i n f e r e n c e s , access o f 
background knowledge, and o ther problems t h a t 
an understander must deal w i t h in the course of 
reading or l i s t e n i n g to a sentence, people are 
very f as t a t the j o b . This i s e s p e c i a l l y t r u e 
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when we recognize t ha t understanding is 
b a s i c a l l y f i n i s h e d as soon as a sentence ends. 
This imp l i es t h a t h igh l e v e l processes cannot 
wai t u n t i l the end, a f t e r pars ing i s f i n i s h e d , 
and also tha t human processing is i n t e g r a t e d . 
People must be making In fe rences as soon as 
they begin to process a sentence. From t h i s i t 
f o l l ows tha t people w i l l a c t i v e l y use whatever 
they d i scove r , us ing h igh l e v e l conc lus ions to 
guide low l e v e l p rocess ing . Thus, as models of 
human process ing , systems t h a t f i r o t do a 
complete parse and then begin to make 
in fe rences are not s e n s i b l e . I t seems 
p l a u s i b l e t ha t the processing requirements f o r 
complete understanding f r equen t l y overwhelm the 
t o t a l a v a i l a b l e processing c a p a b i l i t y (see 
[ 4 ] ) . This means some words must be processed 
very s u p e r f i c i a l l y i n order t o ga in t ime to 
ex tens i ve l y process words of semant ic, 
s y n t a c t i c o r i n f e r e n t i a l impor tance. 

I t i s l i k e l y t ha t people are dec id ing as they 
go what words to pay ser ious a t t e n t i o n to and 
what to g l i d e over . Such dec i s ions can be 
expla ined on the bas is of many f a c t o r s . One 
obvious one is i n t e r e s t . That i s , people are 
l i a b l e t o pay a t t e n t i o n t o ( t h a t i s , devote 
t h e i r processing t ime t o ) what i n t e r e s t s them. 
We have discussed the concept of i n t e r e s t and 
i t s r a m i f i c a t i o n s f o r the In fe rence problem i n 
[ 7 ] . The main conc lus ion there was t h a t 
i n fe rence i s c o n t r o l l e d by i n t e r e s t . This i s 
a lso l i k e l y to be t r u e a t the pars ing l e v e l 
s ince we are now v iewing the e n t i r e 
understanding process as an i n t e g r a t e d 
phenomenon. 

Taking advantage of i n t e r e s t to reduce the t ime 
spent on many words has c e r t a i n i m p l i c a t i o n s on 
p rocess ing . One is t h a t the understanding 
process may not be s t r i c t l y l e f t to r i g h t . 
Since the most impor tant words o f t e n come at 
the end of a phrase, the preceding words may be 
skimmed over u n t i l they are known to be 
impor tant and then 'gathered u p . ' To do t h i s 
the understanding process must be top down in 
order to a l l ow the understander to know what to 
i g n o r e . Un in te res t i ng words are s imply s tored 
in a b u f f e r in shor t term memory u n t i l a word 
tha t r equ i res them to be processed is found. 
When (and i f ) such a word is found, the words 
in the b u f f e r are gathered up and analyzed more 
f u l l y . Under t h i s theory the re i s l i t t l e 
wonder at the f a c t t h a t understanders 
f r e q u e n t l y cannot remember the ac tua l words 
t h a t they read . They may never have a c t u a l l y 
read them at a l l ! 

3. A D e t a i l e d Example 

A f r o n t page s t o r y in the New York Times began, 
''An Arabic speaking gunman shot h i s way i n t o 
the I r a q i Embassy here [ P a r i s ] yesterday 
morning, he ld hostages through most of the day 
before sur render ing to French policeman and 
then was shot by I r a q i s e c u r i t y o f f i c i a l s as he 
was led away by the French o f f i c e r s . " 

We w i l l examine t h i s sentence word by word and 
consider the k ind of processing t h a t would be 
des i r ab l e in an i n t eg ra ted understanding 
scheme. Our model w i l l use i n t e r e s t to enable 
i t to be psycho log i ca l l y p l a u s i b l e , a 
requirement f o r c i n g i t to be complete ly 
f i n i s h e d w i t h each sub-part of the sentence as 
i t i s processed. 

Since language is rece ived as a stream of 
words, we can assume words become a v a i l a b l e in 
chunks, both v i s u a l l y (c lauses) and a u r a l l y 
(de l i nea ted by pauses). Thus in our processing 
we can always assume tha t the next word of a 
sentence i s a v a i l a b l e , o f t e n s i m p l i f y i n g the 
problem of d isambigua t ion . 

An Arabic speaking gunman.. . 

AN is a word tha t can be skipped i n i t i a l l y . 
This means t h a t i t is looked up in the 
d i c t i o n a r y , and what is found there are 
i n s t r u c t i o n s to go to the next word and place 
AN in shor t term memory (STM). 

ARABIC is l i s t e d in the d i c t i o n a r y as a word 
tha t i s sk ippab le , so i t i s skipped and saved 
in STM. (The i n f o r m a t i o n t ha t ARABIC, l i k e 
many u n i n t e r e s t i n g a d j e c t i v e s , is sk ippable has 
a l ready been compiled and i t is s imply looked 
up here . The procedure f o r determin ing what 
can be skipped is obv ious ly one of the 
i n t e r e s t i n g problems in the issue o f the 
development of language a b i l i t y . Schank and 
S e l f r i d g e [ 8 ] d iscuss these i ssues . ) 

SPEAKING is a lso sk ippable as long as no 
p o t e n t i a l ac to rs have been encountered. A 
search f o r ac to rs in STM f i n d s none, so t h i s 
word is a lso sk ipped. 

GUNMAN is marked as a HIGH INTEREST ACTOR, 
demanding immediate p rocess ing . I t causes us 
to c rea te top down requests to f i n d c e r t a i n 
i n f o r m a t i o n , such as the answers to the 
f o l l o w i n g ques t ions : 
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WHO is he? — causes us to gather up saved 
a d j e c t i v e s and add them to 
the memory token f o r t h i s GUNMAN 

WHAT d id he do? — 
in GUNMAN's permanent memory we f i n d 
he SHOT someone. An in fe rence t h a t 
he shot or w i l l shoot is made and 
we p r e d i c t we w i l l hear more about i t . 

WHO d id he shoot? — crea tes i n t e r e s t in the 
v e r b ' s s y n t a c t i c o b j e c t . 

WHY d id he shoot? — makes us look f o r a reason 
WHERE d id t h i s happen? — makes us look f o r 

a l o c a t i o n 
WHAT SCRIPTS might t h i s i n s t a n t i a t e ? — 

GUNMAN can I n d i c a t e a s c r i p t may be 
i n s t a n t i a t e d . Candidates are $R0BBERY, 
$TERR0RISM, $KIDNAP. We t r y to c o n f i r m . 

The fo rmu la t i on of the above quest ions (as 
reques ts , see the next sec t i on ) now guides the 
process o f understanding t h i s s t o r y . These 
requests r e l a t e t o mat ters o f p a r s i n g , 
i n f e r e n c e , s c r i p t a p p l i c a t i o n and goal p u r s u i t 
- a l l l e v e l s o f the understanding process. 

SHOT is encountered and found to s a t i s f y an 
expec ta t ion created by GUNMAN so we now b u i l d 
the f i r s t conceptual s t r u c t u r e , a SHOOT event 
w i t h the gunman token as a c t o r , and an u n f i l l e d 
s l o t f o r the v i c t i m . The parser is now 
i n t e r e s t e d in f i n d i n g the v i c t i m , which can be 
done by l ook ing f o r the next main noun. 

HIS is skipped and saved in STM. 

WAY does not s a t i s f y the expec ta t ion to f i l l 
the empty s l o t . WAY is l i s t e d as both 
sk ippab le and p o i n t i n g to a d i r e c t i o n or 
l o c a t i o n . A request is set up f o r the l o c a t i o n 
and we attempt to f i n d i t . 

INTO is sk ipped. 

THE and IRAQI are skipped and saved in STM. 

EMBASSY is found and set up as the l o c a t i o n of 
the SHOOT even t . Furthermore, EMBASSY is 
marked as a place of p o l i t i c a l s i g n i f i c a n c e . 
This p iece of i n f o r m a t i o n causes us to 
i n s t a n t i a t e the $TERRORISM s c r i p t t ha t had 
(among o the rs ) been p red ic ted from GUNMAN. 
Since EMBASSY is i n t e r e s t i n g , i t s requests are 
a c t i v a t e d . One o f these is f o r the n a t i o n a l i t y 
of the EMBASSY. IRAQI is found in STM as 
s a t i s f y i n g t h i s request and i s picked up. 

S e t t i n g up $TERRORISM causes us to lose 
i n t e r e s t i n the r ep resen ta t i on o f the i s o l a t e d 
sentence and focuses us on s e t t i n g up t h a t 
s c r i p t as the r ep resen ta t i on f o r the e n t i r e 
s t o r y . Thus, we now expect answers to the 
f o l l o w i n g ques t ions : 

Were HOSTAGES taken? 
Were demands made? (money?) ( f r e e pr isoners?) 
Was any damage done? 
Were measures to counterac t the t e r r o r i s t 

taken? ( r e t u r n f i r e ; a r r e s t ; f r ee hostages) 

HERE, in a news s t o r y , means to add the 
d a t e l i n e t o the l o c a t i o n . 

YESTERDAY is found to be a t ime word and is 
added to the t ime s l o t of the event . 

MORNING is a lso handled in t h i s manner. 

HELD is skipped and saved s ince it matches none 
of the reques ts . The d i c t i o n a r y en t r y f o r HELD 
says on ly t h a t i t is a v e r b . No verbs were 
needed so we sk ip i t . Only had it been 
i n h e r e n t l y i n t e r e s t i n g would we have done 
d e t a i l e d p rocess ing . The advantages of t h i s 
system of pars ing are c l e a r l y shown here . HELD 
is a h i g h l y ambiguous word t h a t p rev i ous l y 
might have demanded great e f f o r t to 
d isambiguate. An i n t e g r a t e d understanding 
system simply goes on and wa i ts f o r something 
i n t e r e s t i n g . 

HOSTAGES s a t i s f i e s an extant reques t . The TAKE 
HOSTAGES scene of $TERRORISM is i n s t a n t i a t e d . 
At t h i s po in t a check is made on the saved 
ve rb , HELD, to see i f doing t h i s is okay. HELD 
is found to be p r e c i s e l y the k ind of word 
d e s i r e d . The impor tant po in t is t h a t HELD 
never had to be d isambiguated, which is n i ce 
because words l i k e HELD r e a l l y do not have any 
p a r t i c u l a r meaning. I t s meaning i s de r i ved 
from i t s connect ion to HOSTAGES and HOSTAGES is 
understandable on ly through $TERRORISM. 

THROUGHOUT is found to p o i n t to e i t h e r a t ime 
or p lace so a request is made f o r a t ime or 
place word. However, a t t h i s p o i n t our 
understanding system knows t h a t t h i s 
i n f o r m a t i o n is not as i n t e r e s t i n g as the 
ou ts tand ing expec ta t i ons , because the re are 
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d e a t h - r e l a t e d reques ts a c t i v e (see [ 7 ] ) . Thus 
the r e s t o f t h i s phrase i s v i r t u a l l y i gnored 
due to l ack o f i n t e r e s t . 

MOST, OF and THE are sk ipped and saved in STM. 

DAY is saved and i g n o r e d . I t s a t i s f i e s the low 
l e v e l request f o r a t ime word . 

be fo re s u r r e n d e r i n g to French p o l i c e m e n . . . 

BEFORE is a t ime o r d e r i n g word t h a t p r e d i c t s a 
new event and marks i t s t ime r e l a t i v e to the 
p reced ing e v e n t . 

SURRENDERING is a word t h a t is marked as an 
impor tan t p a r t o f a number o f s c r i p t s , 
i n c l u d i n g $TERRORISM. The su r render scene of 
$TERRORISM is i n s t a n t i a t e d and reques ts are 
f i r e d o f f l o o k i n g f o r reasons f o r t h i s a c t i o n , 
the c a p t o r s , e t c . P r e d i c t i o n s are made about 
c e r t a i n words t h a t might f o l l o w . * To' would 
mark off c a p t o r s , f o r i n s t a n c e . 

TO t e l l s us t h a t the c a p t o r s are coming ( f rom 
the p r e d i c t i o n ) . 

FRENCH is sk ipped and saved in STM. 

POLICEMEN is marked as an ACTOR so STM is 
consu l t ed to ga ther up any m o d i f i e r s . 
POLICEMAN i s a p o s s i b l e c a p t o r , so i t f u l f i l l s 
an e x p e c t a t i o n . 

and then was shot by I r a q i s e c u r i t y o f f i c i a l s . . 

AND says a new event is coming. 

THEN o rde rs the e v e n t . 

WAS s p e c i f i e s t h a t the a c t o r s t o red in STM is 
the concep tua l o b j e c t o f the new even t . Th is 
se ts up reques ts f o r the a c t o r , i n d i c a t e d by 
' b y * , and the a c t i o n . 

SHOT is found to be I n t e r e s t i n g and Is t r e a t e d 
s i m i l a r l y to the way t h a t GUNMAN was except 
t h a t we expect o n l y the t h i n g s t h a t were 
p a r t i c u l a r to the SHOOT a c t i o n . Thus we have: 

WHO was shot? — GUNMAN 
WHO shot him? — not answered 
WHY was t h e r e a shoot ing? — not answered 
WHERE d i d t h i s happen? — a l ready known 

WHAT SCRIPTS does t h i s i n s t a n t i a t e ? — 
SHOOT can a l so i n s t a n t i a t e a s c r i p t . 
Candidates are $ROBBERY, $TERRORISM, 
$KIDNAP, o r d i n a r i l y . But in a c o n t e x t 
set up by $TERRORISM, none of t he above 
f i t e a s i l y . We look f o r p lans and g o a l s . 

WHAT were the RESULTS of t h i s a c t i o n ? — 
A reques t i s se t up to f i n d t he r e s u l t s . 
I f not s a t i s f i e d the usual r e s u l t s a re 
i n f e r r e d - the v i c t i m ' s d e a t h . 

BY t e l l s us the a c t o r of the SHOOT w i l l f o l l o w . 

IRAQI and SECURITY are sk ipped and saved in 
STM. 

OFFICIALS ends the p rocess ing of the noun 
g roup . I t s a t i s f i e s the reques ts f o r WHO a i d 
the shoo t i ng and, as we now have an a c t o r we 
ask about why he would k i l l a TERRORIST. There 
is no obv ious reason , so we are s u r p r i s e d by 
t h i s e v e n t . We seek to e x p l a i n i t by 
p o s t u l a t i n g a REVENGE or SHUT HIM UP type 
theme, but t h i s is a guess. 

as he was l ed away by French o f f i c e r s . 

We are b a s i c a l l y done now as no f u r t h e r 
reques ts need to be s a t i s f i e d immed ia te l y . We 
are s t i l l i n t e r e s t e d i n the goa l s o f each o f 
the a c t o r s , however, so WHY reques ts are s t i l l 
a l i v e . 

AS is known to be a t ime co-occur rence word . 
Since we are o n l y i n t e r e s t e d in any th ing t h a t 
occured a t the same t ime i f i t i s i t s e l f 
i n t e r e s t i n g , we can now s k i p ahead l o o k i n g f o r 
something i n t e r e s t i n g . 

HE and WAS are s k i p p e d . 

LED is u n i n t e r e s t i n g and is bo th n o t i c e d and 
then s k i p p e d . 

AWAY, BY, THE, and FRENCH are a l l s k i p p e d . 

OFFICERS is sk ipped because t h e r e are no 
reques ts ask ing f o r i t . 

The pe r iod t e l l s us we are done. 
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The f i n a l r ep resen ta t i on f o r t h i s sentence: 

$TERRORISM 
ACTOR Arab gunman 
PLACE I r a q i Embassy 
SCENES 

$HOSTAGES some 
$CAPTURE 
ACTOR French policemen 
OBJECT Arab gunman 
PLACE I r a q i Embassy 

UNEXPECTED RESULT 

$SH00T 
ACTOR I r a q i o f f i c e r s 
OBJECT - Arab gunman 
RESULT 
STATE dead 
ACTOR Arab Gunman 

4. An P a r t i a l P a r s e r 

desc r i b i ng here , 
handle a l i m i t e d 
newspaper s t o r i e s 
areas. We have not 
issues invo lved 
concen t ra t i ng on 

t e r r o r i s m and r e l a t e d 
to address a l l the 

p a r s i n g , ins tead 
areas c r u c i a l to 

We w i l l now look b r i e f l y at the i n t e g r a t e d 
p a r t i a l parser ( h e r e a f t e r IPP) we have w r i t t e n 
to implement the t h e o r i e s we have been 

This program was w r i t t e n to 
c l ass o f s t o r i e s , namely 
about 
t r i e d 

i n 
the 

i n t e g r a t e d p a r t i a l p rocess ing . The parse r , 
w r i t t e n in LISP on a DEC System 20/50 , 
c u r r e n t l y handles over 50 s t o r i e s taken 
d i r e c t l y from newspapers. We are in the 
process o f i nc reas ing i t s vocabulary and i t s 
domain o f i n t e r e s t . 

IPP is s t r u c t u r e d about a c l a s s i f i c a t i o n of 
words, which determines on how each word type 
should be processed by an understander , 
independent o f s t r i c t s y n t a c t i c c l a s s i f i c a t i o n . 
The immediate f a t e of a word upon being read 
determines i t s pr imary c l a s s i f i c a t i o n . There 
are th ree c l asses . The f i r s t c o n s i s t s o f words 
r e q u i r i n g immediate a c t i o n . These are 
i n t e r e s t i n g words which add c r u c i a l i n f o r m a t i o n 
to our s to r y r e p r e s e n t a t i o n and generate 
expec ta t ions which guide f u r t h e r p rocess ing . 
The c lass is subdiv ided i n t o words which b u i l d 
event s t r u c t u r e s (Event B u i l d e r s , or EBs) and 
words which f i l l i n s l o t s i n event s t r u c t u r e s 
(Token Makers, TMs). 

EBs b u i l d the event s t r u c t u r e s which prov ide 
the framework f o r a f i n a l r e p r e s e n t a t i o n . 
Events s t r u c t u r e s which are 
i n t e r e s t i n g by themselves are 
t h e i r expec ta t ions a c t i v a t e d , 
not p r e d i c t e d , and not 
v i r t u a l l y i gno red . 

p red i c ted or 
i n s t a n t i a t e d and 
Events which are 
i n t e r e s t i n g are 

TM's d i c t i o n a r y e n t r y , are a c t i v a t e d . These 
expec ta t ions may, f o r example, look f o r 
p l a u s i b l e s c r i p t s . 

The second c lass of words do not r e q u i r e 
immediate a t t e n t i o n , but may be needed l a t e r . 
These words are processed by a sk ip and save 
s t r a t e g y , keeping them in one of several shor t 

erm memory l o c a t i o n s u n t i l , and un less , they 
are needed. This t y p i c a l l y occurs when an 

TM is found. Frequent ly 
never be used aga in , making 
needed to process them 

i n t e r e s t i n g EB or 
these words w i l l 
the t o t a l e f f o r t 
n e g l i g i b l e . 

The f i n a l c lass of words are those we sk ip 
e n t i r e l y . The on ly processing e f f o r t i s i n 
i d e n t i f y i n g them. While few words are 
sk ippab le i n a l l domains, i n any p a r t i c u l a r 
domain, a s u r p r i s i n g l y l a rge number of words 
can be t o t a l l y skipped w i thou t degrading 
unders tand ing . C lea r l y i t i s advantageous fo r 
an understander i f t h i s c l ass i s as l a rge as 
p o s s i b l e , s ince processing t ime fo r sk ippab le 
words i s n e g l i g i b l e . 

Much of IPP 's processing knowledge is 
implemented in the form of requests ( 5 ] . A 
request is a form of p roduc t i on , or t e s t - a c t i o n 
p a i r . I f the t e s t o f a n a c t i v e request i s 
found to be t r u e , then the corresponding a c t i o n 
i s per formed. 

The t e s t s and ac t ions performed by IPP requests 
perform on ly a l i m i t e d set of f u n c t i o n s . As 
a c t i o n s , requests may b u i l d new conceptual 
s t r u c t u r e s , f i l l s l o t s i n conceptual s t r u c t u r e s 
w i t h o ther conceptual s t r u c t u r e s , a c t i v a t e new 
reques ts , and d e - a c t i v a t e requests no longer 
a p p r o p r i a t e . The t e s t s may check f o r concepts 
( tokens or events) of a s p e c i f i e d t y p e , 
s p e c i f i c l e x i c a l i t ems , o r l e x i c a l i tems 
s a t i s f y i n g some p r o p e r t y . 

5. Runs 

What f o l l ows are computer runs of IPP 
s t o r i e s from the New York Times. 

on 

The d iscovery of a TM causes a token to be 
c r e a t e d . I f the token s a t i s f i e s an 
e x p e c t a t i o n , i s i n t e r e s t i n g , o r an i n t e r e s t i n g 
m o d i f i e r is in STM, then the m o d i f i e r s in STM 
are app l i ed t o the t o k e n . I f the token i s 
i n t e r e s t i n g the expec ta t ions inc luded i n the 
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• ( IPP S1) 

I n p u t : 

(AN ARABIC SPEAKING GUNMAN SHOT HIS WAY INTO 
THE IRAQI EMBASSY HERE THIS MORNING HELD 
HOSTAGES THROUGHOUT MOST OF THE DAY BEFORE 
SURRENDERING TO FRENCH POLICEMEN AND THEN WAS 
SHOT BY IRAQI SECURITY OFFICIALS AS HE WAS LED 
AWAY BY FRENCH OFFICERS) 

Ou tpu t : 

** MAIN 
SCRIPT 
ACTOR 
CITY 
SCENES 

SCENE 
PLACE 
ACTOR 

EVENT ** 
$TERRORISM 
ARAB GUNMAN 
PARIS 

$HOSTAGES 
IRAQI EMBASSY 
ARAB GUNMAN 

** UNEXPECTED EVENTS ** 
ACTION 
ACTOR 
AFTER 
RESULT 

STATE 

$SHOOT 
IRAQI OFFICIALS 
SCENE $CAPTURE 

DEAD ACTOR 

PLACE 

SCENE 
PLACE 
OBJECT 
ACTOR 

IRAQI EMBASSY 

$CAPTURE 
IRAQI EMBASSY 
ARAB GUNMAN 
POLICEMEN 

OBJECT ARAB GUNMAN 

ARAB GUNMAN 
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• ( IPP S2) 

I n p u t : 

(A GUNMAN WHO DIVERTED A VERMONT BOUND BUS 
WITH MORE THAN TWENTYFIVE PASSENGERS FROM 
THE BRONX TO KENNEDY INTERNATIONAL AIRPORT 
AND KILLED TWO HOSTAGES SURRENDERED ON A 
RUNWAY LATE LAST NIGHT ENDING A DAYLONG 
SIEGE OF TERROR AND GUNFIRE) 

Output : 

[ 7 ] 

[ 8 ] 

•• MAIN 
SCRIPT 
ACTOR 
VEHICLE 
RELATED 

ACTION 
ACTOR 

SCENES 
SCENE 
OBJECT 
ACTOR 

EVENT •• 
$HIJACK 
GUNMAN 
BUS 

DO 
GUNMAN 

CARRYING 

RESULT 
STATE 
ACTOR 

$CAPTURE 
GUNMAN 
POLICE 

(GREATERTHAN 25) 
PASSENGERS 

DEAD 
TWO HOSTAGES 
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PROBLEMS WITH PARTS 

L e n h a r t K . S c h u b e r t 
D e p a r t m e n t o f C o m p u t i n g S c i e n c e 

U n i v e r s i t y o f A l b e r t a 
Edmon ton , A l b e r t a T6G 2 H 1 * 

A b s t r a c t . Two p r o b l e m s i n r e p r e s e n t i n g and u s i n g r e l a t i o n s h i p s among p a r t s o f o b j e c t s a re a n a 
l y s e d , and p a r t i a l s o l u t i o n s a r e p r o p o s e d . The f i r s t i s t h e p r o b l e m o f e x t r a c t i n g i n f o r m a t i o n 
f r o m o v e r l a p p i n g p a r t i t i o n i n g h i e r a r c h i e s . C o n t r a r y t o a common a s s u m p t i o n , " p a r t - o f " r e l a t i o n 
s h i p s c a n n o t b e e x t r a c t e d f r o m a r b i t r a r y s e t s o f p a r t i t i o n i n g a s s e r t i o n s b y s i m p l e l a b e l - p r o p a 
g a t i o n m e t h o d s : t h e p r o b l e m i s i n g e n e r a l N P - c o m p l e t e . However , i f t h e l o w e s t - l e v e l p a r t s o f a l l 
e n t i t i e s unde r c o n s i d e r a t i o n a r e drawn f r o m a common p o o l o f p a i r w i s e d i s j o i n t " u l t i m a t e " p a r t s , 
t h e n r e l a t i v e l y s i m p l e , c o m p l e t e i n f e r e n c e methods f o r d e r i v i n g " p a r t - o f " and o t h e r r e l a t i o n 
s h i p s can b e s u p p l i e d . The second p r o b l e m i s t h a t o f p r o p e r t y i n h e r i t a n c e , i . e . , t h e t r a n s f e r o f 
r e l a t i o n s h i p s among p a r t s o f a g e n e r i c o b j e c t t o c o r r e s p o n d i n g p a r t s o f a s u c c e s s o r o f t h a t o b j e c t 
i n t h e t y p e h i e r a r c h y . E a r l i e r s o l u t i o n s a re c r i t i c i z e d and a new s o l u t i o n based o n f u n c t i o n t a b l e s 
a t t a c h e d t o c o n c e p t s i s p r o p o s e d . 

1 . I n t r o d u c t i o n 

Much o f o u r know ledge o f e n d u r i n g r e l a t i o n 
s h i p s (as opposed t o e v e n t s ) c o n c e r n s r e l a t i o n 
s h i p s among p a r t s o f p h y s i c a l and a b s t r a c t o b j e c t s . 
Y e t p a r t - w h o l e r e l a t i o n s h i p s have u n t i l r e c e n t l y 
r e c e i v e d s c a n t a t t e n t i o n i n t h e A I l i t e r a t u r e , 
compared f o r examp le t o g e n e r a l i z a t i o n ( I S - A ) 
r e l a t i o n s h i p s . I n t e r e s t i n p a r t s s t r u c t u r e has 
been c o n f i n e d a l m o s t e x c l u s i v e l y t o i t s r o l e i n 
r e l a t i o n a l mode ls f o r compu te r v i s i o n ( e . g . , 
C l - 5 1 ) . However , t h e a b i l i t y t o r e a s o n a b o u t 
p a r t s was a n i m p o r t a n t f e a t u r e o f R a p h a e l ' s p r o 
gram S I R C 6 1 . I t was a b l e t o c h a i n t o g e t h e r b o t h 
p a r t i c u l a r and g e n e r i c s u b p a r t r e l a t i o n s h i p s , 
and t o combine p a r t s i n f e r e n c e w i t h s u b s e t i n 
f e r e n c e t o answer q u e s t i o n s a b o u t ( s e t s o f ) p a r t s 
o f ( s e t s o f ) i n d i v i d u a l s . The " s l o t s " o f M i n s k y ' s 
f r ames [ 7 ] may f a c i l i t a t e t h e r e p r e s e n t a t i o n o f 
p a r t - w h o l e r e l a t i o n s h i p s , among o t h e r s , b u t d o 
n o t p r e s u p p o s e any p a r t i c u l a r t h e o r y o f such r e 
l a t i o n s h i p s . T o d a t e , t h e most e l a b o r a t e p r o p o 
s a l s f o r r e p r e s e n t i n g and r e a s o n i n g a b o u t p a r t s 
s t r u c t u r e a p p e a r t o b e t h o s e o f P h i l i p Hayes 
C8,9] . 

The work reported was done while the 
was on leave at Universitat Karlsruhe, 
fur Informatik I, W. Germany 

author 
Inst i tut 

The present paper addresses two problems in 
the use of parts knowledge which people find t r i 
vial ly easy but which have not been adequately 
mechanized: the extraction of "part-of" relation
ships (and disjointness relationships, etc.) from 
overlapping parts hierarchies, and relation -
ship inheritance for parts of objects in a type 
hierarchy. 

Sec. 2 introduces a convenient representation 
for sets of partitioning assertions, called 
"parts graphs". Although based on partitionings , 
parts graphs can represent non-exhaustive and 
overlapping decompositions of parts structure. 

Sec. 3 notes that label-propagation methods 
for extracting "part-of" (and other) relation
ships from simple partitioning hierarchies do 
not generalize to arbitrary parts graphs; the 
problem is in general NP-complete. A restricted 
type of parts graph, called "closed", is de
fined, which reduces a l l parts of the top-level 
object to a common set of pairwise disjoint ul
timate (lowest-level) parts. For closed parts 
graphs, efficient complete inference methods can 
be supplied. 

In Sec. 4 a relationship inheritance scheme 
is proposed in which corresponding parts of con
cepts in a type hierarchy are identifiable by 
the names of their Skolem functions. This over
comes a di f f icul ty with Hayes' [8,9] property 
inheritance scheme, without sacrificing any of 
i ts advantages. 
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F i g . l . Parts graph fo r a desk lamp. The nodes 
marked "P" represent p a r t i t i o n i n g assert ions 
whi le the named nodes represent p a r t s . 

This shows two over lapping par ts h ierarch ies fo r 
a p a r t i c u l a r (as opposed to generic) lamp, w i th 
a " s t r u c t u r a l view" on the l e f t and a " f u n c t i o 
nal view" on the r i g h t . 

In the graph ica l representa t ion , p a r t i t i o n i n g 
assert ions and p a r t i c u l a r par ts are represented 
as asser t ion nodes and constant nodes respec t i 
ve ly . Asser t ion nodes are marked "P" and have 
an incoming edge from the f i r s t argument of the 
asser t ion and outgoing edges to the remaining 
arguments. Such par ts graphs are read i l y repre
sented as semantic nets in the network formalism 
of [143. 

Hierarchies are d is t inguished from unres t r i c ted 
par ts graphs by having exact ly one downward edge 
from each nonleaf par ts node and a unique path 
from the root to each par ts node. As F i g . l shows, 
the ava i lab le knowledge about an object need 
not form a s ing le h ierarchy. "Tangled" h ierarch ies 
r e s u l t when there are mu l t i p le views of the same 
ob jec t , known overlap regions such as shoulders, 
wa i s t , or knees, or par ts w i th unknown mutual 
over lap. 
3. Ex t rac t ing in format ion from par ts graphs 

A p a r t i t i o n i n g h ierarchy has the important 
advantage of a l lowing e f f i c i e n t inference of 
p a r t - o f and d is jo in tness r e l a t i o n s h i p s . In f a c t , 
if a rind b are any two nonempty par ts appearing 
in a h ie ra rchy , then b is pa r t of a i f f a is an 
ancestor of b, and a and b are d i s j o i n t i f f 
ne i ther is an ancestor of the o ther . 

For par ts w i t h i n a common subhierarchy of a 

3 I nc iden ta l l y , these condit ions can be checked in 
constant time using a method based on l e f t - t o -
r i g h t numbering of the leaves, whereas the worst 
case complexity of label-propagation methods is 
inear in the number of edges. 
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n o n - h i e r a r c h i c p a r t s graph the same methods can 
be used. For example, in F i g . 1 the p l ug must be 
p a r t o f the e l e c t r i c a l system s ince the l a t t e r 
i s an ances to r o f t h e former i n the " f u n c t i o n a l 
v iew" o f the lamp; t he co rd i s d i s j o i n t f rom the 
bu lb s i nce n e i t h e r i s an ances to r o f the o t h e r 
i n the " s t r u c t u r a l v i e w " . 

However, no t a l l i m p l i c i t p a r t - o f and d i s -
j o i n t n e s s r e l a t i o n s h i p s can b e e x t r a c t e d i n t h i s 
way. In F i g . l , t he s w i t c h must be p a r t o f the 
s t a n d ; i n f a c t , t he s w i t c h and suppor t s t r u c t u r e 
must p a r t i t i o n the s t a n d , because the s tand on 
the one hand and the s w i t c h p l u s suppor t s t r u c 
t u r e on the o t h e r are the o n l y nonove r lapp ing 
p a r t s o f the two lamp h i e r a r c h i e s . Another 
p o i n t wor th n o t i n g i s t h a t even w i t h o u t the 
a s s e r t i o n Clamp P s t a n d top c o r d ] , i t f o l l o w s f rom 
the graph t h a t " t o p " i s p a r t o f the lamp, be 
cause a l l o f i t s p a r t s a r e . 

One can dev ise a d d i t i o n a l i n f e r e n c e methods 
t o hand le these p a r t i c u l a r cases, b u t such s top -
gap measures are a lmost s u r e l y f u t i l e because 
o f t he f o l l o w i n g r e s u l t . 

Theorem 1. The prob lem of c o n f i r m i n g [b p a r t - o f 
a ] , where a and b are nodes of a p a r t s g raph , is 
NP-complete. 

T h i s i s p roved i n [ 1 0 ] b y mapping t he u n s a t i s -
f i a b i l i t y p rob lem o f the p r o p o s i t i o n a l c a l c u l u s 
i n t o a " p a r t - o f " p rob lem f o r a p a r t s g r a p h , and 
v i c e ve r sa . 

T h i s suggests t h a t a d d i t i o n a l c o n s t r a i n t s 
shou ld be imposed on p a r t s graphs so as to p e r 
m i t e f f i c i e n t i n f o r m a t i o n e x t r a c t i o n , w h i l e 
s t i l l a l l o w i n g f o r o v e r l a p p a r t s and m u l t i p l e 
views of the same p a r t . Such c o n s t r a i n t s are 
o b t a i n e d by r e q u i r i n g p a r t s graphs to be c l o s e d : 
G i s c l osed i f f any two o f i t s p a r t s nodes are 
p r o j e c t i b l e i n t o a common s u b h i e r a r c h y . A node 
a is p r o j e c t i b l e i n t o a subh ie ra r chy H i f G con
t a i n s a subh ie ra rchy r o o t e d at a whose leaves 
l i e in H. (Since a s i n g l e p a r t s node is a sub-
h i e r a r c h y , any p a r t s node i s t r i v i a l l y p r o j e c t i 
b l e i n t o any subh ie ra r chy t o wh ich i t b e l o n g s . 
Hence any two nodes of a subh ie ra r chy H are p r o 
j e c t i b l e i n t o a common s u b h i e r a r c h y , v i z . , H ) . 

For example, i f t he l e f t and r i g h t v iews o f 
t he lamp in F i g . l are c a l l e d HL and HR, then 
" t o p " and " b u l b " are p r o j e c t i b l e i n t o H L (be
cause they be long to H ) , and " t o p " and " e l e c 
t r i c a l system" are p r o j e c t i b l e i n t o HR (because 
the leaves { lamp shade, s o c k e t , b u l b } o f a sub-
h i e r a r c h y r o o t e d a t " t o p " , a s w e l l a s " e l e c t r i 
c a l s y s t e m " , be long to HR). However, n e i t h e r 
" s t a n d " and " s w i t c h " , nor " s t a n d " and " suppo r t 
s t r u c t u r e " are p r o j e c t i b l e i n t o any common sub-
h i e r a r c h y . Thus the graph i s open, b u t c o u l d 

e a s i l y be c l osed by a d d i t i o n o f the a s s e r t i o n 
[ s t a n d P s w i t c h s u p p o r t - s t r u c t u r e ] . 

The n o t i o n of a c l osed graph becomes c l e a r e r 
i f p a r t s graphs are r e q u i r e d t o b e " f u l l y con
s i s t e n t " i n the sense t h a t none o f the p a r t s 
they r e p r e s e n t are n e c e s s a r i l y empty. Th i s r u l e s 
o u t g raphs , f o r example, i n which two d i s j o i n t 
p a r t s ( d i s t i n c t leaves o f a s i n g l e subh ie ra rchy ) 
have a common descendant , or in which one " v i e w " 
o f a p a r t t e r m i n a t e s in a p rope r subset o f the 
leaves o f ano ther " v i e w " o f t h a t p a r t . 

I t i s p roved i n C10] t h a t a l l l e a f nodes 
o f a f u l l y c o n s i s t e n t , c l osed graph be long to a 
s i n g l e (not n e c e s s a r i l y unique) main h i e r a r c h y 
whose r o o t r ep resen ts the whole e n t i t y . A l l 
nodes o f the graph are p r o j e c t i b l e i n t o t h i s 
main h i e r a r c h y . I n such a g r a p h , t h e r e f o r e , a l l 
leaves are p a i r w i s e d i s j o i n t and each p a r t s node 
corresponds to a subset of t he l e a v e s . The graph 
o f F i g . 1 i s now e a s i l y seen to be open, s i nce 
the l e a f nodes " s t a n d " and " s w i t c h " , f o r example, 
do n o t be long to any common s u b h i e r a r c h y . 

F i g . 2 shows a c l osed graph w i t h a main h i e r a r 
chy r o o t e d at a, an o v e r l a p p a r t b made up of 
two p a r t s o c c u r r i n g i n the main h i e r a r c h y , and 
two " v i e w s " of a p a r t c. 

F i g . 2 . A c l osed p a r t s graph w i t h an " o v e r l a p 
p a r t " b and two " v i e w s " of a p a r t c. The 
darkened nodes rep resen t the u l t i m a t e p a r t s 
o f a . 

S u r p r i s i n g l y , the s y n t a c t i c a l r e s t r i c t i o n s 
o f c l osed graphs do no t l e a d to any l o g i c a l r e 
s t r i c t i o n s : 
Theorem 2 . For every p a r t s graph t h e r e i s a l o 
g i c a l l y e q u i v a l e n t c losed g raph . 

The p r o o f and a procedure f o r c o n s t r u c t i n g a 
c l osed graph f rom a s e t o f p a r t i t i o n i n g 
a s s e r t i o n s are g i ven i n [ 1 0 ] , The s o r t o f i dea 
i n v o l v e d i s i l l u s t r a t e d i n F i g . 3 . A d m i t t e d l y , t he 
s i z e of t he e q u i v a l e n t c l o s e d graph may be ex 
p o n e n t i a l i n t he s i z e o f a g i v e n open g raph . 
However, t h i s e x p o n e n t i a l g rowth i s a s s o c i a t e d 
w i t h unknown and u n r e s t r i c t e d o v e r l a p between 
se ts o f p a r t s , a s i t u a t i o n which r a r e l y , i f 
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In [10 ] the completeness c l a i m is made p r e c i s e 
and p roved . I t is assumed t h a t the merge of a 3et 
of nodes A = { a 1 , . . . , a m } is known to be nonempty 
i f f [ ( U a1 . . .am) = ] i s a l o g i c a l consequence o f 
the g raph , the assumed p r o p e r t i e s o f " p a r t - o f " , 
and a se t of "nonemptiness a s s e r t i o n s " of the form 

[a = 0] about some of the nodes of the g raph . I t is 
shown t h a t the p r e d i c a t e "known to be nonempty" is 
e f f i c i e n t l y dec idab le when so d e f i n e d . The g i ven 
q u e s t i o n - a n s w e r i n g methods are then shown to be i m -
p lementab le i n l i n e a r space- t ime r e l a t i v e t o the 
number o f edges o f the c losed g raph . H e u r i s t i c 
methods are d iscussed which can o f t e n g i ve n e a r l y 
cons tan t ques t i on -answer i ng t imes f o r c losed graphs 

S i m i l a r methods can be used to compute the 
" d i s j o i n t merge" o f two p a r t s , i . e . , a se t o f d i s 
j o i n t p a r t s whose merge equals the merge of the 
g iven p a r t s ( r e t a i n elements of AuB which do no t 
have ances tors in B ) , the o v e r l a p o f two p a r t s 
( r e t a i n elements of A w i t h ances tors in B and v i ce 
v e r s a ) , and o t h e r f u n c t i o n s over t u p l e s o f p a r t s . 
Thus ques t i ons i n v o l v i n g such f u n c t i o n s cou ld a l s o 
be answered. 

Needless to say , reason ing about p a r t s cannot 
in genera l go very f a r on the bas i s o f " p a r t - o f " 
p r e d i c a t i o n s o r p a r t i t i o n i n g s a l one . I n the case 
o f p h y s i c a l o b j e c t s , f o r example, knowledge about 
the mode o f connec t ion and r e l a t i v e p o s i t i o n o f 
p a r t s i s i n d i s p e n s a b l e . But the f a c t remains t h a t 
people can answer ques t i ons such as " I s a toe p a r t 
o f a l e g ? " or " I s a spark p l u g p a r t o f an automo
b i l e eng ine?" w i t h consummate ease. The proposed 
methods may he lp to equ ip machines w i t h comparable 
a b i l i t i e s . 

One se r i ous l i m i t a t i o n o f t he p roposa ls i s t h a t 
they d o no t a l l o w f o r d i s j u n c t i v e p a r t s r e l a t i o n 
sh ips (even " a l t e r n a t i v e v i e w p o i n t s " are l o g i c a l l y 
c o n j o i n e d ) . A second i s t h a t o n l y the s t r u c t u r e o f 
p a r t i c u l a r o b j e c t s has been cons i de red , whereas 
much human p a r t s knowledge is g e n e r i c . A t h i r d 



is tha t no p rov i s ion has been made fo r avoiding 
i n d i v i d u a l mention of mu l t i p l e par ts of the same 
type , such as a cent ipede's legs or a human be ing 's 
neurons. 

In [10] some extensions to generic graphs and 
graphs conta in ing representat ions of sets of par ts 
are sketched. The ch ie f problem w i th generic graphs 
is tha t they are dispersed over (possib ly over
lapping) type h ie ra rch ies . For example, only e l e 
phant- s p e c i f i c p a r t i t i o n i n g assert ions , such as 
those subd iv id ing the probosc is , would be assoc i 
ated d i r e c t l y w i t h the concept of an elephant. 
Most of the remaining p a r t i t i o n i n g asser t ions , 
such as tha t d i v i d i n g the body i n t o head, neck, 
t o r so , t a i l , and limbs would be associated w i t h 
h i g h e r - l e v e l concepts, such as tha t of a legged 
animal. Assuming tha t the fragments form a closed 
graph when brought together at corresponding nodes, 
the quest ion-answering methods of t h i s sect ion can 
be adapted to generic graphs. The main requirement 
is the a v a i l a b i l i t y o f methods fo r i d e n t i f y i n g 
corresponding nodes. This problem is discussed in 
a more general context in the next sec t i on . 

The i n t r o d u c t i o n of nodes represent ing sets of 
par ts i n t o par ts graphs complicates both t h e i r 
syntax and use. Add i t i ona l p a r t i t i o n i n g re l a t i ons 
are needed(e.g. , f o r p a r t i t i o n i n g an object i n t o 
a set of p a r t s , and fo r p a r t i t i o n i n g the sets 
themselves), and methods must be provided to deal 
w i t h more complicated questions-, such as " I s 
every leg par t of some body segment?" Nevertheless, 
the d e f i n i t i o n of a closed graph can be modi f ied 
to al low fo r sets o f p a r t s , and l i n e a r or s u b l i -
near methods can be provided fo r answering seve
r a l types of quest ions fo r such graphs. 

4. Property inher i tance 

When one describes a type of ob j ec t , such 
as a r o b i n , in some representat ion system, one 
would l i k e many of i t s anatomical cha rac te r i s t i c s 
to be " i n h e r i t e d " from the desc r ip t ion of a super-
ord inate concept; fo r example, the p o s i t i o n of the 
beak on the head or of the wings on the body should 
t r ans fe r smoothly from " b i r d " to " r o b i n " . 

Hayes [8,9] has discussed two a l t e r n a t i v e ne t 
work methods fo r f a c i l i t a t i n g proper ty and r e 
l a t i onsh ips inher i tance from par ts of more general 
to par ts of less general kinds of ob jec ts . The 
f i r s t method invo lves connecting corresponding 
par ts w i t h "b inders" which then serve as i n h e r i 
tance paths. The second method ac tua l l y uses the 
same nodes fo r corresponding par ts of the two 
kinds of ob jec ts ; however, the "dep i c t i ons " 4 

4 E s s e n t i a l l y , a depict ions" is a l i s t o f asser t ions 
which are s p e c i f i c to a p a r t i c u l a r (k ind of ) ob
j e c t , accessib le v i a the name of tha t ob jec t . 

fo r the two k ind of objects provide access to 
d i f f e r e n t sets of p ropos i t ions about the p a r t s . 
The l a t t e r proposal was adopted and given a l o g i 
cal i n t e r p r e t a t i o n in terms of shared var iab les 
in [ 1 5 ] . However, a ser ious f law has become appa
rent in t h i s scheme. The te lescoping of nodes, 
ca r r i ed a l l the way down to the l eve l of i ns tan 
ces, assigns a l l instances of a concept to a s i n 
gle node, and s i m i l a r l y f o r corresponding pa r t s 
of those instances. As a r e s u l t , re la t ionsh ips 
between d i s t i n c t instances or par ts of d i s t i n c t 
instances, such as " P o l l y ' s beak is la rger than 
Tweety's" cannot be s ta ted . Even above the leve l 
of instances, the shar ing of nodes prevents ex
pression of r e l a t i o n a l p ropos i t ions such as "The 
A f r i can elephant has la rger ears than the Indian 
e lephant" , "Seagulls recognize each other by the 
co loura t ion of t h e i r e y e l i d s " , "Dogs hate cats" 
(assuming "dog" and "ca t " have a common superor-
dinate concept) , "No two d o l l a r b i l l s have the 
same s e r i a l number", e t c . 

The key to a l o g i c a l l y respectable a l t e r n a t i v e 
which avoids these d i f f i c u l t i e s l i e s in the use 
of func t ions . For example, suppose tha t h is the 
Skolem func t ion determined by the statement "Every 
higher animal has a head". Suppose fu r the r that 
the head of the un i ve rsa l l y q u a n t i f i e d robin y 
has been i d e n t i f i e d w i th the value (h y) and s i 
m i l a r l y , that the head of the un i ve rsa l l y quan t i 
f i e d b i r d x has been i d e n t i f i e d w i th the value 
(h x ) . I f other corresponding par ts have been s i 
m i l a r l y l i nked v i a t h e i r f unc t iona l names , i t i s 
c lear tha t par ts re la t ionsh ips can be t r a s f e r r e d 
from par ts of the b i r d to par ts of the robin as 
eas i l y as the corresponding un ive rsa l l y q u a n t i f i e d 
var iab les can be matched and the funct ion values 
dependent on those var iab les loca ted . 

Locat ing values of funct ions can be made e f f i 
c ien t by a t tach ing a " func t i on t a b l e " to each node, 
in which known values (nodes) of funct ions a p p l i 
cable to that node are indexed by func t ion name. 
This scheme resembles Hayes' "b inder" scheme, but 
the correspondence between a par t of a subord i 
nate concept and a par t of a superordinate con
cept several leve ls above it are es tab l i shed in a 
s i n g l e , t r i v i a l matching opera t ion , ins tead of a 
ser ies of b inder t r ave r sa l s . Some compl icat ions 
are described in [10], i nc lud ing those a r i s i n g 
from the presence of nodes represent ing sets of 
p a r t s , and from the app l i ca t i on of a func t ion at 
d i f f e r e n t leve ls o f a par ts h ierarchy ( e . g . , 
app l i ca t i on of a "hea r t -o f " func t ion at the l eve l 
of the whole animal and at the l e v e l of the a n i 
mal 's chest). 

Any system fo r represent ing par ts correspon
dences e x p l i c i t l y , whether i t is based on shared 
nodes, b inders , or f unc t i ona l i ndex ing , presuppo
ses a method of es tab l i sh i ng these correspondences 
in the f i r s t p lace. Hand-coding such corresponden-
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which uniquely s a t i s f i e s " i s a f i n , is pa r t o f the 
f i s h , and j o i ns the back of the f i s h " , then i t s 
Skolem func t ion name can be used in the Skolemiza-
t i o n of the perch's f i n y. Much the same as be
fore can be said about occurrences of par ts s a t i s 
f y ing the desc r ip t ion in quest ion but belonging to 
subconcepts or unre lated concepts. 

A l l t h i s presupposes a method fo r l oca t i ng par ts 
s a t i s f y i n g given desc r ip t i ons , i . e . associat ive 
accessing. This top i c cannot be covered here; 
Hayes' assoc iat ive accessing methods are eas i l y 
modif ied fo r use w i th semantic nets in which cor
responding nodes are l inked v ia t h e i r Skolem func
t i o n names, ra ther than being telescoped or con
nected w i th b inders . 

5. Concluding discussion 

The seemingly t r i v i a l problem of e x t r a c t i n g 
par ts re la t i onsh ips from sets of p a r t i t i o n i n g 
assert ions was seen to be qu i te d i f f i c u l t . The 
suggested methods fo r "c losed graphs" provide a 
p a r t i a l s o l u t i o n . 

E f fec t i ve property inher i tance requires e f f ec 
t i v e ways of es tab l i sh ing node correspondences. A 
method of es tab l i sh ing correspondences through 
names of Skolem funct ions was suggested which 
overcomes a d i f f i c u l t y w i th Hayes' node-sharing 
method. 

Many problems in genera l i z ing the proposed 
methods remain to be solved, such as that of 
p rov id ing de ta i l ed inference algor i thms fo r ex
t r a c t i n g " p a r t - o f " re la t ionsh ips from fragmented 
generic par ts graphs, or fo r es tab l i sh ing node 
correspondences or, the basis of composed func
t ions such as ( f (h x ) ) ) . Moreover, several im
por tant problems w i th par ts have not been touched 
on here, such as the problem of i n f e r r i n g the 
mode of connection and r e l a t i v e pos i t i on of par ts 
of phys ica l ob jec t s , the problem of determining 
the number of par ts of a given type of a given 
object (counting the known instances only p r o v i 
des a lower bound on that number), and the problem 
of accessing par ts assoc ia t i ve ly on the basis of 
compound descr ip t ions (Hayes considered un i ta ry 
descr ip t ions o n l y ) . 

In view ot the c e n t r a l i t y o f par ts r e l a t i o n 
ships in human thought , these are important areas 
for fu ture research. 
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I I . 3 Memory 

There are in f a c t th ree memories. 
- A long term memory which con ta i ns every 

c lause of the system. They are re fe r red tonames 

- An a c t i v e memory which is a sho r t term me
mory. Th is memory w i l l c o n t a i n the names of func
t i o n s or p r e d i c a t e s which have been r e c e n t l y 
l e a r n t o r used. 

- A p r e d i c a t e h i e r a r c h y which is a concept 
h i e r a r c h y as in r 6 l . For each new p r e d i c a t e , we 
t r y to f i n d a c o r r e c t p o s i t i o n i n the h ie ra rchy 
and in f a c t we f i n d more than one p o s s i b i l i t y . 
The cand ida te p o s i t i o n s are o rgan ized in subh ie -
r a r c h i e s which are a l s o a t tached to the name of 
the p r e d i c a t e . 

I I .A Evaluator 
_________________________________________ 

Our e v a l u a t o r is a Pro log l i k e e v a l u a t o r which 
i nc l udes a s o p h i s t i c a t e d t o o l used when the p r o 
l og e v a l u a t o r f a i l s . For i n s t a n c e , d u r i n g the 
l e a r n i n g o f the successor f u n c t i o n , when t h i s 
l e a r n i n g i s i n c o m p l e t e , a P ro log e v a l u a t o r w i l l 

answer " F a l s e " w i t h the i npu t 2750<-SUC(2749) 
( c a r r y on successor of 9 has not been encountered 
ye t ) . 
A s imp le answer " F a l s e " is not s u f f i c i e n t f o r us. 
s ince we s p e c i a l l y want to know the p o i n t where 
the f a i l u r e is the most r e l e v a n t . Such a f a i l u r e 
p o i n t i s unique in a P ro log e v a l u a t o r but i t i s 
not so if we change the order of c lauses or 
te rms. We need an e v a l u a t o r wh ich g ives the 
" b e s t " f a i l u r e p o i n t o n a l l these o rders 
(o r one p o i n t which is reasonab ly c lose to 
the best one) . The e v a l u a t o r we use in the 
system i s desc r i bed i n r 12" 1 . 

11.5 Lock ing 

A c lause is locked i f pa ths e x i s t f rom the inputs 
(here x and y) to the ou tpu t (here z) which a l 
low to c a l c u l a t e the o u t p u t , (see r 4 " 1 ) . 
Of ten d u r i n g the l e a r n i n g p r o c e s s , the generated 
c lauses are not locked and a s i g n i f i c a n t pa r t of 
the system dea ls w i t h l o c k i n g o f c l auses . 
Lock ing of p r e d i c a t e s is more f r e q u e n t l y used to 
p lace the p r e d i c a t e in the h i e r a r c h y than to ac
t u a l l y c o n s t r u c t the p r e d i c a t e . 

11.6 Lea rn ing h e u r i s t i c s 

Th is paragraph desc r i bes the main h e u r i s t i c s 
which are used in the l e a r n i n g p rocess . Some of 
them are expanding h e u r i s t i c s , some o thers deal 
w i t h r e d u c t i o n o r s i m p l i f i c a t i o n . 

11.6.1 Cat eh ing 

When the e v a l u a t o r f a i l s on an example, i t g ives 
a c lause wh ich represen ts the most r e l e v a n t f a i 
l u r e . Ca tch ing is then a p a r t i a l copy o f t h a t 
c l a u s e . P red i ca tes or f u n c t i o n s which are compa
t i b l e w i t h the example are cop ied . P red i ca tes 

which are f a l s e in the example become nega t i ve 
in the c a t c h i n g c l ause . M u l t i p l e va lues are sepa
r a t e d , when a va lue is out the input domain of a 
f u n c t i o n , a new f u n c t i o n is c r e a t e d . 
Th is l a s t a c t i o n cou ld be cons idered as an una
v o i d a b l e c o m b i n a t o r i a l e x p l o s i o n but subsumption 
w i l l reduce i t . 

11 .6 .2 Remarks 

The " remark " h e u r i s t i c i s used w i t h th ree e lements 
a c l a u s e , an example on t h i s c lause and the ac
t i v e memory. It is a c o m b i n a t o r i a l t e s t i n g of' ul 1 
concepts which are in the a c t i v e memory, these 
concepts be ing t e s t e d on a l l the va lues induced 
by the example. 

11 .6 .3 U n f o l d i n g 

Our u n f o l d i n g is the c l a s s i c a l one ' 3 1 . To unfold 
a f u n c t i o n F (or a p r e d i c a t e ) which appears on 
the r i g h t p a r t o f a c lause is to add to t h i s 
c lause the r i g h t p a r t of a c lause in which F con
s t i t u t e s the l e f t p a r t . 
U n f o l d i n g is c o n t r o l l e d by an example and then 
the r i g h t p a r t of F which is added must be com
p a t i b l e w i t h the example. 

11 .6 .4 Lock ing by cons tan t 

When the th ree p reced ing h e u r i s t i c s ( c a t c h i n g , 
remarks , u n f o l d i n g ) have f a i l e d to lock the c l a u 
se. A l o c a l i z a t i o n process d e l i v e r s a set of v a 
r i a b l e s which can be rep laced by c o n s t a n t s . 

11.6 .5 S i m p l i f i c a t i o n 
____________________________________ 

Near the end of the l e a r n i n g p r o c e s s , many terms 
become u s e l e s s , p a r t i c u l a r l y in a r e c e n t l y c r e a 
ted c l a u s e . The o b j e c t i v e o f the s i m p l i f i c a t i o n 
process is to de tec t these terms and to get r i d 
of them. 

11.6 .6 Subsumption [9] 

A c lause C is sa id to subsume a c lause D if a l l 
the p o s i t i v e examples of D are accepted by C. 1) 
can be cance l l ed and a l l i t s p o s i t i v e examples 
become p o s i t i v e examples of C. 

I I . 7 Learn ing process 

As the h e u r i s t i c s can be g r e a t l y changed, many 
d i f f e r e n t l e a r n i n g processes are p o s s i b l e . The 
o b j e c t i v e o f the newly designed system is to 
s tudy e x p e r i m e n t a l l y these d i f f e r e n t k inds o f 
h e u r i s t i c s o r l e a r n i n g processes . For t h i s r e a 
son we are p r e s e n t l y d e s i g n i n g a new v e r s i o n of 
the system which w i l l a l l o w a more f l e x i b l e chan
ge of h e u r i s t i c s or the l e a r n i n g p rocess . The 
one which is now desc r ibed here is very c lose to 
the f i r s t v e r s i o n o f the system. ! 1 3 1 . 

A f t e r the exper t i n t r o d u c e s an example, the s y s 
tem works in t h i s manner : 
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" for a f u n c t i o n 

1. EVALUATION 
2 . I f the example i s c o m p a t i b l e , i t i s added a s 
a p o s i t i v e example to the c lause wh ich accepted 
i t and the p rocess s tops 
3 . I f no t the CATCHING h e u r i s t i c is used 
4. I f the new c l ause is no t LOCKED t r y REMARKS 
3. I f the c lause i f l ocked now do SUBSUMPTION, 
i f p o s s i b l e , t hen SIMPLIFICATION and s t o p . 
6. T r y UNFOLDING 
7. I f the c l ause is no t LOCKED t r y REMARKS again 
8 . I f the c l ause i s s t i l l u n l o c k e d , LOCK i t by 
CONSTANT f u n c t i o n 
9. T ry SUBSUMPTION, then do SIMPLIFICATION and 
s t op 

~ for a p r e d i c a t e 

1. EVALUATION 
2 . I f the example i s c o m p a t i b l e add i t t o the 
c l a u s e . I f t h e r e i s n o s u b h i e r a r c h y , then s top 
3. I f n o t , do CATCHING 
4. Then do REMARKS 
5. If the c l ause is LOCKED, do an EVALUATION on 
n e g a t i v e examples . I f t h e r e i s n o p rob lem t r y 
SUBSUMPTION, SIMPLIFICATION and STOP, e l s e r e f i 
ne the s u b h i e r a r c h y 
6. T ry UNFOLDING 
7. i f the c l ause is not l o c k e d , LOCK i t by CONS
TANT f u n c t i o n , t r y SUBSUMPTION, SIMPLIFICATION 
and s t o p 
8. E lse do an EVALUATION on n e g a t i v e examp les , 
r e f i n e the SUBHIEARCHY, t r y SUBSUMPTION, S IMPLI 
FICATION and s top 

1 1 1 . Some of the e x p e r i m e n t s : 
______________________________________________ 

The i n i t i a l knowledge o f the system is composed 
as c h a r a c e r s t r i n g s and some b a s i c f u n c t i o n s or 
p r e d i c a t e s . 
LAST wh i ch g i v e s the l a s t c h a r a c t e r o f a s t r i n g 
PREF wh i ch g i v e s the whole s t r i n g except the 
l a s t c h a r a c t e r 
CONC wh ich g i v e s the c o n c a t e n a t i o n of two s t r i n g s 
NUL w h i c h i s t r u e i s a s t r i n g i s empty 
K wh ich i s t r u e i f the s t r i n g i s a one c h a r a c t e r 
s t r i n g 
ST wh i ch is a lways t r u e on s t r i n g s 

Once NB (number) and D ( d i g i t ) p r e d i c a t e s have 
been l e a r n e d : the f o l l o w i n g i n p u t s : 
l-SUC(O) , 2<-SUC(l). . . 9 , - SUC(8) 
I 23<SUC( I24 ) , 36(0SUC(359) , 100<-SUC(99) 

w i l l g i v e as o u t p u t : 
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Thia paper in formal ly describes the capab i l i t i es of a teachable analogy-baaed language -
independent na tu ra l language acqu is i t i on System known as PUS. I t s language comprehension 
is intended to resemble tha t o f pre-achool ch i ldren in cer ta in s i gn i f i can t aspects. I t 
can be taught , through examples, to understand and acquire the s i t u a t i o n a l aspects ( i . e . , 
phyeical ob jec ts , agents, t h e i r senaori-motor propert iea and s p a t i a l re la t ione) described 
in a t e x t . It has no b u i l t - i n knowledge of English or the domain of discourse. Neither 
i t i n fe rs any formal grammar of Engl ish . 

1. INTRODUCTION 

Thia paper in formal ly describes the c a p a b i l i -
t i e s of a p r im i t i ve na tu ra l language acquisi^-
t i o n system known as PIAS. The version 
reported here has been implemented using UCI-
LISP on the EEC-10 system at the NCSDCT, TIER, 
Bombay. Its l i n g u i s t i c comprehension is 
intended to resemble t ha t of a pre-achool c h i l d 
in ce r t a i n s i gn i f i can t aspects. PUS can be 
taught , through examples, to understand and 
acquire language utterances represent ing 
phys ica l ob jec ts , agents, t h e i r senser i -motor 
propert iea ( e .g : co lour , height , e t c . ) and 
s p a t i a l re la t ione (e .g : on the cha i r , to the 
l e f t o f , e t c . ) . To th ia end, PUS has to 
acquire and use the knowledge to analyse and 
in te rp re t l i n g u i s t i c ut terances, understand 
proforms, obtain the aubject of a sentence,and 
i d e n t i f y and associate the sensori-motor pro
per t ies and re la t ione w i t h the aubject . 

PUS d i f f e r a s i g n i f i c a n t l y from the reported 
language acqu is i t ion systems [ 3 , 4, 5, 6] in 
one or more of the fo l l ow ing aspects: PUS is 
ne i ther baaed on any b u i l t - i n knowledge of 
Engl ish nor designed to acquire any formal 
grammar of Engl ish. The language understanding 
and generation prooedures are analogy-baaed. 
The p r im i t i ves of the i n t e r n a l representat ion 
of language behaviour and wor ld knowledge are 
e i t h e r acquired through na tu ra l language i n t e r 
a c t i o n , or b u i l t - i n and independent of any 
language, task or domain. 

Wi th in i t a scope, PUS provides a so la t i on to 
the issue of ass imi la t ion and accommodation 
ra ised i n [ 7 ] . 

The machinery of PUS has been motivated 
p r ima r i l y by our long-term goal to model 
c h i l d language behaviour. Nevertheless,the 
computational machinery should be use fu l 
towards construct ing p r a c t i c a l expansible 
na tu ra l language in te rac t ion systems. Refer to 
[ l , 2 ] f o r the paychological aspects o f PUS, 
the e x p l i c i t substant ia t ion of i ts features 
mentioned above and the deta i led discussion of 
i t s computational machinery. 

2. AN EXAMPLE OF INTERACTION 

I n i t i a l l y PUS does not possess any knowledge 
of Engl ish or the domain of diaoourae. Using 
a simulated teaching environment ca l led 'Teach-
names1, the teacher f i r s t associates a set of 
names w i th the phyeical objects and agents t ha t 
he proposes to deal w i th in hie i n t e r a c t i o n . 
Note tha t nei ther a l l names of an object/agent 
nor a l l objects that a word or a phrase can 
name need be associated using 'Teach-names1. 
A t y p i c a l input to 'Teach-names' is: 

1. CHAIR 1, CHA1R2; CHAIR; (OBJECT MaEE-OF-
WOOD). 

Thia means tha t the language expression 'CHAIR' 
is a name of the physical objects 'CHAIRl' and 

'CHAIR2'; '(OBJECT MADE-0F-W00D)• is ca l led a 
t a g l i s t . I t ia intended to Simulate the 
s t ruc tured complex of senaori-motor mechanisms 
which is responsible f o r the perception/mani
pu la t ion of 'CHAIRl' and 'CHAIR21. However, 
since a r t i c u l a t i n g t h i a s t ruc tu re ia i tsel f a 
chal lenging open problem, a t a g l i a t ia present
ly assumed to be an unstructured aet of tags 
where each teg re la tes to a sensori-motor 
mechanism. As we s h a l l see in aection 3, the 
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t a g l i s t plays an important ro le in understand
ing l i n g u i s t i c utterances. Moreover, i t i s 
s i g n i f i c a n t to note that the language 
expressions used to name tags (e .g : MAEE-OF-
WOOD) do not funct ion as language expressions 
as f a r as PUS is concerned. l e t us assume 
tha t us ing 'Teach-names', the teacher has 
taught PUS the f o l l o v i n g words and phrases: 

2. TABIE, THE TABIE; 3. WINDOW; 4. DESK; 
5. ROOM, THE ROOM; 6. FOUNTAIN, THE 
FOUNTAIN; 7. BOX; 8. SHELF*. 

Next, the teacher teaches, using another 
teaching device ca l led 'Teach-aspects*, a set 
of words and phrases known as aspect tokens as 
shown below (Aspect tokens are language ex
pressions that denote propert ies o f , and 
re l a t i one between, objects and/or agents): 

9. NAC (BROWN; (COLOUR)). 
This means that 'BROWN' is an aspect token of 
a New Aspect Category (NAC fo r short) . 
'(COLOUR)' is- the t a g l i s t associated w i th 
'BROWN' at the sensori-motor l e v e l . 

10. (GREEN; (COLOUR)) SAC (BROWN; (COLOUR)). 
The aspect tokens 'GREEN and 'BROWN' belong 
to the Same 4spect Category (SAC). 

1 1 . (RED; (COLOUR)) SAC (GREEN; (COLOUR)). 
12. (RED IN COLOUR; (COLOUR)) SAS (RED; 

(COLOUR)). 
'RED IN COLOUR' and 'RED' represent the Same 
Aspect (SAS). l e t us assume that using 'Teach-
aspects ' , the teacher has taught the fo l low ing 
aspect tokens: 

13. PLASTIC; 14. WOOD; 15. NEAR THE 
FOUNTAIN; 16. IN THE MIDDIE OF THE 
FOUNTAIN; 17. INSIDE THE DESK; IS . ON 
THE BOX; 19. MADE OF PUSTIC; 20. HEAVT 
2 1 . LIGHT. 

Next , the teacher uses a teaching device 
ca l l ed 'Teach-Proforms' to teach proform 
tokens as shown below: 

22. (THE CHAIR NEAR THE TABIE) ASS (THE ONE 
NEAR THE TABIE). 

This means that 'THE CHAIR NEAR THE TABIE' is 
an Assignment (ASS fo r short) of the proform 
'THE ONE NEAR THE TABIE'. 

23. (THE CHAIR) ASS ( I T ) . 
Before we proceed f u r t h e r , i t is worthwhile to 
po in t out that ( i ) in p r i n c i p l e , 'Teach-names', 
'Teach-aspects' and 'Teach-proforms' can be 
employed in any order and any number of t imes; 
( i i ) the teaching devices 'Teach-aspects' and 

'Teach-proforms' are un rea l i s t i c from the view
point of modell ing the learn ing environment of 
pre-school ch i ldren and can be e l iminated, as 
shown i n [ l ] , by incorporat ing, in PUS, a 
question-answering environment. 

Next, the teacher teaches a t ex t ( c a l l Text l ) 
as shown below: 

24.. ((A CHAIR) REF 'CHAIRl' AND (A TABIE) 
REF ' T A B I E ) REF (C0LLECTION AGG 
CHAIR1, TABlE) ARE NEAR THE WINDOW. 

This means tha t the tokens ' A CHAIR','A TABIE' 
and 'A TABIE AND A CHAIR' re fe r to 'CHAIR1', 

'TABIE1' and 'COLLECTIONl' respect ive ly ; 
'C0LLECTIONl' consists of 'CHAIRl' and'TABIEl'' 
The sentence taught is 'A CHAIR AND A TABIE ARE 
NEAR THE WINDOW'. REF and AGO, which stand f o r 
' re ference-of ' and 'aggregate-of , simulate the 
e x t r a - l i n g u i s t i c means employed by the language 
community to associate a language expression 
w i th i t s re fe ren t , and to speci fy the members 
of an aggregate of objects/agents respect ive ly . 
Besides i n te rp re t i ng these e x t r a - l i n g u i s t i c 
markers, PUS has to analyse and in te rp re t 
•NEAR THE WINDOW' using 15 i . e , step 15; 
i den t i f y 'A CHAIR AND A TABIE' as the subject 
token; associate the aspect token 'NEAR THE 
WINDOW' w i th 'C0LIECTI0N1' and thereby wi th 
•CHAIRl' and 'TABIE1'. 

25. THE CHAIR IS BROWN IN COLOUR. 
Using 1 and 2 i . e . , using the knowledge 
acquired in 1 and 2, PUS in terprets 'THE CHAIR' 
as 'CHAIRl ' ; acquires 'BROWN IN COLOUR' using 
12; i den t i f i e s the subject token 'THE CHAIR'; 
associates 'BROWN IN COLOUR' w i th 'CHAIRl ' . 

26. THE TABIE IS RED IN COLOUR. 
PUS uses 25 to understand t h i s sentence since 
i t is s im i la r to the one in 25. 

27. A DESK AND A CHAIR ARE IN THE MIDDIE OF 
THE ROOM. 

•A CHAIR is in terpreted as 'CHAIR2' because 
'CHAIR'' has been associsted w i th 'NEAR THE 
WINDOW' in 24. ' IN THE MIDDIE OF THE ROOM' is 
understood using 16. 

28. THE BROWN CHAIR IS MADE OF WOOD. 
PUS in te rpre ts 'THE BROWN CHAIR' as 'CHAIRl' 
and not as 'CHAIR2'. Note tha t 'CHAIRl' has 
been associated in 25 w i th 'BROWN IN COLOUR'. 
PUS uses 12 to equate 'BROWN IN COLOUR' and 
•BROWN', and to cor rec t l y in te rp re t 'THE BROWN 
CHAIR' as 'CHAIRl ' . 

29. THE ONE IN THE MIDDIE OF THE ROOM IS 
MADE OF PUSTIC. 

PUS assigns 'THE CHAIR IN THE MIDDIE OF THE 
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ROOM1 to the proform 'THE ONE IN THE MIDDlE OF 
THE ROOM'. Note tha t the teacher has taught , 
in 22, only the assignment 'THE CHAIR NEAR THE 
TABUS'. Moreover, PLAS has to use 27 to i n t e r 
pret 'THE CHAIR IN THE MIDDLE OF THE ROOM' as 
'CHAIR2' and not as 'CHAIR ' . 

The teacher next tests PUS by asking it to 
understand a s im i la r new t e x t . For example, 
Text 2 

THIS IS A CHAIR. THERE IS A BOX ON THE CHAIR. 
IT IS HEAVY. THE BOX INSIDE THE SHEIF IS 
LIGHT. THE HEAVY BOX IS GREEN IN COLOUR. 

Note tha t Plas can understand Text2 even though 
the under ly ing sen ten t ia l forme and the 
described s i t ua t i ona l aspects vary s i g n i f i c a n t 
ly from those of T e x t l . Moreover, PLAS should 
i n te rp re t ' I T ' in the t h i r d sentence as the box 
re fe r red to in the second sentence even though 
the teacher has associated only 'THE CHAIR' 
w i t h ' I T ' in 23. Now, as requested by the 
teacher, PIAS generates the fo l low ing sentences 
using 'CHAIR' and 'RED1: 

THE HEAVY CHAIR IS RED IN COLOUR. THE LIGHT 
CHAIR IS RED IN COLOUR. THE RED CHAIR IS 
MADE OF WOOD. THE RED CHAIR IS MADE OF 
PLASTIC. THE CHAIR IS RED IN COLOUR. 

Note tha t none of these sentences appears in 
T e x t l or Text2. Moreover, PLAS has not 
generated any semantical ly anamolous sentence 
l i k e 'THE RED CHAIR IS GREEN IN COLOUR'. 

3. THE COMPUTATIONAL MACHINERY 
________________________________________________________ 

I n te rac t ion procedures simulate the teaching 
and t e s f i n g environments discussed in sect ion 2. 
They invoke sensor imotor procedures and 
language behaviour procedures to process the 
sensori-motor l eve l information ( i . e , p h y s i c a l 
ob jec ts , t a g l i s t s , e x t r a - l i n g u i s t i c markers) 
and the l i n g u i s t i c expressions respect ive ly . 
In whet fo l lows we s h a l l sketch only the 
language understanding procedure. To under
stand a language expression, say 'ON THE TABUS', 
PLAS f i r s t invokes the segmentation procedure 
to analyse it i n to a known language schema, say 
♦on -' (' - ' stands f o r a var iab le) and the 
f i l l e r 'THE TABIE'; 'THE TABIE' i t s e l f has to 
be understood before it is accepted as a f i l l e r . 
The segmented language expression is then 
v a l i d a t e d . For instance, if 'NEAR THE CHAIR' 
is"an already known v a l i d f i l l e r fo r the second 
va r iab le of the schema '- IS -', then »PN THE 
TABIE' is accepted as a v a l i d f i l l e r f o r the 
same var iab le provided the t a g l i s t s associated 
w i t h the two aspect tokens match (present ly two 
t a g l i s t s match i f f they contain i den t i ca l tags). 
The i n te rp re ta t i on procedure then in te rp re ts 
the val idated" token. For example, using the 
knowledge that the re ferent of 'JOHN'S BOOK1 is 

■ay 'B00K10', ' J ILL 'S TABIE' w i l l be i n t e rp re t 
ed as, say 'TABIE5'. A successful ly segmented, 
va l ida ted and in terpreted language expression 
is said to be understood. If the schema 'On -• 
is not known already, i t w i l l be abstracted out 
of it by the schematization procedure by 
replac ing understandable or already known 
language expressions in i t . In t h i s case a lso, 
before 'ON THE TABLE' is declared understood, it 
has to be va l ida ted and in te rp re ted . Note tha t 
what underl ies the language understanding pro-
cedure is not any language-specif ic information 
but are the capab i l i t i e s to assimi late the 
unknown in terms of the known, and to accommo-
date the unknown i f ass imi la t ion f a i l s . These 
capab i l i t i es are analogy-based. To enable these 
capab i l i t i es is the main funct ion of the data 
spaces of PLAS. 
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NUMERICAL QUANTIFIERS AND THEIR USE IN 
REASONING WITH NEGATIVE INFORMATION 

S t u a r t C. Shap i ro 
Department o f Computer Sc ience 

S t a t e U n i v e r s i t y o f New York a t B u f f a l o 
4226 Ridge Lea Road 

Amhers t , New York 14226 

Numer i ca l q u a n t i f i e r s p r o v i d e s imp le means o f f o r m a l i z i n g such s ta temen ts a s , " a t l e a s t t h r e e 
peop le a re i n t h a t r o o m " , " a t most f i f t e e n peop le a re i n the e l e v a t o r " , and "everybody has 
e x a c t l y two p a r e n t s " . A l t h o u g h n u m e r i c a l q u a n t i f i e r s g e n e r a l i z e the e x i s t e n t i a l q u a n t i f i e r , 
they have d i f f e r e n t uses i n r e a s o n i n g . The e x i s t e n t i a l q u a n t i f i e r i s most u s e f u l f o r s u p p l y 
i n g r e f e r e n t s f o r d e s i g n a t i n g phrases w i t h n o p r e v i o u s l y e x p l i c i t l y men t ioned r e f e r e n t . Numer
i c a l q u a n t i f i e r s a re most u s e f u l f o r r e a s o n i n g b y the process o f e l i m i n a t i o n . Numer i ca l 
q u a n t i f i e r s w o u l d , t h e r e f o r e , be a u s e f u l a d d i t i o n to the o p e r a t o r s o f a r e a s o n i n g program o r 
d e d u c t i v e q u e s t i o n - a n s w e r i n g sys tem. They have been added to SNePS, the Semant ic Network 
P r o c e s s i n g System, t o f u r t h e r enhance i t s i n f e r e n c e c a p a b i l i t i e s . 

1. INTRODUCTION 

Logic based r e a s o n i n g p rog rams , t h a t i s r e a s o n 
i n g programs based on o p e r a t o r s ( c o n n e c t i v e s , 
q u a n t i f i e r s , moda ls ) wh ich have been s t u d i e d as 
p a r t o f f o r m a l l o g i c a l systems b e n e f i t f rom the 
f a c t t h a t the i n f e r e n t i a l p r o p e r t i e s o f t h e i r 
o p e r a t o r s a re c l e a r and w e l l known. They need 
n o t be r e s t r i c t e d , however , to a m i n i m a l se t o f 
o p e r a t o r s . M i n i m a l se t s o f o p e r a t o r s a re u s e f u l 
f o r p r o v i n g p r o p e r t i e s o f l o g i c a l systems such 
as c o n s i s t e n c y and c o m p l e t e n e s s , b u t u s i n g a 
l o g i c a l system f o r c a r r y i n g o u t i n f e r e n c e s i s 
s i m p l i f i e d ( f o r p e o p l e ) b y e n l a r g i n g the se t o f 
bas i c o p e r a t o r s . T h i s i s one reason t h a t n a t u 
r a l d e d u c t i o n systems l i k e those of [l] , [4 ] 
and [ 1 1 ] , w i t h r easonab le se t s o f c o n n e c t i v e s 
and two r u l e s o f i n f e r e n c e f o r each one, a re 
e a s i e r t o use than a x i o m a t i c systems w i t h 
m i n i m a l s e t s o f c o n n e c t i v e s , r u l e s and ax ioms . 

T h i s paper i s m o t i v a t e d b y a n i n t e r e s t i n p r o 
grams t h a t r e p r e s e n t know ledge , i n c l u d i n g the 
knowledge o f r u l e s o f r e a s o n i n g , and t h a t use 
those r u l e s to p e r f o r m r e a s o n i n g . I b e l i e v e 
t h a t such programs a r e enhanced by the a v a i l a 
b i l i t y o f a l a r g e se t o f o p e r a t o r s t h a t t y p i f y 
and f o r m a l l y model as many of the modes of 
human r e a s o n i n g as p o s s i b l e . Th i s paper d i s 
cusses a se t o f o p e r a t o r s , the n u m e r i c a l quan
t i f i e r s , w h i c h can b e implemented i n r e a s o n i n g 

* T h i s m a t e r i a l i s based on work suppo r t ed 
in p a r t by a F a c u l t y Research F e l l o w s h i p f rom 
the Research Founda t i on o f S t a t e U n i v e r s i t y o f 
New Y o r k , and in p a r t by the N a t i o n a l Sc ience 
Founda t i on under Gran t No. MCS78-02274. 
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(M13) 
9 MSECS 
* * ; P a t i s i n the h a l l . 
* (BUILD A PAT R IN 0 HALL) 
(M14) 
11 MSECS 
* * ; N i c k i s i n the h a l l . 
* (BUILD A NICK R IN 0 HALL) 
(M15) 
10 MSECS 
**;Who i s i n the meeting? 
*(DESCRIBE (DEDUCE A %X R IN 0 MEETING)) 
(M17 (MIN(O)) (MAX(O)) (ARG(M16))) 
(M16 (A(PAT)) ( R ( I N ) ) (O(MEETING))) 

; Pat is no t in the mee t i ng . 
(M19 (MIN(O)) 
(Ml8 (A(NICK)) 

; N ick is 
(M20 (A(GABOR) 

; Gabor i 
(M21 (A(JOHN)) 

; John is 
(M22 (A(STU)) 

; Stu i s 
(DUMPED) 
1427 MSECS 

(MAX(O)) (ARG(M18))) 
(R ( IN ) ) (0(MEETING))) 
no t i n the mee t i ng . 

) (R ( IN ) ) (O(MEETING))) 
s in the mee t i ng . 

( R ( I N ) ) (0(MEETING))) 
i n the mee t i ng . 

(R ( IN ) ) (O(MEETING))) 
i n the mee t i ng . 

7 - .3 Example 2 
We a s s e r t t h a t between two and f o u r dog owner 

i n p r e l a t i o n s i n v o l v e s p o i l i n g , and a s s e r t 
f o u r such s p o i l i n g r e l a t i o n s . SNePS deduces 
t h a t J im does no t s p o i l L a s s i e . 

* * ; O f 5 dog ownership r e l a t i o n s , 
* ,between 2 and 4 i n v o l v e s p o i l i n g . 
* , 532Xy member (x ,pe rson) ,Member (y ,dog) , 

Owns(x,y) : S p o i l s ( x , y ) ] 
•* (BUILD ETOT 5 EMIN 2 EMAX 4 PEVB($X $Y) 
* 6ANT ((BUILD MEM *X CLASS PERSON) 
* (BUILD MEM *Y CLASS DOG) 
* (BUILD A *X R OWNS 0 * Y ) ) 

CQ (BUILD A *X R SPOILS 0 * Y ) ) 
(M5) 
81 MSECS 
* * ; J o h n is a person . 
*(BUILD MEM JOHN CLASS PERSON) 
(M6) 
10 MSECS 
* * ; J a n e is a person . 
*(BUILD MEM JANE CLASS PERSON) 
(M7) 
10 MSECS 
* * ; M a r y is a pe rson . 
*(BUILD MEM MARY CLASS PERSON) 
(M8) 
9 MSECS 
* * ; J i m is a person . 
*(BUILD MEM JIM CLASS PERSON) 
(M9) 
9 MSECS 
* * ; R o v e r is a dog. 

CLASS DOG) 

*(BUILD MEM ROVER CLASS DOG 
(M10) 
9 MSECS 
* * ; S p o t is a dog. 
*(BUILD MEM SPOT CLASS DOG) 
(M11) 
12 MSECS 
* * ; L a s s i e is a dog 
*(BUILD MEM LASSIE 
(M12) 
10 MSECS 
* * ; J o h n owns Rover. 
*(BUILD A JOHN R OWNS 0 ROVER) 
(M13) 
11 MSECS 
* * ; J o h n owns Spot. 
*(BUILD A JOHN R OWNS 0 SPOT) 
(M14) 
11 MSECS 
* * ;Mary owns L a s s i e . 
*(BUILD A MARY R OWNS 0 LASSIE) 
(M15) 
13 MSECS 
* * ; J a n e owns Spot. 
*(BUILD A JANE R OWNS 0 SPOT) 
(M16) 
11 MSECS 
* * ; J i m owns L a s s i e . 
*(BUILD A JIM R OWNS 0 LASSIE) 
(M17) 
12 MSECS 
* * ; J o h n s p o i l s Rover. 
*(BUILD A JOHN R SPOILS 0 ROVER) 
(M18) 
10 MSECS 
* * ; J o h n s p o i l s Spot. 
*(BUILD A JOHN R SPOILS 0 SPOT) 
(M19) 
12 MSECS 
* * ; j a n e s p o i l s Spot . 
*(BUILD A JANE R SPOILS 0 SPOT) 
(M20) 
12 MSECS 
* * ;Mary s p o i l s L a s s i e . 
*(BUILD A MARY R SPOILS 0 LASSIE) 
(M21) 
11 MSECS 
**;Who s p o i l s whom? 
*(DESCRIBE (DEDUCE A %X R SPOILS 0 %Y)) 
(M18 vA(JOHN)) (R(SPOILS)) (0(ROVER))) 

;John s p o i l s Rover. 
(M19 (A(JOHN)) (R(SPOILS)) (O(SPOT))) 

;John s p o i l s Spot . 
(M20 (A(JANE)) (R(SPOILS)) (O(SPOT))) 

;Jane s p o i l s Spot. 
(M21 (A(MARY)) (R(SPOILS)) (O(LASSIE))) 

;Mary s p o i l s L a s s i e . 
(M23 (MIN(O)) (MAX(O)) (ARG(M22))) 
(M22 (A (J IM) ) (R(SPOILS)) (O(LASSIE))) 

;J im does no t s p o i l L a s s i e . 
(DUMPED) 
1341 MSECS 
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8. SUMMARY 

We have discussed the r o l e s of e x i s t e n t i a l and 
numer ica l q u a n t i f i e r s in reasoning programs. The 
ro les are d i f f e r e n t and both are impo r tan t . The 
e x i s t e n t i a l q u a n t i f i e r i s most u s e f u l f o r supp ly
ing r e f e r e n t s f o r des igna t i ng phrases w i t h no 
p rev ious l y e x p l i c i t l y mentioned r e f e r e n t . Numeri
c a l l y q u a n t i f i e d r u l e s are concise represen ta 
t i ons of r u l e s t h a t govern reasoning by the 
process of e l i m i n a t i o n and can in t roduce ex
p l i c i t negat ives i n t o a data base or can use 
negat ive statements f o r d e r i v i n g p o s i t i v e s t a t e 
ments. The most genera l schema f o r numer ica l 
q u a n t i f i e r s t h a t we have discussed is 

which says tha t 
at l eas t i and at most j of the n sequences 
o f i n d i v i d u a l s t h a t s a t i s f y 
a lso s a t i s f y Q(X). We showed how r u l e s of t h i s 
form can be represented in SNePS, the Semantic 
Network Processing System, and gave examples of 
SNePS runs t h a t used such r u l e s f o r c a r r y i n g out 
i n fe rences . 

Two aspects of numer ica l q u a n t i f i e r s might 
l i m i t t h e i r immediate use fu lness . One is the n 
parameter, r equ i red whenever the min imal para
meter i s p resen t . I n f o r m u l a t i n g numer i ca l l y 
q u a n t i f i e d s ta tements , we have found s p e c i f y i n g 
n to be bothersome. The parameter cou ld be 
e l i m i n a t e d i f the i n fe rence system had another 
means of de te rm in ing how many i n d i v i d u a l s 
s a t i s f y the r e s t r i c t i o n , f o r example i f the 
c losed wor ld assumption h e l d . The o ther problem 
is t h a t i nhe ren t in any count ing argument i s the 
assumption t h a t any two i n d i v i d u a l s a r e , in 
f a c t , d i s t i n c t . I f t h i s assumption does not h o l d , 
the use of numer ica l q u a n t i f i e r s depends on a 
s o l u t i o n to the i d e n t i t y problem mentioned i n 
Sec. 3. Except f o r these two problems, numer i 
c a l q u a n t i f i e r s seem to be u s e f u l a d d i t i o n s to 
the t o o l k i t o f r e p r e s e n t a t i o n and i n f e r e n c e . 
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A SCRABBLE CROSSWORD GAME PLAYING PROGRAM 

S t u a r t C. Shapi ro 
Department of Computer Science 

S ta te U n i v e r s i t y o f New York at B u f f a l o 
Amherst , New York 14226 

A program t h a t p lays the SCRABBLE Crossword Game has oeen designed and implemented in SIMULA 
67 on a DECSystem-10 and in Pascal on a CYBER 173. The hea r t of the des ign is the data s t r u c 
t u r e f o r the l e x i c o n and the a l g o r i t h m f o r search ing i t . The l e x i c o n is represen ted as a 
l e t t e r t a b l e , o r t r i e u s i n g a canon i ca l o r d e r i n g o f the l e t t e r s i n the words r a t h e r than the 
o r i g i n a l s p e l l i n g . The a l g o r i t h m takes the t r i e and a c o l l e c t i o n o f l e t t e r s , i n c l u d i n g b l a n k s , 
and f i n d s a l l words t h a t can be formed from any comb ina t ion and pe rmu ta t i on of the l e t t e r s . 
Words are found in app rox ima te l y the o rder o f t h e i r va lue in the game. 

1 INTRODUCTION 

The SCRABBLE Crossword Game is a w e l l known 
game cons ide red to r e q u i r e a f a i r amount of 
i n t e l l i g e n c e , s t r a t e g i c and t a c t i c a l s k i l l , 
f a c i l i t y w i t h words, and l u c k . U n l i k e most games 
i n the a r t i f i c i a l i n t e l l i g e n c e l i t e r a t u r e , i t 
can be p layed by two or more p l aye rs and is 
n e i t h e r a zero sum game nor a game of p e r f e c t 
i n f o r m a t i o n . For these reasons , minimax search
i ng procedures do no t seem a p p l i c a b l e . When 
humans p lay the game, a l a r g e e a s i l y a c c e s s i b l e 
vocabu la ry seems to be the most impor tan t d e t e r 
miner o f v i c t o r y . One m i g h t , t h e r e f o r e , t h i n k 
t h a t i t would be easy to w r i t e a program t h a t 
p lays the SCRABBLE Crossword Game at the cham
p i o n s h i p l e v e l . We are examin ing t h i s ques t i on 
by c o n c e n t r a t i n g our e f f o r t s on the des ign of 
the l e x i c o n and the a l g o r i t h m f o r search ing i t 
and pay ing much less a t t e n t i o n to the s t r a t e g i e s 
and t a c t i c s o f a c t u a l p l a y . 

Our l e x i c o n d i f f e r s f rom those u s u a l l y used i n 
n a t u r a l language p rocess ing programs because of 
the use to which i t i s to be p u t . Usua l l y one i s 
c o n f r o n t e d w i t h a p o s s i b l e word . One must d e t e r 
mine i f i t i s a wo rd , and , i f so , segment i t i n 
t o a f f i x e s and stem, and r e t r i e v e l e x i c a l i n f o r 
m a t i o n a s s o c i a t e d w i t h the stem. The problem f o r 
the SCRABBLE Crossword Game l e x i c o n i s , g i ven a 
se t o f l e t t e r s , f i n d a l l the words t h a t can be 
made f rom any comb ina t i on and pe rmu ta t i on of 
them. Th i s is a very d i f f e r e n t prob lem. 

We have designed a program t h a t p lays the 
SCRABBLE Crossword Game and implemented two 
v e r s i o n s . A t I n d i a n a U n i v e r s i t y , Howard Smith 
implemented a program in SIMULA 67 [2,3] on a 
DECSystem-10. At SUNY/Buf fa lo, M ichae l M o r r i s 
and K a r l Schimpf implemented a v e r s i o n in 
Pascal [ 6 ] on a CDC CYBER 173 t h a t manages a 

game between any number of p l a y e r s , and each 
wrote a program p l a y e r . 

I n the sec t i ons t h a t f o l l o w , w e w i l l b r i e f l y 
desc r i be the game manager, bas ing the d e s c r i p 
t i o n on the Pascal v e r s i o n , which is more gen
e r a l than the SIMULA v e r s i o n . We w i l l then 
desc r i be the l e x i c o n data s t r u c t u r e and search 
a l g o r i t h m i n more d e t a i l . F i n a l l y , w e w i l l 
b r i e f l y desc r i be the t h ree program p laye rs t h a t 
have been w r i t t e n . 

2. THE GAME MANAGER 

F igure 1 shows the o v e r a l l o r g a n i z a t i o n of the 
system, assuming one human p laye r and one p r o 
gram p l a y e r . In r e a l i t y , the re may be any 
number of human p laye rs and any number of p r o 
gram p laye rs as long as there a re at l e a s t two 
p l a y e r s . 

The game manager module handles a l l i n t e r a c t i o n 
w i t h human p laye rs and e i t h e r dea ls t i l e s o r 
accepts t i l e s p icked by human a s s i s t a n t s . A f t e r 
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and computes the score o f l e g a l p l a y s . I f a 
human proposes a word no t in the l e x i c o n , the 
r e f e r e e asks i f i t i s r e a l l y a word . I f the 
human says i t i s , i t i s added t o the l e x i c o n . 
Otherw ise the p lay i s cons ide red i l l e g a l . 

Program p l a y e r s may use the r e f e r e e to f i n d 
l e g a l p lays and to choose the bes t among s e v e r a l 
l e g a l p l a y s . 

2 .2 The Human Opponent 

A human p l a y e r i n t e r a c t s w i t h the game manager 
i n a n o t a t i o n c l ose t o the o f f i c i a l n o t a t i o n o f 
the SCRABBLE Crossword Game P l a y e r s , I n c . [ l ] . 
The word is typed w i t h each l e t t e r a l r e a d y on 
the board preceeded by a " $ " . When a b lank t i l e 
is p l a y e d , a "@' ' is typed f o l l o w e d by the l e t t e r 
i t i s b e i n g used a s . The l o c a t i o n o f the word i s 
i n d i c a t e d e i t h e r by a row and the b e g i n n i n g and 
end ing columns ( e . g . 8K-N) , or by a column and 
the b e g i n n i n g and end ing rows ( e . g . C2 -7 ) . 

2.3 The Lex i con Manager 

The l e x i c o n manager is used by the r e f e r e e to 
check whether words and crosswords a re c o n t a i n e d 
in the l e x i c o n , and to add words wh ich a human 
p l a y e r c la imed a re words , bu t were no t a l r e a d y i n 
the l e x i c o n . The program p l a y e r s use the l e x i c o n 
manager to f i n d words to p l a y . A human p l a y e r may 
use the l e x i c o n manager to i n t e r a c t w i t h the 
l e x i c o n w i t h o u t end ing the game. 

3. THE LEXICON 

3 .1 The Data S t r u c t u r e 

11 

f t 

Each node i n the l e x i c o n t r i e c o n t a i n s a l e t t e r , 
a l i s t o f words , a success p o i n t e r and a f a i l 
p o i n t e r . I f L i s the sequence o f l e t t e r s con
t a i n e d in a l l nodes on the success path f rom the 
r o o t t o some node, n , e x c l u d i n g the l e t t e r i n n , 
and l i s the l e t t e r i n n , then the l i s t o f words 
i n n i s a l l words t h a t a re pe rmuta t ions o f the 
l e t t e r s in L p lus £ , the success p o i n t e r p o i n t s 
to a s u b t r i e c o n t a i n i n g words formed f rom L, £, 
p lus o t h e r l e t t e r s , and the f a i l p o i n t e r p o i n t s 
to a s u b t r i e c o n t a i n i n g words formed f rom L, 
o t he r l e t t e r s , b u t no t l . The o rde r o f l e t t e r s 
on bo th success and f a i l paths i s the c a n o n i c a l 
o rde r d iscussed below. F igu re 2 shows a sma l l 
l e x i c o n t r i e . 

3.2 The Search A l g o r i t h m 

B r i e f l y , the a l g o r i t h m f o r sea rch ing the 
l e x i c o n i s to take a se t o f t i l e s , o rde r them 
a c c o r d i n g to the c a n o n i c a l o r d e r i n g , search the 
f a i l pa th o f the r o o t u n t i l the l e t t e r o f the 
f i r s t t i l e matches the l e t t e r i n a node, then 
search the success s u b t r i e w i t h the rema in ing 
t i l e s o f the s e t . Then, to get words formed 
from subsets o f the o r i g i n a l s e t , i gno re the 
l e t t e r t h a t matched the node and a l s o search 
the f a i l s u b t r i e . So, i f the l e x i c o n o f F igu re 
2 is searched w i t h the l e t t e r s KCPTIE, "peck 
w i l l b e f ound , and t h e n , i g n o r i n g " p " , " t i c k 
w i l l b e found . 

So t h a t words can be found in a p p r o x i m a t e l y the 
o rde r o f t h e i r va lues in the SCRABBLE Crossword 
Game, the major s o r t used in the c a n o n i c a l o rde r 
i n g i s the va lue o f the l e t t e r s i n t h a t game. 
Since when a l e t t e r of a l e x i c o n node is in the 
search se t bo th i t s success and f a i l s u b t r i e s 
are searched, bu t i f i t i s no t o n l y i t s f a i l 
s u b t r i e i s searched, the secondary o rde r i s 
f requency o f the l e t t e r i n the game s e t , l e a s t 
f r e q u e n t f i r s t . The t e r t i a r y s o r t i s f requency 
i n E n g l i s h , most f r e q u e n t f i r s t , t o h e l p m i n i 
mize the s i z e o f the l e x i c o n t r i e . Con t ra ry t o 
t h i s o r d e r i n g , " S " was p laced l a s t , because o f 
the l a r g e number of words t h a t can have " S " 
added and remain words. For example, F igu re 2 
has 21 nodes, bu t i f " S " were p laced b e f o r e 

L » where i t be l ongs , the same l e x i c o n would 
have 32 nodes. The f i n a l o r d e r i n g used was 
' 'QZXJKHFYWVCMPBGDLUTNRIOAES''. 

Four d e t a i l s were i gno red i n the above b r i e f 
d e s c r i p t i o n o f the search a l g o r i t h m . F i r s t , 
l onger words , l i k e " s m i l e s " a re more v a l u a b l e 
than s h o r t e r words u s i n g the same l e t t e r s , l i k e 
" m i l " , so words on the same success branch are 
c o l l e c t e d i n the o r d e r o f l e a f toward r o o t , 
r a t h e r than r o o t toward l e a f . Second, the 
search se t o f t i l e s may c o n t a i n b l a n k s , wh ich 
can match any l e t t e r . Blanks a re i n i t i a l l y 
p laced f i r s t i n the search se t so they can 
match nodes h i g h i n the l e x i c o n t r i e , and l a t e r 
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s h u f f l e d down in the search se t to match lower 
nodes. T h i r d , the search se t can c o n t a i n l e t t e r s 
t h a t a re r e q u i r e d to be in found words , so are 
never i gno red by the search a l g o r i t h m . F o u r t h , 
the search te rm ina tes a f t e r each word is found 
in case t h a t word i s accep tab le to the p l aye r and 
n o f u r t h e r search i s r e q u i r e d . I f t h i s i s no t the 
case, the search can be resumed from where i t 
l e f t o f f . The SIMULA 67 v e r s i o n uses the detach 
f a c i l i t y f o r t h i s purpose. Space prec ludes p r e 
s e n t i n g the complete a l g o r i t h m h e r e . I t can be 
found as procedure f indwords2 in [9") . 

3.3 Use of Secondary Storage 

We have used two d i f f e r e n t schemes f o r m a i n t a i n 
i n g the l e x i c o n on d i s k . The SIMULA 67 v e r s i o n 
uses a s e q u e n t i a l f i l e o f cha rac te r s and d i g i t s . 
The l e t t e r o f each node is f o l l o w e d by the l i s t 
o f words , i f any, and then by one o f the d i g i t s 
0-3 i n d i c a t i n g which k i n d s o f s u b t r i e s the node 
has . I f bo th a re p r e s e n t , the success s u b t r i e 
proceeds the f a i l s u b t r i e . Th is o r g a n i z a t i o n 
a l l o w s the l e x i c o n to be searched w h i l e the f i l e 
i s read i n the fo rward d i r e c t i o n o n l y . However, 
a node 's e n t i r e success s u b t r i e must be read to 
f i n d i t s f a i l s u b t r i e . The SIMUIA v e r s i o n , w i t h 
a l e x i c o n of about 1500 words , averaged about 42 
CPU seconds per p a i r of moves (program and human). 

The Pascal v e r s i o n uses a segmented f i l e o f r e 
c o r d s , where each reco rd is a l e x i c o n node con
t a i n i n g a t most one word . I f necessary , success ive 
records w i t h dummy l e t t e r s c o n t a i n a d d i t i o n a l 
words. Except f o r t h i s , the r o o t o f the success 
s u b t r i e of a node immediate ly f o l l o w s the node. 
A node w i t h no success s u b t r i e is f o l l o w e d by an 
end-of -segment mark. The r o o t o f the f a i l s u b t r i e 
of a node is the f i r s t node of some segment l a t e r 
i n the f i l e , s o t h a t t o f i n d a node 's f a i l sub-
t r i e , the e n t i r e success s u b t r i e n e e d n ' t b e r e a d , 
j u s t the f i r s t node o f each i n t e r v e n i n g segment. 
C u r r e n t l y , t h i s l e x i c o n con ta i ns 2126 words , i n 
4262 node records and 1666 segments. The Pascal 
program averages about 29 CPU seconds per p a i r of 
program v s . program moves when run in b a t c h , bu t 
has been too slow to run i n t e r a c t i v e l y due to 
system overhead. 

4. PROGRAM PLAYERS 
Three program p l a y e r s have been w r i t t e n , SIMSCRB, 
w r i t t e n by Howard Smith in SIMULA 67, and two 
Pascal programs - - Ge r r y , by M ichae l M o r r i s , and 
Joanne, by K a r l Schimpf. SIMSCRB on l y p lays across 
e x i s t i n g words , never ex tend ing a word or p l a y i n g 
p a r a l l e l t o a word . Joanne a l s o cons ide rs p a r a l l e l 
p l a y s , b u t n o t ex tend ing words. Gerry cons iders 
a l l t ypes o f p l a y s . Each board ana l yze r ma in ta i ns 
a l i s t o f p l a y a b l e p o s i t i o n s ordered by expected 
va lue of a p lay t h e r e . The programs cons ide r the 
bes t P p o s i t i o n s and the f i r s t w words found in 
the l e x i c o n f o r each p o s i t i o n . The chosen p lay i s 
the f i r s t t h a t i s wo r th a t l e a s t m p o i n t s , o r the 

bes t o f the P w p l a y s , o r , i f these are a l l 
i l l e g a l , they exchange t h e i r r a c k s . Joanne f i r s t 
t r i e s p l a y i n g p a r a l l e l t o e x i s t i n g words , con
s i d e r i n g up to w2 words formed e n t i r e l y f rom the 
rack . 

Table 1 shows the r e s u l t s of i n t e r a c t i v e games of 
SIMSCRB a g a i n s t humans DRF and SJ, and ba tch 
games of Gerry a g a i n s t i t s e l f and Joanne a g a i n s t 
i t s e l f . The programs p lay app rox ima te l y at human 

l e v e l . The major d i f f e r e n c e is the number o f 
t imes the programs exchange t i l e s . Th is i s p a r t 
l y due to sma l l v o c a b u l a r i e s , and p a r t l y to 
w a s t i n g many of the l i m i t e d pw t r i e s on p o s i t i o n s 
f o r wh ich l e g a l moves cou ld no t be found. 
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Three speech t r a i n i n g systems f o r h e a r i n g - i m p a i r e d c h i l d r e n were des igned and c o n s t r u c t e d us ing 
a min icomputer and a m i c r o p r o c e s s o r . The f i r s t system d i s p l a y s the l a t e r a l shape of the v o c a l 
t r a c t f o r each vowel es t ima ted f rom the speech sound. In t h i s system, t h r e e s to rages are p r e 
p a r e d . One of them can be used to s t o r e a r e f e r e n c e shape which may be es t ima ted f rom a t e a c h 
e r ' s v o i c e or a p repared s tandard shape. A c h i l d can a r t i c u l a t e see ing the r e f e r e n c e shape and 
r e - a r t i c u l a t e comparing h i s own f i r s t a r t i c u l a t i o n w i t h the re fe rence shape. The system can a l s o 
compare the es t ima ted shape w i t h the r e f e r e n c e one and produce i n s t r u c t i o n s w i t h animated c a r 
toons wh ich show where any a r t i c u l a t o r y d e f e c t s e x i s t . The second system d i s p l a y s s u c c e s s i v e l y 
the l a t e r a l shapes f o r a r t i c u l a t i o n o f any phoneme sequences c o n t a i n i n g consonants . The t h i r d 
system d i s p l a y s the f i r s t two formant f r equenc ies e x t r a c t e d from speech as a spot on the F1-F2 
p l a n e , where the reg ions o f vowels are shown in c o l o r . P r e l i m i n a r y use o f these dev ices has 
shown t h a t they complement each o t h e r to form a more e f f e c t i v e system of speech t r a i n i n g . 

1. INTRODUCTION 

I f h e a r i n g - i m p a i r e d c h i l d r e n can see t h e i r a r 
t i c u l a t i o n and compare i t w i t h a r e f e r e n c e a r 
t i c u l a t i o n i n o rde r t o b r i n g t h e i r a r t i c u l a t i o n 
c l o s e r to the r e f e r e n c e , o r i f they can see the 
formant f requency locus f o r t h e i r u t t e r a n c e on 
a F1-F2 p l a n e , where the reg ions of the vowels 
are shown, they migh t be ab le to unders tand how 
they a r t i c u l a t e d o r how they shou ld a r t i c u l a t e . 
In a d d i t i o n , t eachers m igh t be more ab le to 
teach them how to a r t i c u l a t e or know where t h e i r 
a r t i c u l a t o r y d e f e c t s e x i s t . T h e r e f o r e , we have 
c o n s t r u c t e d t h r e e speech t r a i n i n g systems us ing 
a min icomputer and a m i c rop rocesso r . For vowel 
a r t i c u l a t i o n the f i r s t system es t ima tes a l a t e r 
a l shape o f the v o c a l t r a c t f rom the speech 
sound and d i s p l a y s i t on a s to rage CR-tube. And 
i t can compare the es t ima ted shape w i t h the r e f 
erence one and produce i n s t r u c t i o n s w i t h an ima t 
ed ca r toons which show where any a r t i c u l a t o r y 
d e f e c t s e x i s t . For consonant a r t i c u l a t i o n we 
cannot y e t e s t i m a t e a v o c a l t r a c t shape f rom the 
speech sound, b u t our second system can d i s p l a y 
s u c c e s s i v e l y the l a t e r a l shapes o f the v o c a l 
t r a c t f o r the a r t i c u l a t i o n o f any phoneme se 
quence c o n t a i n i n g consonants . Our t h i r d system 
d i s p l a y s the f i r s t two formant f r e q u e n c i e s ex 
t r a c t e d f rom a speech sound as a spot on the F l -
F2 p l a n e , where the r e g i o n s of the vowels are 
a l s o shown i n c o l o r . I t can a l s o d i s p l a y p i t c h 
f r e q u e n c i e s . 

2. SYSTEM 1 

Th is system es t ima tes shapes o f the v o c a l t r a c t 
f o r vowels by e v a l u a t i n g PARCOR c o e f f i c i e n t s 
and i n s t r u c t s where any a r t i c u l a t o r y d e f e c t s ex 
i s t and a l s o i n d i c a t e s how a c h i l d shou ld c o r 
r e c t h i s a r t i c u l a t i o n . F i g . 1 shows the main 
f l o w o f our p rocedures . The o p e r a t i o n o f t h i s 
system is s i m p l e , and one has o n l y to t ype a 
number or YES/NO in r e p l y to the system i n q u i r y 
" = " or " ? " shown in the s t a t e of t h i s 
d iag ram. Then the system proceeds to the nex t 
s t a t e e x e c u t i n g the a c t i o n desc r i bed a long the 
l i n e , t ypes the c h a r a c t e r s shown in the new 
s t a t e and w a i t s f o r the nex t r e p l y . R e f e r r i n g 
to the marks in the d iagram we w i l l e x p l a i n what 
t h i s system can do c h i e f l y . 

(a) In o rde r to avo id d i s t u r b a n c e f rom the room 
n o i s e , you can s p e c i f y a t h r e s h o l d va lue in r e 
p l y t o the i n q u i r y "Cut l e v e l = " a t wh ich the 
system beg ins to s t o r e the i n p u t speech wave 
f o r 3.2 sec. 

(b) The system d i s p l a y s t he reduced i n p u t 
speech wave on a s to rage CR-tube as shown in 

Again? F i g . 2 by t y p i n g " N " a t t he s t a t e ( i i ) 
The re fo re you can examine t he speech wave enve
lope and s e l e c t the p laces where you want to 
o b t a i n the v o c a l t r a c t shape. 

(c) A t the s t a t e ( i i i ) you can e n l a r g e t he wave 
form a t any s p e c i f i e d p l a c e and f i n d i t s p i t c h 
p e r i o d as shown in F i g . 3 . 
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For practice, at f i r s t you should display a 
standard shape prepared previously or a shape 
estimated from your own utterance. Then a child 
can articulate seeing the reference shape, and 
re-articulate comparing his own articulation 
with the reference shape (Fig. 5). The practice 
shapes of the child should be stored in either 
storage " 1 " or "2", then he can successively 
compare his articulation with the previous ar
ticulation or the reference shape, if he wants, 
looking at instructions. 

3. SYSTEM 2 

We have p r e p a r e d a system w h i c h d i s p l a y s s y n 
t h e t i c a r t i c u l a t o r y movements f o r m o n o s y l l a b l e 
u t t e r a n c e s o r words c o n t a i n i n g c o n s o n a n t s , b e 
cause i t i s v e r y d i f f i c u l t t o e s t i m a t e a v o c a l 
t r a c t shape f rom a speech wave f o r any o f t h e 
c o n s o n a n t s . The l a t e r a l shape o f t h e v o c a l t r a c t 
f o r Japanese phoneme sequences a re p roduced by 
our speech s y n t h e s i z e r u s i n g a n a r t i c u l a t o r y 
model [ 1 ] . The s y n t h e s i z e d l a t e r a l shapes a re 
s t o r e d on a drum s t o r a g e and d i s p l a y e d w i t h a r 
b i t r a r y speed. A c h i l d can e a s i l y l o o k a t t h e 
a r t i c u l a t o r y movements c o n t a i n i n g s t o p o r f r i c a 
t i v e c o n s o n a n t s . F i g . 6 shows t h e s y n t h e s i z e d 
shapes i n t h e sequence / i k a / . 

4. SYSTEM 3 

T h i s system d i s p l a y s t h e f i r s t two f o r m a n t f r e 
quenc ies e x t r a c t e d f r om speech as a s p o t on t h e 
F1-F2 p l a n e , where t h e r e g i o n s o f t h e vowe ls a re 
shown i n c o l o r a s shown i n F i g . 7 . I t can a l s o 
d i s p l a y p i t c h f r e q u e n c i e s . T h i s sys tem uses a 
m i c r o p r o c e s s o r and a c o l o r TV s e t . 

T h i s sys tem i s u s e f u l b y i t s e l f , and a l s o h e l p 
f u l i n o r d e r t o know t h e q u a n t a t i v e vowe l q u a l 
i t y . 

5. DISCUSSION AND CONCLUSION 

Our e s t i m a t e d shapes o f t h e v o c a l t r a c t a re no t 
a c c u r a t e , b u t we can app rox ima te t h e p l a c e o f 
a r t i c u l a t i o n f o r vowe ls and p o i n t o u t t he d e 
f e c t o f a r t i c u l a t i o n a n d , o f c o u r s e , t h e systems 
f u n c t i o n p r o p e r l y f o r h e a r i n g - i m p a i r e d c h i l d r e n . 
But a n i n f a n t i s unab le t o u n d e r s t a n d i n s t r u c 
t i o n s such as "Draw back your tonque b o d y " , so 
t hese systems s h o u l d be used to o f f e r . in forma
t i o n t o a t e a c h e r . 

We a l s o hope t h a t t hese systems a re used by o l d -
e r pe rsons f o r s e l f - t e a c h i n g . 

Though we have no t y e t e v a l u a t e d t he e f f e c t i v e 
ness of t hese sys tems , p r e l i m i n a r y use- of these 
d e v i c e s has shown t h a t t h e y complement each o t h 
e r to fo rm a more e f f e c t i v e system o f s p e e d : 
t r a i n i n g . E s p e c i a l l y i t i s i n s t r u c t i v e t o use 
t h e systems 1 and 3 s i m u l t a n e o u s l y , because we 
can ge t a r t i c u l a t o r y i n f o r m a t i o n i n b o t h a r t i c u 
l a t o r y and f r e q u e n c y domains . 
A u t h o r s wou ld l i k e t o exp ress t h e i r g r a t i t u d e 
to 0 . Tanaka, T . N i s h i d e , Y . Furuya and o t h e r 
s t u d e n t s i n our l a b o r a t o r y f o r t h e i r h e l p . 
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EXPERIMENTAL JAPANESE LANGUAGE QUESTION ANSWERING SYSTEM MSSS78 
- Use of Case P a t t e r n s w i t h Procedures -

A k i r a SHIMAZU and H i t o s h i I IDA 

Musashino E l e c t r i c a l Communicat ion L a b o r a t o r y 
Nippon Te leg raph and Telephone P u b l i c C o r p o r a t i o n 

M u s a s h i n o - s h i , Tokyo, 180, Japan 

MSSS78 is an e x p e r i m e n t a l computer system made in a s e r i e s o f r e s e a r c h e f f o r t s to 
c o n s t r u c t a n a t u r a l language man-machine i n t e r f a c e . The system accep t s sen tences about 
a r i t h m e t i c o r geography , and t hen responds t o t h e q u e r i e s o n t h e b a s i s o f i t s own 
knowledge and d i a l o g u e c o n t e x t . 
The system ana l yzes s e n t e n c e s , u s i n g Case P a t t e r n s , in wh i ch p r o c e d u r e s a re embedded. 
Case P a t t e r n s are l i n g u i s t i c knowledge a s s o c i a t e d w i t h main w o r d s . The system uses 
Case P a t t e r n s f o r s y n t a c t i c and semant ic a n a l y s i s . A d d i t i o n a l l y , P a r s i n g i s c o n t r o l l e d 
by t h e u t i l i z a t i o n o f a pushdown s t a c k and a l i s t . 
The system gene ra tes somewhat i n t e l l i g e n t r e s p o n s e s , c o n s i d e r i n g r e s u l t s o f t h e 
da tabase r e f e r e n c e o r l a c k o f i n p u t i n f o r m a t i o n . 

1 INTRODUCTION 

V a r i o u s n a t u r a l language u n d e r s t a n d i n g systems 
r sen tence a n a l y s i s p rog rams , i n c l u d i n g those 

f o r Japanese l anguage , uses case f rames [1 ) ( 2 ] , 
The method u s i n g case frames seems to b e n e f i t 
p rob lems such as m o d u l a r i t y and e x t e n d a b i l i t y 
to many components, wh ich c o n s t r u c t an 
i n t e l l i g e n t u n d e r s t a n d i n g sys tem. 

M a i n l y f rom such t he case frame v i e w p o i n t s , an 
e x p e r i m e n t a l Japanese language q u e s t i o n 
Answer ing sys tem, MSSS78, was made in a s e r i e s 

f r e s e a r c h e f f o r t s i n t e n d e d to c o n s t r u c t a 
n a t u r a l language man-machine i n t e r f a c e . The 
system uses Case P a t t e r n s , wh ich are l i n g u i s t i c 
knowledge a s s o c i a t e d w i t h main words . Case 
P a t t e r n s can be rega rded as a new s t y l e of case 
f r a m e s . There a re t h r e e f e a t u r e s c o n c e r n i n g 
t h e p a r s i n g mechanism. 

(1) Case P a t t e r n s a re used f o r b o t h s y n t a c t i c 
and semant i c a n a l y s i s . 

(2) Procedures a re u s u a l l y embedded in Case 
P a t t e r n s t o accomp l i sh f i n e a n a l y s i s and 
c o n s t r u c t semant i c s t r u c t u r e . 

(3) A l i s t , c a l l e d RLIST, i s i n t r o d u c e d t o 
e f f e c t i v e l y c o n t r o l p a r s i n g a s t o 
r e a n a l y s i s . 

As a n o t h e r f e a t u r e , t he system gene ra tes 
somewhat i n t e l l i g e n t r esponses , c o n s i d e r i n g 
r e s u l t s o f t h e da tabase r e f e r e n c e , o r l a c k o f 
i n p u t i n f o r m a t i o n . A d e d u c t i o n program based 

t yped i n 
Japanese 
s y l l a b l e 

w r i t i n g 

on a PLANNER-like p a t t e r n m a t c h i n g method uses 
t h r e e l o g i c a l v a l u e s , t r u e , f a l s e and unknown 
to make s e n s i b l e r esponses . 

MSSS78 accep t s sen tences about a r i t h m e t i c o r 
geography , and responds to t h e sentences f rom 
i t s own knowledge and c o n t e x t o f d i a l o g u e 
( F i g . l ) . I n p u t sen tences are 
KATAKANA, a square form of KANA ( the 
vowel and consonant c o m b i n a t i o n 
s y m b o l s ) , or ROMAJI (a method of 
Japanese language u s i n g t h e Western a l p h a b e t ) . 
The system responds by o u t p u t sen tences s p e l l e d 
i n KATAKANA. A d d i t i o n a l l y , t h e system d i s p l a y s 
KANJI-KANA-MAJIRI-BUN (Japanese o r d i n a r y s t y l e 
o f w r i t i n g , s p e l l e d i n KANJI (Chinese 
i deog raphs ) and KANA) f o r b o t h i n p u t and o u t p u t 
s e n t e n c e s . 

2 SENTENCE ANALYSIS OUTLINE 

The MSSS78 a n a l y z e s a sen tence by Case 
P a t t e r n s , c a r r y i n g o u t s y n t a c t i c and seman t i c 
a n a l y s i s , and t h e n s o l v e a p r o b l e m , w h i c h t h e 
system has t o d e a l w i t h . 

The a n a l y s i s p r o c e s s , r o u g h l y s p e a k i n g , 
c o n s i s t s o f two phases . F i r s t , t h e sys tem 
ana l yzes a l l t h e p o s s i b l e sen tence s t r u c t u r e s . 
Second, t h e system p e r f o r m s p r o c e s s i n g , such as 
c o m p o s i t i o n and e x e c u t i o n of a command to 
sea rch d a t a b a s e , c o m p o s i t i o n o f e q u a t i o n s , e t c . 
I n t h e f i r s t a n a l y s i s , t h e system f i l l s case 
s l o t s w i t h r e t u r n v a l u e s o f p r o c e d u r e s embedded 
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i n Case P a t t e r n s , 
a n o t h e r p r o c e d u r e , 
P a t t e r n s , i n t e r p r e t s 
t h e sys tem p u r p o s e 
d i a l o g u e c o n t e x t . 

I n t h e second a n a l y s i s , 
embedded i n t h e Case 

t h e f i l l e d case s l o t s f o r 
f r o m i t s own k n o w l e d g e and 

3 BUNSETSU ANALYSIS (MORPHOLOGICAL ANALYSIS) 

A Japanese sentence can be d i v i d e d i n t o a 
sequence of BUNSETSUs, a k i n d of s y n t a c t i c 
u n i t . A BUNSETSU c o n s i s t s of two p a r t s , a main 
p a r t and an a u x i l i a r y p a r t . The main p a r t is a 
MEISHI (Japanese noun ) , a r o o t of a DOUSHI 
(verb) or KEIYOUSHI ( a d j e c t i v e ) , a FUKUSHI 
( a d v e r b ) , or a RENTAISHI e t c . The a u x i l i a r y 
p a r t is a JOSHI ( p o s t p o s i t i o n e d w o r d ) , 
KATSUYOU-GOBI ( i n f l e c t i o n a l end ing of a verb or 
an a d j e c t i v e ) , o r JODOUSHI ( a u x i l i a r y v e r b ) . 
They convey m isce l l aneous i n f o r m a t i o n , such as 
case i n f o r m a t i o n , tense i n f o r m a t i o n , o r modal 
i n f o r m a t i o n . In a d d i t i o n , they show how a 
focused BUNSETSU m o d i f i e s a succeeding 
BUNSETSU. 

i s a sentence w r i t t e n i n 
KATAKANA, wh ich means "where is Gabon", where 

are BUNSETSUs. Each 
BUNSETSU is i n t e r n a l l y t rans fo rmed to a 
BUNSETSU s p e l l e d in ROMAJI, GABONWA, DOKONI and 
ARIMASUKA. BUNSETSU ana l yze r separa tes a 
BUNSETSU i n t o main and a u x i l i a r y p a r t s , t h a t 
i s , GABON-WA, DOKO-NI and AR-I-MAS-U-KA-. 
where GABON, DOKO, and AR are main p a r t s , and 

u s u a l l y c o n n e c t e d 
I -MAS-U-KA- . i s 
(KATSUYOU-GOBI of 
a u x i l i a r y v e r b 

WA, N I , and I -MAS-U-KA- . a r e a u x i l i a r y p a r t s . 
In d e t a i l , GABON (noun) is a p l a c e name, DOKO 
(p ronoun ) means " w h e r e " . AR is a r o o t of a 

v e r b ARU w h i c h means " b e " o r " l i e " . WA and N I , 
t o a n o u n , a r e JOSHI . 

a c o m p o s i t i o n of I 
ARU), MAS ( r o o t of an 

MASU w h i c h i n d i c a t e s 
p o l i t e n e s s ) , U (KATSUYOU-GOBI of MASU), KA 
(JOSHI w h i c h r e p r e s e n t s a q u e s t i o n ) and 
( p e r i o d ) . We can e x p r e s s e s such r e l a t i o n s 

be tween ma in p a r t s and a u x i l i a r y p a r t s , o r 
be tween a u x i l i a r y p a r t s , b y a t r a n s i t i o n 
n e t w o r k d i c t i o n a r y . 

I n Japanese w r i t t e n l a n g u a g e , i t i s n o t a 
r e c o g n i z e d cus tom to l e a v e a space be tween 
BUNSETSUs. In MSSS78, I n p u t s e n t e n c e s can be 
t y p e d w h i l e n o t l e a v i n g a space be tween 
BUNSETSUs. The n e t w o r k d i c t i o n a r y has s p e c i a l 
s y m b o l s , w h i c h d e s i g n a t e an e n d i n g o f a 
BUNSETSU e l e m e n t . BUNSETSU a n a l y z e r can 
i d e n t i f y a BUNSETSU by t h e s p e c i a l s y m b o l s . 

4. CASE PATTERNS WITH PROCEDURES 

Case f r ames of many case sys tems can be v i e w e d 
more o r l e s s a s f r a m e - l i k e l i n g u i s t i c 
k n o w l e d g e . Case P a t t e r n s i n t h i s p a p e r can b e 
r e g a r d e d b a s i c a l l y as a new member of case 
f r a m e s . Case P a t t e r n s a c c o m p l i s h v a r i o u s k i n d s 
o f p r o c e s s i n g , i n c l u d i n g s y n t a c t i c and s e m a n t i c 
a n a l y s i s . E s p e c i a l l y , e l a b o r a t e a n a l y s i s i s 

#Quadruple X plus thrice Y is 20. What is X? 

The number of equations is insuff ic ient . 

#6Y minus 7X equals 8. 

X is 32 over 15. 

#What are African countries whose population is 27 
mil l ion or more? 

African countries whose population is 27 mil l ion or 
more are Egypt, Ethiopia, Nigeria. 

#What are the countries among them whose language is 
English? 

The countries among them whose language is English 
are Ethiopia, Nigeria. 

F ig. l An actual dialogue with MSSS78. Left is the displays of the 
KANJI-KANA-MAJIRI-BUN for input and output sentences. Right is the translated 
English, where # is a prompt for input sentences. 
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p o s s i b l e by procedures embedded in Case 
P a t t e r n s . Case p a t t e r n s are g i ven in advance 
to main words , such as noun, ve rb and 
a d j e c t i v e . Case Pa t t e rns are c o n s t r u c t e d as 
f o l l o w s . 

Case-Pat te rns = (Case-Pat tern 
• ♦ • 

Case-Pat te rn ) 
Case-Pa t te rn = ( s l o t s [ p rocedu re -1 ] ) 
s l o t s = ( s l o t . . . s l o t ) 
s l o t = (s lo t -name 

s y n t a c t i c - c o n d i t i o n s 
s e m a n t i c - c o n d i t i o n s 
p rocedure-2 
[p rocedure -3 ] ) 

The pa rse r l o c a t e s dependent BUNSETSUs or 
phrases by match ing RUNSETSU sequence w i t h 
s l o t s . The e v a l u a t i o n o f s l o t c o n s t i t u e n t s ; 
s y n t a c t i c c o n d i t i o n s , semantic c o n d i t i o n s and 
p rocedu res , c a r r i e s out the match ing . Each 
s l o t may be regarded as a su r face case. 

The f o l l o w i n g is an e x p l a n a t i o n of Case P a t t e r n 
c o n s t i t u e n t s . 

d) s lo t name p rov ides a t a g , by which the s l o t 
i s assoc ia ted i n the succeeding a n a l y s i s . 

(2) S y n t a c t i c c o n d i t i o n s p r o v i d e c o n d i t i o n s as 
to whether or not a BUNSETSU m o d i f i e s a focused 
BUNSETSU. The focused BUNSETSU invokes the 
Case P a t t e r n s used. The m o d i f i e r BUNSETSU is 
t he r i g h t most BUNSETSU of a phrase , and the 
r i g h t most BUNSETSU rep resen ts the phrase . 
S y n t a c t i c c o n d i t i o n s are g e n e r a l l y JOSHI, o r 
BUNSETSUs connec t ion i n f o r m a t i o n in case a main 
p a r t of BUNSETSUs is a verb or an a d j e c t i v e . 
Con juga t i on form of a verb or an a d j e c t i v e , or 
a u x i l i a r y p a r t s of the BUNSETSU determins 
connec t i on i n f o r m a t i o n . A s p e c i a l t ag in 
s y n t a c t i c c o n d i t i o n s shows an o b l i g a t o r y or 
o p t i o n a l ca tegory f o r a s l o t . 

(3 ) Semantic c o n d i t i o n s p rov i de semantic o r 
concep tua l c o n d i t i o n s which a main p a r t of a 
m o d i f i e r BUNSETSU has to s a t i s f y . These 
c o n d i t i o n s make more d e t a i l e d a n a l y s i s , and 
exc lude s y n t a c t i c a l l y c o r r e c t but s e m a n t i c a l l y 
meaningless sentences. BUNSETSU main p a r t s 
n o r m a l l y show semant ic i n f o r m a t i o n to be 
examined. Semantic i n f o r m a t i o n i s g i ven i n 
advance by the d i c t i o n a r y . In some cases, 
p rocedure -2 changes the i n f o r m a t i o n l a t e r on . 

(4) Procedure-2 c a r r i e s out, m isce l laneous 
p r o c e s s i n g : the examina t ion o f o t he r 
c o n d i t i o n s , which the above s y n t a c t i c 
c o n d i t i o n s o r semant ic c o n d i t i o n s cannot cover ; 

the u t i l i z a t i o n o f c o n t e x t i n f o r m a t i o n ; o r the 
e x t r a c t i o n o f semant ic s t r u c t u r e , e t c . 
S y n t a c t i c c o n d i t i o n s and semant ic c o n d i t i o n s 
p r o v i d e c o n d i t i o n s of a m o d i f i e r BUNSETSU 
i t s e l f , r a t h e r than a ph rase , a l though the 
BUNSETSU rep resen ts the phrase i m p l i c i t l y . 
Procedure-2 can examine the phrase s t r u c t u r e 
e x p l i c i t l y , i f necessary . 

I f a p rocedure -2 (3 ) r e t u r n s a non NIL v a l u e , 
the pa rse r judges t h a t the examined BUNSETSU 
(phrase) s a t i s f i e s the s l o t , t h a t i s , the 
BUNSETSU m o d i f i e s the focused BUNSETSU. In 
a d d i t i o n , i f the va lue i s non NIL va lue o the r 
than T , the va lue f i l l s the s l o t . Th is s l o t i s 
kept w i t h the focused BUNSETSU, and is used by 
the succeeding a n a l y s i s . 

(5) Procedure-3 is a k i n d of p rocedure-2 f o r 
use when a connec t i ve form of a BUNSETSU to a 
focused BUNSETSU is RENTAI m o d i f i c a t i o n , a k i n d 
o f a p a r t i c i p i a l m o d i f i c a t i o n . 

(6) Procedure-1 is invoked f o r a phrase ( i n 
MSSS78, a sentence) i n t e r p r e t a t i o n , when t h e r e 
a r e n ' t any more BUNSETSUs which modi fy the 
phrase . The p rocedure -1 i n t e r p r e t s s l o t s 
f i l l e d b y e v a l u a t i o n o f Case Pa t te rns s l o t s , 
and accompl ishes p r o c e s s i n g , which the system 
has to dea l w i t h . The p rocess ing by 
p rocedu re -1 may be cons idered as problem 
s o l v i n g p rocesses , or as a s o r t of deep 
s t r u c t u r e a n a l y s i s . 

5 PARSING MECHANISM 

5 .1 Matching by PSTACK 

The pa rse r analyzes a sentence from l e f t to 
r i g h t and f rom bot tom to t o p , matching Case 
P a t t e r n s to a sequence of BUNSETSUs, or phrases 
put in a pushdown s tack c a l l e d PSTACK[3]. 

5.2 Reanalys is by RLIST 

Pars ing by case p a t t e r n s d o e s n ' t n e c e s s a r i l y 
succeed in a fo rward d i r e c t i o n . In some cases, 
the parser must examine the r e s t p a r t of a 
sentence to determine whether or not a BUNSETSU 
m o d i f i e s a focused BUNSETSU. Augmented 
T r a n s i t i o n Network grammar shows a s i m i l a r i t y 
in the s e l e c t i o n o f s e v e r a l paths f rom a 
s t a t e [ 4 ] . In MSSS7B, the parser uses a l i s t , 
c a l l e d RLIST, to reana lyze an i n p u t sentence. 

I f a sentence can be segmented i n t o d i f f e r e n t 
BUNSETSU sequences, or some word has a homonym, 
the pa rse r can reana lyze the sentence on the 
same framework. 



6 ANALYSIS EXAMPLES BY CASE PATTERNS 

(1) S y n t a c t i c c o n d i t i o n s : I n t h e f o l l o w i n g 
s e n t e n c e s , 

820WO 79DE WARUTO IKURAKA. 
( D i v i d e 820 by 7 9 , w h a t do y o u g e t ? ) 

WO and DE ( a u x i l i a r y p a r t s of BUNSETSUs) make a 
d i f f e r e n c e b e t w e e n a d i v i d e n d and d i v i s o r . The 
n e x t Case P a t t e r n t o WARU ( d i v i d e ) p r o v i d e s t h e 
s y n t a c t i c c o n d i t i o n s . 

( ( ( T S Y 1 (WO ZERO) (KAZU HENSUU) (F -S -S IS0KU2) ) 
(TSY2 (DE RNT) 

(KAZU HENSUU) 
(COND 

( (AND 
(EQ GVN-SYNTYP 'DRENTAI) 
(CDDR TREE) 
(EQ (SYNTYPE (CAAAR (CDDR TREE)) ) 

'ZERO )) 
N I L ) 

( (F -S -S ISOKU2) ) ) 
(S-ASSOC ' A T A I (CDDR SS)) )) 

(SISOKU) ) 

(2) S e m a n t i c c o n d i t i o n s : I n t h e n e x t two 
p h r a s e s , w h i c h h a v e t h e same m e a n i n g , 

KOKUGOGA HURANSUGONO KUNI 
( t h e c o u n t r y whose l a n g u a g e i s F r e n c h ) 
HURANSUGOGA KOKUGONO KUNI 
( t h e c o u n t r y where F r e n c h i s i t s l a n g u a g e ) 

t h e c o n c e p t s e x p r e s s e d b y t h e u n d e r l i n e d 
p h r a s e s a r e b o t h l a n g u a g e , b u t o n e , HURANSUGO 
( F r e n c h ) , w h i c h i s a compound o f HURANSU 
( F r a n c e ) and GO ( l a n g u a g e ) , i s an i n s t a n c e o f 
l a n g u a g e s , and t h e o t h e r , KOKUGO ( l a n g u a g e ) , i s 
a g e n e r i c c o n c e p t . P r o c e d u r e - 2 o f a Case 
P a t t e r n to GO or KOKUGO d e t e r m i n e s a m o d i f i e r 
o f t h e u n d e r l i n e d p h r a s e b y t h e n e x t i n n e r 
r e p r e s e n t a t i o n s o f m o d i f i e r s . 

(GNN KOKUGO) ;KOKUGO 
(TSB KOKUGO ( IDN 2 ) ) ;HURANSUGO 

(3) C o n t e x t : The f o l l o w i n g d i a l o g u e i n MSSS78 
shows a n examp le c o n c e r n i n g c o n t e x t p r o c e s s i n g . 

#YO-ROPPADE MOTTOMO ZINKOUNO 001 KUNIWA DOKO 
DESUKA. 
(What i s t h e mos t h e a v i l y p o p u l a t e d c o u n t r y 
i n Eu rope? ) 
YO-ROPPADE MOTTOMO ZINKOUNO 001 KUNIWA 
NISHIDOITSU DESU. 
(The most h e a v i l y p o p u l a t e d c o u n t r y i n Europe 
i s West Germany . ) 

#[S0N01 ZINKOUWA DOREKURAI DESUKA. 
(About how l a r q e i s t h e p o p u l a t i o n ? ) 
ZINKOUWA 61830000 NIN DESU. 
( I t i s 61830000. ) 

where # is a prompt symbol to accep t i n p u t 
s e n t e n c e s , and words s u r r o u n d e d by [ and ] can 
be o m i t t e d . ZINKOUWA ( the p o p u l a t i o n ) in t h e 
u n d e r l i n e d sen tences i m p l i c i t l y i n d i c a t e s t h e 
p o p u l a t i o n o f West Germany. I f t h e r e i s SONO 
( i t s ) b e f o r e ZINKOUWA, SONO e x p l i c i t l y 
i n d i c a t e s West Germany. P rocedu re -2 to SONO 
r e c o g n i z e s t h i s i n d i c a t i o n f rom the c o n t e x t 
i n f o r m a t i o n in STM ( s h o r t - t e r m memory) . The 
Japanese language c o n t a i n s n o a r t i c l e s , b u t i t 
seems t h a t t h e f u n c t i o n , wh i ch c o r r e s p o n d s t o 
t h e work done by an a r t i c l e , cove rs many 
d i f f e r e n t modes o f e x p r e s s i o n . I n t h i s 
examp le , WA in ZINKOUWA f u n c t i o n s as a d e f i n i t e 
a r t i c l e t o i n d i c a t e t h e c o n t e x t . 

I n t h e n e x t s e n t e n c e , 

1W0 2NI TASHI 3W0 KAKERUTO IKURA DESUKA. 
(Add 1 to 2 and m u l t i p l y t he r e s u l t by 3, 
t h e n what do you g e t ? ) 

t h e r e s u l t of "1WO 2NI TASHI" (add 1 to 2) 
i m p l i c i t l y i n d i c a t e s t h e m u l t i p l i c a n d o f KAKERU 
( m u l t i p l y ) . P r o c e d u r e - 2 t o KAKERU r e f e r e n c e s 
t h e r e s u l t t h r o u g h a s l o t a t t a c h e d t o t h e 
p h r a s e . 

(4) Compound nouns : The p a r s e r a n a l y z e s t h e 
p h r a s e , 

100 MAN NIN IZYOU 
(one m i l l i o n pe rsons o r more) 

as a compound of 100 (one h u n d r e d ) , MAN ( t e n 
t h o u s a n d ) , NIN ( p e r s o n ) , and IZYOU (or m o r e ) . 
In Japanese l a n g u a g e , we n o r m a l l y c o n s i d e r 
IZYOU as a word l i k e a s u f f i x , b u t he re t h e 
sys tem t r e a t s IZYOU as a noun whose concep t is 
a s u f f i x a l number. P r o c e d u r e - 2 to IZYOU 
changes t h e concep t o f t h e r i g h t most BUNSETSU, 
IZYOU, w h i c h r e p r e s e n t s t h e p h r a s e , to a 
number. I n t h e s u c e e s i n g a n a l y s i s , t h e 
BUNSETSU, IZYOU, is t r e a t e d as a number. 

(5) R e a n a l y s i s : I n t h e n e x t two s e n t e n c e s , 



when t h e p a r s e r f o c u s e s on ZINKOUGA 
( p o p u l a t i o n ) , t h e r e i s a p o s s i b i l i t y t h a t 
1GIRISUN0 ( B r i t i s h ) e i t h e r m o d i f i e s ZINKOU, o r 
n o t . P r o c e d u r e - 2 t o ZINKOU r e p o r t s t h e 
a l t e r n a t i v e p o s s i b i l i t i e s t o t h e p a r s e r b y t h e 
f l a g s e t t i n g . A t t h i s s t a g e , t h e p a r s e r t a k e s 
t h e r e l a t i o n , w h e r e i n TGIRISUNO m o d i f i e s 
ZINKOU. a s t h e f i r s t s e l e c t i o n , and h o l d s t h e 
i n f o r m a t i o n abou t t h e o t h e r r e l a t i o n , w h e r e i n 
IGIRI5UNO does n o t m o d i f y ZINKOU, i n RLIST w i t h 
t h e e n v i r o n m e n t i n f o r m a t i o n . L a t e r o n , t h e 
p a r s e r p i c k s o u t t h e e l e m e n t f r o m t h e RL IST, 
and r e a n a l y z e s t h e s e n t e n c e f r o m t h e s t a t e 
r e s e t b y t h e e l e m e n t . 

(6) A m b i g u i t y : A m b i g u i t y i s a n i n t e r e s t i n g 
p r o b l e m f o r a n u n d e r s t a n d i n g sys tem t o d e a l 
w i t h , f r o m v a r i o u s v i e w p o i n t s , such a s s y n t a x , 
s e m a n t i c s and p r a g m a t i c s . I n MSSS78, t h e 
s y s t e m p a r s e s t h e u n d e r l i n e d p h r a s e i n 

where each p h r a s e has e i t h e r mean ing o f 
( 1 + 2 ) x 3 , and 1 + 2 x 3 . A t p r e s e n t , t h e 
s y s t e m r e s p o n d s t o t h e s e n t e n c e a s a n a m b i g u i t y 
s e n t e n c e , and asks f o r r e i n p u t . 

As an a m b i g u i t i y d e p e n d e n t upon t h e know ledge 
o f t h e p r o b l e m d o m a i n , t h e sys tem i n t e r p r e t s 
t h e u n d e r l i n e d p h r a s e i n 

1 TASU 2 KAKERU 3WA IKURA DESUKA. 

as e i t h e r mean ing (1 + 2) x 3, or 1 + 2 x 3, 
f r o m a r i t h m e t i c k n o w l e d g e . P r o c e d u r e - 2 i n a 
Case P a t t e r n t o a number d e t e c t s t h i s a m b i g u i t y 
a t t h e s t a g e o f t h e u n d e r l i n e d p h r a s e a n a l y s i s . 

(7) A v a r i e t y o f e x p r e s s i o n s : The f o l l o w i n g a r e 
among t h o s e w h i c h can be a n a l y z e d by Case 
P a t t e r n s t o wo rds whose c o n c e p t i s a n e q u a l i t y , 
a number or a v a r i a b l e . 

4WA X KAKERU 2NI H I T O S H I I . 
4T0 XNO 2BAIWA H I T O S H I I . 
( 4 i s e q u a l t o t w i c e X . ) 

3X TASU 2YWA I N I H I T O S H I I . 
3XT0 2YN0 WAWA I N I HITOSHIIDESU. 
(3X p l u s 2Y i s e q u a l t o 1.) 
I N I 2W0 TASUTO 3N1 H I T O S H I I . 
I N I 2W0 TASUTO SONO KEKKAWA 3NI HITOSHI I 
( 1 p l u s 2 i s e q u a l t o 3 . ) 

7 SEMANTIC INTERPRETATION 
_________________________ 

7 . 1 I n t e r p r e t a t i o n b y P r o c e d u r e - 1 

The p a r s e r a n a l y z e s a s e n t e n c e by e v a l u a t i o n o f 
Case p a t t e r n s s l o t s t o w a r d s t h e s o l u t i o n o f t h e 
p r o b l e m , w h i c h t h e s y s t e m has t o d e a l w i t h . 
P r o c e d u r e - 1 of a Case P a t t e r n to a BUNSETSU, 
w h i c h r e p r e s e n t s a p h r a s e ( i n MSSS7B, a 
s e n t e n c e ) , i n t e r p r e t s t h e r e s u l t i n g f i l l e d case 
s l o t s t o s e t u p a n e q u a t i o n , o r c o n s t r u c t and 
e x e c u t e command t o q u e r y d a t a b a s e , e t c . 

From t h e u n d e r l i n e d p a r t i n t h e n e x t s e n t e n c e , 

AHURIKANI ARU ZINKOUGA 1000 MAN NIN IZYOUNO 
KOKUGOGA EIGONO KUNIWA DOKO DESUKA. 
(What a r e c o u n t r i e s i n A f r i c a , whose 
p o p u l a t i o n i s t e n m i l l i o n o r m o r e , and whose 
l anguage i s E n g l i s h ? ) , 

t h e p a r s e r r e c o g n i z e s t h r e e p h r a s e s , such a s 
t h e c o u n t r y i n A f r i c a , t h e c o u n t r y whose 
p o p u l a t i o n i s t e n m i l l i o n o r m o r e , and t h e 
c o u n t r y whose l a n g u a g e i s E n g l i s h . The i n n e r 
r e p r e s e n t a t i o n i n c l u d i n g f i l l e d s l o t s t o t h e 
p h r a s e s i s a s f o l l o w s . 

(GNN KUNI 
(RNT ARU (TSY1 (TSB TAIRIKU (IDN 2 ) ) ) 
(ZMK (TSB KAZU 

(ATAI "G10000000" ) 
(GNN ZINKOU) ) ) 

(ZMK (TSB KOKUGO (IDN 2 1 2 ) ) ) ) 

P r o c e d u r e - 1 t o DESU c o n s t r u c t s t h e n e x t command 
b y i n t e r p r e t a t i o n o f t h e f i l l e d s l o t s , and 
e x e c u t e s t h e command. 

(TEST ( (KUNI 2 (V KUNI)) 
(WAWA (V KUNI) KUNI) 
(ZINKOU (V KUNI) "G1000000" ) 
(WAWA (V KUNI) KUNI) 
(KOKUGO (V KUNI) - 3 ) )) 

The TEST commmand s e a r c h e s i n t o d a t a b a s e by 
means o f PLANNER- l i ke p r o c e d u r a l 
mechanism (no b a c k t r a c k i n g u n l i k e 
A c c o r d i n g t o t h e r e t u r n v a l u e o f t h e 
s e n t e n c e g e n e r a t o r c o n s t r u c t s 
s e n t e n c e s . (The s e n t e n c e 
r e c o n s t r u c t s a n o u t p u t s e n t e n c e f r o m 

d e d u c t i o n 
PLANNER). 

command, a 
r e s p o n s e 

g e n e r a t o r 
a p a r s e d 

t r e e o f a n i n p u t s e n t e n c e , s u p p l e m e n t i n g o r 
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r e p l a c i n g n e c e s s a r y w o r d s a c c o r d i n g t o t h e 
i n p u t s e n t e n c e p a t t e r n o r t h e r e s u l t o f a 
p r o b l e m s o l v i n g . ) 

7 . 2 I n t e r p r e t a t i o n b y W o r l d K n o w l e d g e 

C o m p l e t e s e t o f o b j e c t s a n d r e l a t i o n s i n t h e 
g e o g r a p h y w o r l d i s u n k n o w n [ 5 ] . I n MSSS78, t h e 
a n s w e r t o t h e q u e s t i o n 

KANADANO SYUTOWA MONTORIO-RU KA. 

( I s t h e c a p i t a l o f Canada M o n t r e a l ? ) , 

t u r n s o u t t o b e 

H E , KANADANO SYUTOWA MONTORIO-RU 
DEWAARIMASEN. KANADANO SYUTOWA OTAWA DESU. 
(No , t h e c a p i t a l o f Canada i s n ' t M o n t r e a l . 
The c a p i t a l o f Canada i s O t t a w a . ) , 

o r 

KANADANO SYUTOWA MONTORIO-RU KA WAKARIMASEN. 
( I d o n ' t know t h a t t h e c a p i t a l o f Canada i s 
M o n t r e a l . ) 

a c c o r d i n g t o w h e t h e r o r n o t t h e f a c t t h a t t h e 
c a p i t a l o f Canada i s O t t a w a i s i n t h e d a t a b a s e . 
F o r t h e a b o v e r e s p o n s e s , t h e d e d u c t i o n p r o g r a m 
u s e s t h r e e l o g i c a l v a l u e s , t r u e , f a l s e and 
u n k n o w n . P r o c e d u r a l t y p e k n o w l e d g e p r e p a r e s 
l o g i c a l v a l u e a n d a d d i t i o n a l i n f o r m a t i o n . 

8 CONCLUSION 

The e x p e r i m e n t a l J a p a n e s e l a n g u a g e q u e s t i o n 
a n s w e r i n g s y s t e m , MSSS78, was made i n a s e r i e s 
o f r e s e a r c h e f f o r t s i n t e n d e d t o c o n s t r u c t a 
n a t u r a l l a n g u a g e m a n - m a c h i n e i n t e r f a c e . The 
s y s t e m u s e s Case P a t t e r n s f o r s y n t a c t i c and 
s e m a n t i c a n a l y s i s . The Case P a t t e r n m e t h o d 
seems t o p r o d u c e m o d u l a r i t y and e x t e n d a b i l i t y 
o f s y n t a c t i c and s e m a n t i c p r o g r a m s , and t h e 
r e a d i n e s s o f s y s t e m m a k i n g . 

P r o c e d u r e s i n Case P a t t e r n s a r e a good t o o l f o r 
t e s t i n g v a r i o u s p r o c e s s i n g s . H o w e v e r , f r o m a 
v i e w p o i n t o f e a s y d e s c r i p t i v e n e s s and s y s t e m 
s t a b i l i t y , i t w o u l d b e b e t t e r t o d e s c r i b e 
v a r i o u s f u n c t i o n s a b s o r b e d i n t h e p r o c e d u r e s , 
u s i n g t h e s o - c a l l e d d e c l a r a t i v e s t y l e . 

MSSS78 g e n e r a t e s a r e s p o n s e b a s e d on t h r e e 
l o g i c a l v a l u e s a s w e l l a s a d d i t i o n a l 
i n f o r m a t i o n a s t o t h e r e s u l t o f t h e r e f e r e n c e 
t o t h e d a t a b a s e . Such r e s p o n s e s c a n b e t h o u g h t 
t o p l a c e r e l i a n c e o n d a t a b a s e . F o r t h e 
r e f e r e n c e t o a d a t a b a s e , i t seems c o n v e n i e n t t o 
b e a b l e t o u t i l i z e t h e p r e v i o u s r e f e r e n c e 
r e s u l t i n a c c o r d a n c e w i t h t h e c o n t e x t 

i n d i c a t i o n . 

F o r w r i t t e n J a p a n e s e , i t i s b e t t e r t o d i s p l a y 
K A N J I - K A N A - M A J I R I - B U N f o r i n p u t and o u t p u t 
s e n t e n c e s . I n K A N J I - K A N A - M A J I R I - B U N d i s p l a y , 
o u t p u t s e n t e n c e s a r e r e d u n d a n t a t p r e s e n t . 

MSSS78 was i m p l e m e n t e d on PDP11/55 w i t h 
e x t e n s i v e u t i l i z a t i o n o f d i s k memory c a p a c i t y . 
The l a n g u a g e u s e d f o r t h e i m p l e m e n t a t i o n i s 
m a i n l y L I P X , a n e x t e n d e d v e r s i o n L I P Q 1 6 ] , p l u s 
a l i t t l e b i t o f a s s e m b l e r . The d i c t i o n a r y 
c o n t a i n s more t h a n 600 w o r d s a t t h e t i m e . T o 
a n a l y z e and r e s p o n d t o e a c h s e n t e n c e , t a k e s 
f r o m a f ew s e c o n d s to a few m i n u t e s , w h e r e most 
o f t h e l a t t e r i s s e a r c h t i m e f o r d a t a i n t h e 
d a t a b a s e . 
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Th is paper proposes a new l o g i c c a l l e d manner l og i c (ML) and cons ide rs r e s o l u t i o n 
techn iques f o r mechanica l theorem p r o v i n g in the ML. The ML dea ls w i t h s ta tements 
which c o n t a i n adverbs or verbs r e p r e s e n t i n g manner such as p o s s i b i l i t y , u n c e r t a i n t y 
and c a u s a l i t y . Manner is expressed by a manner ope ra to r " * " , which is a monadic 
o p e r a t o r . By us ing manner o p e r a t o r s , a p o s t u l a t e can be f o u r - v a l u e d ; t r u e ( T ) , t r u e 
i n the sense o f " * " ( T * ) , f a l s e i n the sense o f " * " ( F * ) , o r f a l s e ( F ) . I n the ML, 
an atomic fo rmula is ass igned a va lue T or F, bu t a w e l l - f o r m e d fo rmu la is ass igned 
a va lue T, T*, F*, or F. T h e r e f o r e , the ML can rep resen t more comp l i ca ted s ta tements 
than the o r d i n a l p r e d i c a t e l o g i c . I t s l o g i c a l m a n i p u l a t i o n i s q u i t e s i m p l e , s i nce 
i t can be cons idered an ex tens ion o f the o r i d i n a l b i n a r y l o g i c . Th is paper a l so 
d iscusses r e s o l u t i o n techn iques in a r e f u t a t i o n p rocess . In our method, an a d d i t i o n a l 
v a l i d c lause i s used in a r e f u t a t i o n process to r e s o l v e c lauses w i t h manner ope ra to r s 
wh ich cannot be reso l ved d i r e c t l y . 

1 . INTRODUCTION 

I n the r e a l w o r l d , the s i t u a t i o n i s o f t e n 
encountered where a p o s t u l a t e can be many-valued 
r a t h e r than t w o - v a l u e d . However, the many-
va lued l o g i c i s too complex to be a p p l i e d to 
p r e d i c a t e c a l c u l u s i n a r t i f i c i a l i n t e l l i g e n c e . 

There are some o the r i n t e r e s t i n g l o g i c s 
such as a modal l o g i c , tense l o g i c or fuzzy 
l o g i c . The modal l o g i c [ 2 ] , [ 3 ] had i t s 
e f f e c t i v e b e g i n n i n g w i t h work o f C.L. L e w i s [ 3 ] 
some s i x t y years ago, and is known as the l o g i c 
o f n e c e s s i t y and p o s s i b i l i t y . The tense l o g i c 
[ 4 ] , [ 6 ] dea ls w i t h s ta tements c o n t a i n i n g 
tensed verbs o r e x p l i c i t tempora l r e f e r e n c e s , 
and i s l o g i c a l l y s i m i l a r t o the modal l o g i c . 
In these l o g i c s , the mode and tense are 
rep resen ted by two monadic symbols , and a p o s t u 
l a t e can be t w o - v a l u e d ; t r u e o r f a l s e . 

The p resen t paper proposes a new l o g i c 
which f a l l s under the heading o f the o r d i n a l 
modal l o g i c in a wide sense. The proposed 
l o g i c dea l s w i t h s ta tements which c o n t a i n 
adverbs or verbs r e p r e s e n t i n g manner such as 
p o s s i b i l i t y , u n c e r t a i n t y and c a u s a l i t y . 
Monadic o p e r a t o r s c a l l e d manner ope ra to r s are 
i n t r o d u c e d to express such manner. A p o s t u l a t e 
i n the l o g i c can be f o u r - v a l u e d ; f o r example, 

t r u e , p o s s i b l y t r u e , p o s s i b l y f a l s e , o r f a l s e . 
That i s , a va lue T or F is ass igned to each 
atomic fo rmu la in a w e l l - f o r m e d f o r m u l a ( w f f ) , 
bu t a va lue T, T * , F*, or F is ass igned to the 
w f f as desc r i bed i n the f o l l o w i n g s e c t i o n s . 
Consequent ly , we c a l l the new l o g i c the m u l t i -
b i n a r y l o g i c or manner l o g i c ( M L ) . The manner 
l o g i c can rep resen t more compl i ca ted s ta tements 
than the o r d i n a l p r e d i c a t e l o g i c , s ince i t i s 
e s s e n t i a l l y a f o u r - v a l u e d l o g i c . 

Thus we are i n t e r e s t e d in the a p p l i c a t i o n 
o f the ML to so l ve i n t e l l e c t u a l d i f f i c u l t 
p rob lems. As i s w e l l known, the r e s o l u t i o n 
p r i n c i p l e due to R o b i n s o n [ 7 ] , [ 8 ] , [ 9 ] i s a 
s imp le bu t ex t reme ly u s e f u l techn ique f o r 
mechanica l theorem p r o v i n g . I t i s d i f f i c u l t , 
however, to app ly the Robinson 's r e s o l u t i o n 
p r i n c i p l e to the ML, because c lauses c o n t a i n 
manner o p e r a t o r s . T o c i rcumvent t h i s d i f f i 
c u l t y , a d d i t i o n a l c lauses which are v a l i d are 
used in a r e f u t a t i o n p rocess . The p resen t 
paper cons ide rs some fundamental p r o p e r t i e s of 
the ML, and g i ves a new r u l e of i n f e r e n c e f o r 
mechanica l theorem p r o v i n g . 
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3. RESOLUTION TECHNIQUES 

As i s w e l l known, the r e s o l u t i o n p r i n c i p l e 
i s a u s e f u l techn ique f o r making d e d u c t i o n i n 
the system o f the f i r s t - o r d e r p r e d i c a t e 
c a l c u l u s . Here we cons ide r techn iques based on 
the r e s o l u t i o n p r i n c i p l e f o r the ML sys tem. 
Some impor tan t d e f i n i t i o n s of t e r m i n o l o g y are 
g i ven as f o l l o w s : 
D e f i n i t i o n 3 A fo rmu la G is s a i d to be s a t i s -
f i a b l e o r s e m i - s a t i s f i a b l e i f and o n l y i f t h e r e 
e x i s t s an i n t e r p r e t a t i o n I such t h a t Y is 
e v a l u a t e d t o T o r T * , r e s p e c t i v e l y . I n t h i s 
case , we say I s a t i s f i e s or s e m i - s a t i s f i e s Y. 
D e f i n i t i o n 4 A fo rmu la i s s a i d to be u n s a t i s -
f i a b l e o r s e m i - u n s a t i s f i a b l e , i f and on l y i f 
i t i s F o r F * under a l l i t s i n t e r p r e t a t i o n . 
A fo rmu la i s s a i d to be s a t i s f i a b l e o r s e m i -
s a t i s f i a b l e i f and on l y i f i t i s no t u n s a t i s -
f i a b l e o r not s e m i - u n s a t i s f i a b l e , r e s p e c t i v e l y . 
D e f i n i t i o n 5 A fo rmu la G is s a i d to be a 
l o g i c a l consequence or semi-consequence of a 
g i ven se t o f fo rmu las S , i f and on l y i f every 
i n t e r p r e t a t i o n s a t i s f y i n g o r s e m i - s a t i s f y i n g S 
a l s o s a t i s f i e s o r s e m i - s a t i s f i e s G , respec 
t i v e l y . 
D e f i n i t i o n 6 Given a fo rmu la G, a fo rmu la G 
o b t a i n e d by removing a l l manner o p e r a t o r s in G 
is s a i d to be a reduced fo rmu la of G. 
D e f i n i t i o n 7 Given a c lause C, a c lause C 
o b t a i n e d by removing a l l manner o p e r a t o r s in C 
is s a i d to be a reduced c lause of C. 
D e f i n i t i o n 8 A c lause which takes F or F* is 
s a i d to be an empty or semi-empty c l a u s e , 
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There fore , S2 is sem i -unsa t i s f i ab l e and so Is S1 

In the above example, however, if C3 = Q* is 
used ins tead of C3, then we have the empty 
clause as the reso lvent of C3 and C4. 

Here a quest ion a r ises : In what case 
a set of clauses is s e m i - u n s a t i s f i a b l e ? 
As descr ibed b e f o r e , a formula G is a l o g i c a l 
semi-consequence of Y ] , , . . , Yn i f a semi-
empty clause is obtained as a reso lvent in a 
r e f u t a t i o n process. This means, t h e r e f o r e , 
thnt 0 is t rue in a sense of " * " . For example, 
consider the case where "G*'' asser ts 
" I t poss ib ly r a i n s " . I f a semi-empty clause is 
ob ta ined , the proof is poss ib ly t rue or the 
in ference i s poss ib ly c o r r e c t . That i s , i t i s 
poss ib ly t rue to conclude that i t r a i n s . On 
the other hand, the proof is t rue i f an empty 
clause is ob ta ined . The f o l l o w i n g sets of 
clauses are a lso sem i -unsa t i s f i ab l e and give 
the same r e s u l t s as above. 

Now we w i l l show some important p rope r t i es 
of a reso lvent in the f o l l o w i n g theorems. 

Theorem 3 
A reso lvent of given two clauses C1 and C2 

is a l o g i c a l consequence or semi-consequence of 
C1 and C2. 
[Proo f ] 

Let C} , C2 and C3 be denoted as f o l l o w s : 
C1 - X v C 1 , C2 « ~ X V C 2 , C3 - C i v C 2 . 

The proof w i l l be made in the case ( i ) X * F, 
( i i ) F*, ( i i i ) T* , and ( i v ) T . Suppose there 
e x i s t s an i n t e r p r e t a t i o n 1 f o r which C1 and C2 
are T or T* . In cases ( i ) and ( i i ) , cj must be 
T or T* , and thus C3 = T or T*. In cases ( i i i ) 
and ( i v ) , C2 must be T or T* , and thus C3 - T 
or T* . This g ives the p roo f . q . e . d . 
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4. CONCLUDING REMARKS 

We have, considered a new l o g i c c a l l e d the 
ML and der i ved i t s mathemat ical p r o p e r t i e s . 
Due to manner operators in t roduced he re , the ML 
can express more complex statements than the 
o r d i n a l l o g i c . Since the ML can be considered 
an ex tens ion o f the o r d i n a l b i na ry l o g i c , i t s 
l o g i c a l man ipu la t i on i s q u i t e s imp le , a l though 
i t i s a f ou r - va lued l o g i c . Four values are 
t r u e ( T ) , t rue i n the sense o f " * " ( T * ) , f a l s e 
in the sense of " * " ( F * ) and f a l s e ( F ) . 
Fur thermore, we have developed some i n t e r e s t i n g 
a p p l i c a t i o n s of the ML to mechanical theorem 
prov ing i n a r t i f i c i a l i n t e l l i g e n c e . A r e f u t a 
t i o n process f o r the ML system is s i m i l a r to 
t ha t o f the o r d i n a l p r o p o s i t i o n a l o r p red ica te 
l o g i c . The idea o f s e m i - u n s a t i s f l a b i l i t y i s 
in t roduced i n the r e f u t a t i o n process. That i s , 
a semi-empty c lause is obta ined as a reso lven t 
i f a set o f c lauses is s e m i - u n s a t i s f i a b l e . In 
the r e f u t a t i o n process f o r mechanical theorem 
p r o v i n g , t h e r e f o r e , the appearance of 
empty c lause means t ha t the in fe rence 
complete ly t r ue but t rue in the sense o f " * " . 
This is one of the advantages of our system. 

a semi-
i s not 

[9 ] Robinson, J . A . : "Mechanizing h igher order 
l o g i c , " in B. Melzer and D. M i c h i e ( e d s . ) , 
"Machine I n t e l l i g e n c e 4 , " American E l s e v i e r , 
New York (1969) . 

Several d i r e c t i o n s seem to be i n t e r e s t i n g 
f o r f u r t h e r i n g i n v e s t i g a t i o n s . o f the ML from 
both a mathemat ical and a p p l i c a t i o n a l p o i n t of 
v iew. The author be l i eves tha t the ML system 
is q u i t e u s e f u l f o r s o l v i n g complex problems. 

814 



TOWARDS MINIMAL DATA STRUCTURES 
FOR DETERMINISTIC PARSING 

Dav id W. Shipman 
Be 11 L a b o r a t o r i e s 
Room 2D-443 
Mur ray H i l l , New J e r s e y 07974 

M i t c h e l l P . Marcus 
A r t i f i c i a l I n t e l l i g e n c e L a b o r a t o r y 
M a s s a c h u s e t t s I n s t i t u t e o f T e c h n o l o g y 
545 T e c h n o l o g y Square 
C a m b r i d g e , M a s s a c h u s e t t s 02143 

The d e t e r m i n i s m h y p o t h e s i s s u g g e s t s t h a t n a t u r a l l anguage may be p a r s e d i n a s i n g l e pass 
w ' t h o u t r e s o r t t o b a c k t r a c k i n g t e c h n i q u e s . The PARSIFAL s y s t e m , d e v e l o p e d b y M a r c u s , 
i n c o r p o r a t e s t h i s p h i l o s o p h y i n a n E n g l i s h l anguage p a r s e r . H e r e , w e show t h a t t h e d a t a 
s t r u c t u r e s used b y t h i s p a r s e r may b e c o n s i d e r a b l y s i m p l i f i e d r e s u l t i n g i n more e l e g a n t 
g rammat i c a1 spec iI 1ca t i o n s . 

K e y w o r d s : a r t i f i c i a l i n t e l l i g e n c e , n a t u r a l l anguage p r o c e s s i n g , d e t e r m i n i s t i c p a r s i n g 

1 • IM DETERMINISM HYiHJTH^SlJS 

Marcus [ 1 ] [ 2 ] p roposes t h a t n a t u r a l l anguage 
may be p a r s e d in a f u l l y d e t e r m i n i s t i c manner . 
Under t h i s d e t e r m i n i sm h y p o t h e s is p o r t i o n s of 
t h e p a r s e - t r e e , once c o n s t r u c t e d , n e c e s s a r i l y 
become p a r t o f t h e f i n a l p a r s e - t r e e o u t p u t . 
T h i s i s i n c o n t r a s t t o t h e t r a d i t i o n a l b a c k 
t r a c k i n g p a r a d i g m i n w h i c h " g u e s s e s " a re made 
about t h e s y n t a c t i c s t r u c t u r e o t t h e i n p u t 
s e n t e n c e ; a n d , when t h e guess p r o v e s l a t e r t o 
b e I n c o r r e c t , any p a r s e - t r e e s t r u c t u r e s r e 
s u l t i n g f r o m t h a t guess must b e e r a s e d p r i o r 
t o t e s t i n g a l t e r n a t e h y p o t h e s e s . 

An i m p o r t a n t d i s c o v e r s ' was t h a t E n g l i s h c o u l d 
be p a r s e d d e t e r m i n 1 s t i c a l l y by u s i n g a n , a t 
m o s t , t h r e e - c o n s t i t u e n t l o o k - a h e a d s t r a t e g y . 
T h i s d i f f e r s f r o m t h e k - t o k e n l o o k - a h e a d 
s t r a t e g y used by an LR(k ) p a r s e r i n t h a t t h e 
bounded l o o k - a h e a d i s w i t h r e f e r e n c e t o p a r s e d 
c o n s t i t u e n t s r a t h e r t h a n t o i n d i v i d u a l words 
o f t h e s e n t e n c e . For e x a m p l e , t h e sequence 
< a u x v e r b ' <noun p h r a s e - a p p e a r i n g a t t h e 
b e g i n n i n g o f t h e s e n t e n c e w o u l d i n d i c a t e t h a t 
a y e s - n o q u e s t i o n was b e i n g p a r s e d . Note t h a t 
i n o r d e r f o r t h i s sequence t o appear i n t h e 
l o o k - a h e a d b u f f e r , i t wou ld have been n e c e s s a r y 
t o f i r s t p a r s e t h e noun ph rase i n t he second 
p o s i t i o n . T h i s i s a c c o m p l i s h e d by means o f an 
a t Len t i o n s h i f t i n g r u l e i n t h e grammar. I n 
t h e example a b o v e , t h e a t t e n t i o n si) i f t i n g r u l e 
w o u l d d e t e c t t h e b e g i n n i n g o f a noun p h r a s e 
s t a r t i n g i n t h e second p o s i t i o n o f t h e l o o k -
ahead b u f f e r . I t wou ld t h e n s h i f t t h e l o o k -
ahead window one p o s i t i o n t o t h e r i g h t , j u s t 

p a s t t h e c a u x v e r b > , and a c t i v a t e grammar r u l e s 
s u i t a b l e f o r p a r s i n g noun p h r a s e s . The noun 
p h r a s e p a r s e t h e n o p e r a t e s o n l y w i t h r e s p e c t 
t o words i n t h e i n p u t s e n t e n c e t o t h e r i g h t o f 
t h e < a u x v e r b > . When t h e noun p h r a s e p a r s e i s 
c o m p l e t e , a t t e n t i o n s h i f t s back t o t h e o r i g i n a l 
l o o k - a h e a d window p o s i t i o n w i t h t h e <auxverb s > 

i n f i r s t p o s i t i o n and t h e new <noun phrase v - i n 
t h e second p o s i t i o n . 

B y u s i n g such a n a p p r o a c h i t i s p o s s i b l e t o 
p a r s e n a t u r a l l a n g u a g e i n a t i m e o n t h e o r d e r 
o f t h e l e n g t h o f t h e i n p u t s e n t e n c e . A more 
d e t a i l e d d i s c u s s i o n , i n c l u d i n g a rgumen ts f o r 
t h e p s y c h o l o g i c a l r e a l i t y o f t h e d e t e r m i n i s m 
h y p o t h e s i s can b e f o u n d i n [ 1 ] [ 2 ] , 

T h i s d e t e r m i n i s t i c mechanism has been i n c o r 
p o r a t e d a s p a r t o f t h e PARSIFAL sys tem d e v e l 
oped by M a r c u s . In t h i s paper we p r o p o s e a 
s i m p l i f i c a t i o n o f t h e d a t a s t r u c t u r e s employed 
by PARSIFAL. The change s i g n i f i c a n t l y l e s s e n s 
t h e amount o f d e t a i l w h i c h must b e e x p l i c i t l y 
spec i t l e d i n t h e r u l e s o f t h e grammar. T h i s 
r e s u l t s f r o m t h e f a c t t h a t t h i s d e t a i l can 
now b e i m p l i c i t l y embedded i n t h e c o n t r o l 
s t r u c t u r e o f t h e p a r s e r . 

The new a p p r o a c h w i l l be p r e s e n t e d a f t e r a 
c u r s o r y o v e r v i e w o f t h e c u r r e n t PARSIFAL 
mechan isms. 
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2.1 Data S t ruc tu res 

PARSIFAL uses two data s t r u c t u r e s to record 
pars ing progress ( F i g . 1 ) . These are the 
Stack and the Bu f f e r . The Buf fe r is the 
look-ahead bu f fe r discussed in the prev ious 
s e c t i o n . The Stack is used to hold p a r t i a l 
s t r u c t u r e s which have al ready been parsed by 
the system. The Bu f fe r conta ins only t e r m i -
nals and complete s u b - t r e e s , wh i l e the Stack 
conta ins sub- t rees under c o n s t r u c t i o n . (Note 
tha t the Stack d i f f e r s from the pushdown stack 
used by back t rack ing parsers in tha t s t r u c t u r e s 
once parsed and placed on the Stack are always 
used l a t e r as subordinates of l a rge r s t r u c t u r e s . ) 
I n s t r u c t i o n s to move nodes between the Bu f fe r 
and the Stack must be e x p l i c i t l y s ta ted in the 
system's grammar r u l e s . Grammar ru les b u i l d 
the s t r u c t u r e s on the s tack by removing 
elements from the Bu f fe r and a t t ach ing them 
to the most recent node on the Stack , t h i s 
may be a newly created non- te rmina l node or 
a p rev ious l y created non- te rm ina l which already 
has some subord inate s t r u c t u r e s at tached to i t . 
When a complete sub- t ree has been b u i l t on the 
s tack , the parent node is dropped from the 
stack back i n t o the b u f f e r to be used there 
in the c o n s t r u c t i o n o f h i g h e r - l e v e l cons t i t uen t 
s t r u c t u r e s . 

2.2 A t t e n t i o n S h i f t i n g Rules 

A t t e n t i o n s h i f t i n g r u l es are respons ib le f o r 
a d j u s t i n g the look-ahead window of the Bu f fe r 
to the proper p o s i t i o n f o r pars ing a new 
s u b - c o n s t i t u e n t . They must be t r ea ted as a 
spec ia l case s ince they need to be able to 
scan the b u f f e r to loca te the beginning of the 
s u b - c o n s t i t u e n t . Once t h i s has happened, the 
new node is c rea ted , pushed on the s tack and 

the look-ahead window is e x p l i c i t l y advanced. 
Spec ia l a t t e n t i o n must a lso be given to the 
problem of r e s t o r i n g the look-ahead window 
a f t e r the sub -cons t i t uen t parse is complete. 

2.3 Node Reac t i va t i on Rules 

An a d d i t i o n a l type of grammar r u l e is the 
node r e a c t i v a t i o n r u l e . I t s f u n c t i o n can 
perhaps best be exp la ined through an example. 
Consider the case of a noun phrase which i n 
cludes an at tached r e l a t i v e c lause. During 
the processing o f the r e l a t i v e clause i t i s 
sometimes necessary to access the a t t r i b u t e s 
of parent nodes of the noun phrase under 
c o n s t r u c t i o n . However, s ince the noun phrase 
sub- t ree has not yet been completed at the 
t ime the r e l a t i v e clause is being parsed, the 
noun phrase is not at tached to a paren t . Thus, 
access to parent a t t r i b u t e s from the r e l a t i v e 
clause would be imposs ib le . To remedy t h i s 
s i t u a t i o n , the noun phrase parse t ree is 
prematurely taken to be complete j us t p r i o r 
to pars ing the r e l a t i v e c lause . The noun 
phrase can then be at tached by i t s parent node. 
A node r e a c t i v a t i o n r u l e is then c a l l e d i n t o 
p lay . I t " r e a c t i v a t e s " the noun phrase p ro 
cessing in order to parse the r e l a t i v e c lause . 
Now, the grammar ru les f o r processing the 
r e l a t i v e c lause are able to re ference the 
parents of the noun phrase. 

Thus, i n f i g u r e 1 , i f i t were des i r ab le t o 
a t tach the NP1 to S1 as i t s s u b j e c t , NP1 would 
have to be prematurely marked complete and 
l a t e r r e a c t i v a t e d to cont inue pars ing the 
phrase. 

Node r e a c t i v a t i o n ru les were intended to be 
only a temporary s o l u t i o n to c e r t a i n pars ing 
problems. The data s t r u c t u r i n g approach 
descr ibed in the next sec t i on e l im ina tes 
the need f o r such a r e a c t i v a t i o n mechanism. 

3. THE UNIFIED APPROACH 
-----------------------------------------------

3 • 1 .6 U n i f i e d Data S t ruc tu re 

Under the proposed s t r a t e g y , the former Stack 
and Buf fe r are combined i n t o a s i n g l e B u f f e r . 
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3. 2 Automat ic A t t e n t i o n S h i f t i n g 

Under t h i s scheme, the a t t e n t ion s h i f t i n g 
r u l e s s imp ly i n s e r t a newly c rea ted node i n t o 
the B u f f e r (see F i g . 3 ) . Since a newly c rea ted 
node is n e c e s s a r i l y an incomple te node, I t is 
a u t o m a t i c a l l y a c t i v e . The look-ahead window 
f o r the new node, as f o r any a c t i v e node, is 
de f i ned to be the next th ree c e l l s in the 
B u f f e r . No e x p l i c i t mechanism f o r s h i f t i n g 
a t t e n t i o n i s needed. 

3.3 Au t oma t i c Node Reac t i va t ion 

A l l a c t i v e nodes are cons idered to be pa rs ing 
t h e i r look-ahead windows in p a r a l l e l . Note 
however tha t the look-ahead may not extend 
beyond an incomplete node. Th is is because 
t h i s p o r t i o n o f the b u f f e r i s a c t i v e l y be ing 
cons idered f o r at tachment by the incomplete 
node. 

Thus, i n f i g u r e 3b, i t would be p o s s i b l e f o r 
S, to a t t a c h NP, as i t s sub jec t w i t h o u t a 1 1 J 

d e a c t i v a t i o n and subsequent r e a c t i v a t i o n of 
NP . 

i 

The mechanism can be thought of as a k ind of 
l i n e a r c e l l u l a r automaton where each c e l l has 
access to the con ten ts of up to t h ree c e l l s to 
i t s r i g h t . Because m u l t i p l e c e l l s can be 
a c t i v e at the same t i m e , the re is no need f o r 
an e x p l i c i t r e a c t i v a t i o n mechanism. 
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Th is paper is concerned w i t h the r e p r e s e n t a t i o n of o b j e c t s by computer . I t p resen ts a com
pact r e l a t i o n a l s t r u c t u r e r e p r e s e n t a t i o n d e r i v e d by g e n e r a l i z i n g the p r o p e r t i e s o f o b j e c t s . 
Ob jec ts are desc r i bed by means of su r face p r i m i t i v e s (bas ic d e s c r i p t i v e elements) and r e l a 
t i o n s between the p r i m i t i v e s . The essence of the r e p r e s e n t a t i o n is the use of a s i n g l e p r i 
m i t i v e t o d e s c r i b e a l l i d e n t i c a l p a r t s . The r e p r e s e n t a t i o n i n v o l v e s a b s t r a c t i n g p r o p e r t i e s 
o f i n d i v i d u a l scene e lements . S i m i l a r l y , r e l a t i o n s between p a r t s o f o b j e c t s tha t ho ld f o r 
p a r t i c u l a r i ns tances o f the o b j e c t s are g e n e r a l i z e d to ensure t h a t they w i l l be v a l i d f o r 
a l l i n s t a n c e s . Common p r i m i t i v e s and r e l a t i o n s are shared bo th w i t h i n and across models. 
Th is leads to a compact r e p r e s e n t a t i o n tha t has many d e s i r a b l e p r o p e r t i e s . A computer 
imp lementa t ion oi a v e r s i o n of the r e p r e s e n t a t i o n has been deve loped . I t is used to 
i l l u s t r a t e the d e s c r i p t i v e power of the r e p r e s e n t a t i o n . A r e c o g n i t i o n system has been de 
veloped t h a t takes advantage o f the r e p r e s e n t a t i o n i n i t s o p e r a t i o n . I t i s desc r ibed e l s e -
whore (Shneier ( 1977 ) ,Shne ie r ( 1 9 7 8 ) ) . 

1. INTRODUCTION 

The way in wh ich i n f o r m a t i o n is r e p r e s e n t 
ed i s c r i t i c a l l y impor tan t t o the e f f e c t i v e n e s s 
o f any system in A r t i f i c i a l I n t e l l i g e n c e . Us ing 
a good r e p r e s e n t a t i o n , tasks t h a t would o t h e r 
wise be i n t r a c t a b l e become amenable to s o l u t i o n , 
In machine v i s i o n , r e p r e s e n t a t i o n s have u s u a l l y 
been t a i l o r e d to s p e c i f i c , sma l l domains. Recog
n i t i o n a l g o r i t h m s have been developed t h a t de
pend l o r t h e i r e f f e c t i v e n e s s on s p e c i f i c know
ledge about the o b j e c t s in the domain. Th is 
paper p resen ts a new r e p r e s e n t a t i o n f o r d e s c r i b 
ing o b j e c t s . The system is in tended to be 
g e n e r a l l y a p p l i c a b l e , but was developed p r i m a r 
i l y for; the domain of t h r e e - d i m e n s i o n a l machine 
v i s i o n . I t has a l s o been a p p l i e d to a second 
domain, t h a t o f s p e l l i n g c o r r e c t i o n . The p r e 
s e n t a t i o n o f the system w i l l be in terms o f 
machine v i s i o n . 

The r e p r e s e n t a t i o n takes advantage of s i m i l a r 
i t i e s in the d e s c r i p t i o n s , o r models, o f ob
j e c t s . 11 two p a r t s of an o b j e c t , or two p a r t s 
of d i f f e r e n t o b j e c t s , have the same d e s c r i p t i o n , 
then these p a r t s are rep resen ted by a s i n g l e 
d e s c r i p t i o n in the r e p r e s e n t a t i o n . The bas ic 
idea is to share d e s c r i p t i o n s t h a t are common 
w i t h i n models and across models. When t h i s 
sha r i ng is accompanied by a comprehensive 

i ndex ing scheme, i t leads to a r e p r e s e n t a t i o n 
t h a t has many advantages over p rev ious r e p r e 
s e n t a t i o n s ( e . g . Barrow and Popplestone (1971 ) , 
Fa lk ( 1972 ) , Ambler e t a l . (1975)) and s u f f e r s 
few d i sadvan tages . 

Some c o n s t r a i n t s were p laced on the implement
a t i o n of the system. The f i r s t c o n s t r a i n t was 
t h a t the d e s c r i p t i o n s of o b j e c t s should be 
acqu i red a u t o m a t i c a l l y from v i s u a l d a t a . Th i s 
is a s e n s i b l e c o n s t r a i n t because i t a l l o w s the 
domain to be changed e a s i l y and c o n f r o n t s the 
problems o f r e p r e s e n t i n g o b j e c t s from the r e a l 
w o r l d , r a t h e r than those o f r e p r e s e n t i n g a r t i 
f i c i a l l y - c r e a t e d o b j e c t s . The second c o n s t r a i n t 
was t h a t t h e r e p r e s e n t a t i o n should not be domain-
dependent. I t should be p o s s i b l e to change or 
expand the domain w i t h as l i t t l e e f f o r t as 
p o s s i b l e , and the i n f o r m a t i o n known about ob 
j e c t s should be acqu i red e n t i r e l y f rom the 
o b j e c t s themselves r a t h e r than be ing p a r t l y 
dependent on b u i l t - i n assumpt ions about the 
domain. Th is c o n s t r a i n t would be u s e f u l in a 
robot assembly domain, where d i f f e r e n t assembly 
tasks might use w i d e l y d i f f e r e n t p a r t s . I ns tead 
of hav ing to re-program the system f o r each new 
t a s k , i t would b e p r e f e r a b l e f o r i t t o a c q u i r e 
d e s c r i p t i o n s o f the p a r t s v i s u a l l y . 

Some of the problems to be c o n f r o n t e d when a 
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r e p r e s e n t a t i o n and a r e c o g n i t i o n s y s t e m a r e 
b e i n g d e s i g n e d become a m e n a b l e t o s o l u t i o n i n 
a more n a t u r a l way u s i n g t i i e new r e p r e s e n t a t i o n 
t h a n u s i n g e a r l i e r r e p r e s e n t a t i o n s . I t becomes 
e a s i e r t o compare d e s c r i p t i o n s o f o b j e c t s , t h e 
d o m a i n o f o b j e c t s may b e c h a n g e d o r e x p a n d e d 
w i t h v e r y l i t t l e e f f o r t , and t h e p r o b l e m s o i 
m a t c h i n g s y m m e t r i c a l o b j e c t s d i s a p p e a r . T h e r e 
i s a g r e a t d e a l o i f l e x i b i l i t y i n t h e c h o i c e o f 
how t o d e s c r i b e o b j e c t s, and t he f o rm o1 t he 
: ep r e s e n t a t i on makes r ec: ogn i t i on of ob j ec t s 
e a S i e r . 

A r e r o p n i t i o n a l g o r i t h m based o n t h e r e p r e s e n t 
. i t i o n has been d e v e l o p e d and i m p l e m e n t e d , i t 
x i k t s use o f t h e f o r m o f t h e r e p r e s e n t a t i o n t o 
> ;"iab 1 e i t to r e c o g n 1 ?.e o b j e c t s in a r o b u s t and 
e f f i c i e n t m a n n e r . A n e a r l i e r v e r s i o n o f t h e 
a l g o r i t h m a p p e a r s i n S h n e i e r ( 1 9 7 7 ) . I t i s d i s 
c u s s e d i n more d e t a i l i n S h n e i e r ( 1 9 / 8 ) , and 
e x a m p l e s a r e p r e s e n t e d o f i t s use i n t h r e e -
d i m e n s i o n a l v i s i o n and i n s p e l l i n g c o r r e c t i o n . 

*-- * COMPACT MODELS 

Ti ie a p p r o a c h t a k e n h e r e d i f f e r s f r o m e a r l i e r 
*\.'*"k i n two m a j o r r e s p e c t s . The f i r s t d i f f e r -
r . i i u ' c o n c e r n s t h e n a t u r e o f m o d e l s . Those 
a u t h o r s who h a v e p r e v i o u s l y made use o f m o d e l s 
■ > t o b j e c t s ( e . g . Fa I k ( 1 9 7 2 ) , B a r r o w and P o p 
p l e s t o n e ( 1 9 7 1 ) , b u t n o t W a l t z ( 1 9 7 5 ) ) have 
.., i v e n t h e t e r m " m o d e l " c e r t a i n i m p l i c i t c h a r 
a c t e r i s t i c s . A mode l has been d e f i n e d as a 
d e s c r i p t i o n o t a n o b j e c t w i t h a o n e - t o - o n e 
r e l a t i o n s h i p b e t w e e n p a r t s o f t h e o b j e c t ( e . g . 
a ,:i g e s , s u r f a c e s , v o l u m e s ) and p a r t s of 11 I e 
m o d e l . F o r e x a m p l e , t h e m o d e l f o r a cube c o n 
s i s t s o f a s e p a r a t e d e s c r i p t i o n o f each >1 t h e 
s i x s i d e s o f t h e c u b e , and d r e l a t i o n s h i p s 
b e t w e e n t h e s i d e s . 

T h e r e a r e a number o f r e a s o n s why t h i s c o n c e p t 
o f m o d e l , w h i l e n a t u r a l , i s n o t t h e b e s t f o r 
m a c h i n e v i s i o n . I t means t h a t each mode l has t o 
b e t r e a t e d a s a s e p a r a t e e n t i t y b e c a u s e t h e r e 
i s n o s h a r i n g o f s t r u c t u r e b e t w e e n m o d e l s o r 
p a r t s o f m o d e l s . Most s y s t e m s have p e r f o r m e d 
m a t c h i n g s e p a r a t e l y o n e a c h mode l i n t u r n , w i t h 
m o d e l s b e i n g r e j e c t e d one b y one u n t i l a m a t c h 
was f o u n d . I t was d e s i r e d t o b e a b l e t o m a t c h 
w i t h a l l p o s s i b l e m o d e l s i n p a r a l l e l , f i n d i n g 
t h e b e s t m a t c h i n t h e most e f f i c i e n t manner 
p o s s i b l e . Grape ( 1 9 7 3 ) a t t e m p t e d t o m a t c h i n 
t h i s way b y c o m p i l i n g a c e n t r a l l i s t o i f e a t 
u r e s a g a i n s t w h i c h t o m a t c h . H e was no t e n 
t i r e l y s u c c e s s f u I , howe v e r , b e c a u s e he had t o 
match, a g a i n s t each e l e m e n t o f t h e f e a t u r e l i s t 
i n t u r n . 

A n o t h e r r e a s o n f o r r e - e x a m i n i n g t h e n o t i o n o f 
mode l c o n c e r n s t h e a n a l y s i s o f m o d e l s o f s y m 
m e t r i c o b j e c t s . Underwood and C o a t e s ( 1 9 7 2 ) 
w e r e u n a b l e t o d e a l w i t h s y m m e t r i c o b j e c t s 
b e c a u s e o f p r o b l e m s o f f i n d i n g t h e c o r r e c t 
c o r r e s p o n d e n c e b e t w e e n p a r t s o f t h e s c e n e and 
p a r t s o f t h e m o d e l . O t h e r a u t h o r s h a v e had t o 
c o n t e n t t h e m s e l v e s w i t h f i n d i n g a l l p o s s i b l e 
c o r r e s p o n d e n c e s b e t w e e n t h e s c e n e and a m o d e l , 
and t h e n c h o o s i n g one o f t h e s e a r b i t r a r i l y 
( e . g . B a r r o w and P o p p l e s t o n e ( 1 9 7 1 ) , A m b l e r e t 
a ] . ( 1 9 7 5 ) ) . The p r o b l e m a r i s e s b e c a u s e t h e 
mode l o f a s y m m e t r i c a l o b j e c t c o n t a i n s s e v e r a l 
p a r t s t h a t a r e d e s c r i b e d i n a v e r y s i m i l a r 
f a s h i o n . When a n o b j e c t m o d e l i s b e i n g c o n 
s t r u c t e d f r o m s e v e r a l v i e w s , i t i s n o t c l e a r 
when t o c o n s t r u c t a new p a r t i n t h e m o d e l and 
when t o assume t h a t a l l p a r t s h a v e a l r e a d y 
been s e e n . S i m i l a r l y , when t r y i n g t o r e c o g n i z e 
a n o b j e c t , i t i s n o t c l e a r w h i c h o f a number o f 
p a r t s o f a m o d e l s h o u l d be m a t c h e d a g a i n s t a 
s c e n e f r a g m e n t . I f t h e s y s t e m i s t o w o r k i n a 
w o r l d o f man-made o b j e c t s , i t seems a d v i s a b l e 
t o b e a b l e t o h a n d l e symmet r y i n a more a c c e p t -

) , t at: i e manner . 

Our s o l u t i o n t o t h e s e p r o b l e m s w i t h m o d e l s i s 
t b r o a d e n t h e c o n c e p t o f a m o d e l . A m o d e l i s 
d e f i n e d a s a c o l l e c t i o n o f d e s c r i p t i o n s o f t h e 
k i n d o f p a r t s t h a t make u p a n o b j e c t and t h e 
s e t o f t h e r e l a t i o n s b e t w e e n t h e m . T h e r e i s n o 
r e q u i r e m e n t o f a o n e - t o - o n e c o r r e s p o n d e n c e b e * 
t ween o b j e c t p a r t s and m o d e l p a r t s . R a t h e r , 
t h e r e i s one mode l p a r t f o r e a c h d i s t i n g u i s h -
a b l y d i f f e r e n t o b j e c t p a r t . T h i s i s s i m i l a r 
t o s y s t e m s o f m a t h e m a t i c a l l o g i c , w h e r e a m o d e l 
i s a c o l l e c t i o n o f a x i o m s d e s c r i b i n g a w o r l d , 
and w h e r e n o a x i o m s a r e r e p e a t e d , 

S o , f o r e x a m p l e , a m o d e l o f a cube c o n s i s t s o f 
o n l y one p a r t d e s c r i p t i o n — t h a t o f a s q u a r e 
p l a n e . R e l a t i o n s a r e d e f i n e d b e t w e e n i n s t a n c e s 
o f t h e p a r t , s o t h a t a f o r m o f r e l a t i o n a l 
s t r u c t u r e i s t h e b a s i s o f t h e r e p r e s e n t a t i o n . 

F i g u r e 1 d e p i c t s t h e d i f f e r e n c e b e t w e e n t h e 
c o n v e n t i o n a l r e l a t i o n a l s t r u c t u r e m o d e l o f a 
cube ^nd t h e m o d e l d e s c r i b e d i n t h i s p a p e r . 
The c o n v e n t i o n a l m o d e l has one n o d e f o r e a c h 
s u r f a c e i n t h e c u b e , w h e r e a s t h e new m o d e l has 
a s i n g l e node d e s c r i b i n g a l l t h e s u r f a c e s . 
S i m i l a r l y , w h i l e t h e r e a r e many r e l a t i o n s d e -
f i n e d b e t w e e n t h e s u r f a c e s i n t h e c o n v e n t i o n a l 
m o d e l , t h e new m o d e l needs o n l y a s i n g l e , r e l a 
t i o n t o r e p r e s e n t them a l l . T h e r e i s a g r e a t 
s a v i n g i n t h e s i z e o f t h e m o d e l . 
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In f a c t , the models are even more l i k e those of 
the Logician than has been described so f a r . 
A l o g i c i a n describes a whole world w i t h one set 
of axioms. S i m i l a r l y , the models in t h i s rep
resenta t ion a l l share one s t r u c t u r e , instead of 
the usual separat ion of models of d i f f e r e n t 
ob jec ts . The advantages of such a system are 
manifold . Ma tching is eno rmous 1 y s imp i i f i ed 
and matches occur w i th a l l possib le models at 
once. Models are compact and are eas i l y comp
ared. S i m i l a r i t i e s are evident in shared 
s t r u c t u r e , and d i f fe rences are re f l ec ted by 
s t ruc tu re that is not shared. 

The second d i f f e rence between the new system 
and e a r l i e r work is more s p e c i f i c , and ar ises 
as a r esu l t of the fo rmula t ion of the models as 
r e l a t i o n a l s t r uc tu res . A r e l a t i o n a l s t ruc tu re 
is def ined as a set E of elements, together 
w i t h a set of p roper t ies P and a set of r e l a 
t ions R over E (Ambler et a l , 1975)). Scene 
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The choice of the r e l a t i o n s w i t h which to model 
an ob jec t is l e f t to the user , who l i s t s the 
names of the f unc t i ons to be app l ied at the 
time the model is cons t ruc ted . The use of a 
r e l a t i o n requ i res tha t an executable f u n c t i o n 
ex i s t which can c a l c u l a t e Values f o r instances 
>f i t s arguments. A number of d i f f e r e n t func
t i ons have been used in exper iments. Some of 
t h es e a re : 

ADJACENT: if the l i g h t plane in some subscan 
passed over both sur faces at the same t ime , 
and the l i n e segments produced by the l i g h t 
plane were touch ing , then the surfaces are 
i d)ac an t . 

RELDiST: The d is tance from the cen t ro id of one 
sur f ace t o tha t of ano t her. 

RELANCLE: The angle between two su r faces , from 
the v iewpoint o f the f i r s t . 

Whereas ADJACENT is a t rue r e l a t i o n , in that i t 
has values " t r u e " or " f a l s e , " RELDIST and REL-
ANGLE can have a la rge number of va lues , each 
of which w i l l g ive r i s e to a new schema when 
i t is encountered In an ob jec t being model led. 
(There w i l l no t , however, be an i n f i n i t e number 
■; such va lues , s ince a range ot values which 
ire s u f f i c i e n t l y s imiLar w i l l be grouped i n t o 
in equivalence c l a s s . ) 

ihe schemata are cons t ruc ted as f o l l o w s . For 
, ach pa i r of sur faces in S, the chosen set of 
f unc t i ons i s a p p l i e d . ihe r e s u l t o f the a p p l i -
a t i o n is used as the expected value s l o t in 

the schema. The name of the f u n c t i o n that was 
app l ied is the value of the f u n c t i o n name s l o t , 
wh i le the argument s l o t s are f i l l e d by the 
d e s c r i p t i o n s that correspond to the surfaces 
used in the e v a l u a t i o n . The correspondence is 
obta ined from the set SP >of pa i r s of sur faces 
and t h e i r d e s c r i p t i o n s . Using abbrev ia ted des
c r i p t i o n s , r a the r than f u l l sur face d e s c r i p 
t i o n s , genera l i zes the r e l a t i o n s to make them 
v a l i d f o r a l l sur faces tha t match the a b b r e v i 
ated d e s c r i p t i o n s . I f the value of the func 
t i o n is FALSE ( 0 ) , a schema is not cons t ruc ted . 

4.3 Producing the graph of models 

At t i l l s stage there is 

1. A l i s t P' of sur face d e s c r i p t i o n s . 

2. A set of r e l a t i o n schemata. 

3. A model name. 

This i n fo rma t i on must be i n teg ra ted i n t o the 
graph of models. Any new in fo rma t ion should 

be r e t a i n e d , but d u p l i c a t i o n or spur ious arcs 
should not be i n t roduced . 

Each of the d e s c r i p t i o n s in P' is matched 
against the p r i m i t i v e s in P, the set of nodes 
of the graph of models. Only i f there is no 
match ( i . e . i f a d e s c r i p t i o n i s s u f f i c i e n t l y 
d i f f e r e n t ) is a new p r i m i t i v e node created fo r 
the d e s c r i p t i o n and added to P. P r i m i t i v e s are 
descr ibed in exac t l y the same way as sur face 
d e s c r i p t i o n s , but there is on ly one p r i m i t i v e 
w i t h a p a r t i c u l a r d e s c r i p t i o n . The r e s u l t is 
a set PUP1 of p r i m i t i v e s . Matching requ i res 
tha t the sur face types be the same in the p r im 
i t i v e s and the sur face d e s c r i p t i o n s , and tha t 
the dimensions be w i t h i n some f i x e d to le rance 
of each other ( c u r r e n t l y , dimensions are 
al lowed to vary by about 20% before the match 
f a i l s ) . 

When a sur face d e s c r i p t i o n matches w i t h a p r i m 
i t i v e a l ready in the graph, the values of the 
p r i m i t i v e in the graph are updated. The mean 
of each d e s c r i p t i o n in the sur face and the 
p r i m i t i v e becomes the dimension f o r the p r i m i 
t i v e in the graph. 

The name of the model is added to the set of 
names if it is not a l ready a member. The new 
set of r e l a t i o n schemata is added to the set R 
of schemata tha t a l ready e x i s t as f o l l o w s . I f 
a new schema is not a l ready a member of R, it 
is added to R, and indexes only the new model. 
I f a r e l a t i o n scheme alneady e x i s t s in R, i t 
is not d u p l i c a t e d . I n s t e a d , the schema is 
a l t e r e d so t ha t i t indexes the new model in 
a d d i t i o n to any o thers i t might a l ready Index. 
The model indexes the p r i m i t i v e s and r e l a t i o n 
schemata t ha t occur in i t , and the p r i m i t i v e s 
index the new model. 

4.4 Example 

F igure A shows a p i c t u r e of a toy car r e s t i n g 
on the t u r n t a b l e . The car was scanned by the 
ranger , r o t a t e d through 90 degrees, and scanned 
aga in . This process was repeated four t imes , 
g i v i n g four v i e w s , each perpend icu la r to i t s 
predecessor. The four views cover a l l su r 
faces of the car except i t s base (F igure 5 ) . 

A f t e r scanning the ca r , the range map produced 
from the scans is processed to f i n d the su r 
faces of the ca r . There are seven of these, 
corresponding to the r o o f , two s i d e s , back, 
f r o n t , w i n d s h i e l d , and bonnet of the ca r . Some 
of these sur faces were v i s i b l e in more than one 
view of the car . The roof appeared in a l l four 
scans, and the bonnet in three (F igure 5 ) . 
Not ice tha t the sides of the car appear smooth 
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because the axle holes were not large enough 
to be perceived by the ranger. 

From the set of sur faces, the program must pro
duce a desc r ip t i on of the car. To be able to 
do t h i s , three pieces of in format ion are nec
essary. The f i r s t is a name fo r the ob ject— 
it w i l l be ca l led "CAR". The second requ i re 
ment is a f i l e conta in ing the surface data, and 
the t h i r d requirement is a l i s t of funct ions to 
be appl ied to pa i rs of surfaces to produce the 
r e l a t i o n schemata. In t h i s example, a s ing le 
func t ion that f inds ADJACENT re la t i onsh ips 
between surfaces w i l l be used. 

The f i r s t th ing that the program does is to 
work out descr ip t ions fo r each sur face. I t 
f i nds the type of the surface ( i n t h i s example, 
a l l surfaces are planes) and two numbers that 
describe the dimensions of the sur face. 

When the program t r i e s to f i n d the dimensions 
of the roof of the car , i t d iscovers that there 
are several views of the sur face, that i s , the 
roof was scanned more than once by the ranger. 
Each of these views is processed separate ly , 
and the resu l t s are merged. The bonnet of the 
car is t reated s i m i l a r l y . 

Having described the sur faces, the next stage 
is to construct the r e l a t i o n a l s t ruc tu re to 
describe the ob jec t . F i r s t , the program exam
ines the surface d e s c r i p t i o n . I f two descr ip 
t i ons are s i m i l a r , they are represented by a 
s ing le p r i m i t i v e node (PRIMITIVE) in the graph 
of models. In the example, three p r i m i t i v e s 
are found to be s u f f i c i e n t to describe the 
seven surfaces. This is less than ha l f the 
number that would be required by a convent ional 
represen ta t ion , i l l u s t r a t i n g the compactness of 
the represen ta t ion . The three p r i m i t i v e s des
c r ibe the f o l l ow ing sur faces: 

P r i m i t i v e PI describes the roof and back of 
the car. 

P r im i t i ve P2 describes the w indsh ie ld , bonnet, 
and f ron t of the car . 

P r i m i t i v e P3 describes the two sides of the car.. 

The dimensions stored fo r each of the pr imi t ives 
are the means of the dimensions of each surface 
that matched w i th the p r i m i t i v e . In add i t i on 
to descr ib ing the sur faces, the p r i m i t i v e s also 
index the model CAR of which they are pa r t s . 

The next step in b u i l d i n g the model is to l i n k 
the p r i m i t i v e nodes by means of ADJACENT r e l a 
t i o n schemata. An arc is constructed between 
two nodes if any of the surfaces described 

by one of the nodes is adjacent to any of the 
surfaces described by the other node. Thus, the 
side of the car is adjacent to the back of the 
car , g i v ing r i s e to the schema <ADJACENT PI P3 1>. 
The side of the car is also adjacent to the roof 
of the car , but t h i s gives r i s e to the same 
schema, because the roof and the back are dear* 
cr ibed by the same p r i m i t i v e and one schema is 
used to represent both r e l a t i o n s h i p s . A l l pa i rs 
of surfaces are examined, and f i v e r e l a t i o n 
schemata are found s u f f i c i e n t to describe the 
re la t i onsh ips between the surfaces in the car. 

The three p r i m i t i v e s and f i v e r e l a t i o n schemata, 
together w i th the name of the car , are a l l the 
in format ion needed to model the car (Figure 6 ) . 

Figure 6 

Note that the bottom of the car was not scanned, 
and so does not appear in the model. To i nco r 
porate i t , two sets of scans would be necessary. 
The model as shown would f i r s t be const ructed, 
and then another set of views of the car , t h i s 
time on i t s side or i t s r oo f , would be produced. 
Presenting the modeller w i t h the new set of 
views and the o ld object name would resu l t in 
the model fo r CAR being updated to include the 
new surface and any new re l a t i ons that were 
d iscovered. 

The s i t u a t i o n is more complex when several ob
j e c t s are modelled. If the descr ip t ions of some 
of the surfaces of an object being modelled 
match w i th p r i m i t i v e s already in the graph of 
models, the new model w i l l share that p r i m i t i v e 
in the graph. The node is made to index the 
new model in add i t i on to any others it already 
indexes. S i m i l a r l y , r e l a t i o n schemata may be 
shared by several models, and must be indexed 
accord ing ly . 

5. DISCUSSION 

The advantages of the representat ion are as 
f o l l ows . The representat ion is compact because 
nodes are shared by par ts of several ob jec ts . 
This al lows the space required to s tore models 
to be reduced, and has valuable imp l i ca t ions fo r 
r ecogn i t i on . Models can be constructed eas i l y 
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f r o m v i s u a l d a t a , and new mode ls can b e i n t e 
g r a t e d i n t o t h e n e t w o r k w i t h o u t a f f e c t i n g t h o s e 
mode ls a l r e a d y i n e x i s t e n c e . 

Because o f t h e s h a r i n g i n t h e s t r u c t u r e , a l l 
mode ls t h a t a r e d e s c r i b e d by a p a r t o f t h e 
s t r u c t u r e a r e made a v a i l a b l e s i m u l t a n e o u s l y 
when t h a t p a r t o f t h e s t r u c t u r e i s a c c e s s e d . 
I n s t e a d o f m a t c h i n g w i t h each model i n d i v i d u a l 
l y , a l l o f them a r e a v a i l a b l e a t once and t h e 
work t h a t i s done t o d i s c r i m i n a t e be tween mod
e l s can b e t a i l o r e d b y t h e c o n t e x t . T h i s 
a l l o w s l e s s w o r k to be done when a scene i s 
a n a l y z e d . 

The r e p r e s e n t a t i o n i s f l e x i b l e . I t was easy t o 
change t h e domain t o w h i c h t h e sys tem was a p 
p l i e d f r om t h r e e - d i m e n s i o n a l v i s i o n t o o n e -
d i m e n s i o n a l s p e l l i n g c o r r e c t i o n w i t h o u t c h a n g 
i n g t h e f o r m o f t h e r e p r e s e n t a t i o n . I t i s a l s o 
p o s s i b l e t o d e s c r i b e o b j e c t s w i t h i n a domain i n 
d i f f e r e n t t e r m s . 

The a b i l i t y t o compare d e s c r i p t i o n s i s one o f 
t h e c r i t e r i a f o r a u s e f u l r e c o g n i t i o n . I n t h e 
p a s t , o b j e c t s have each been d e s c r i b e d s e p a r 
a t e l y and compared b y f i n d i n g c o r r e s p o n d e n c e s 
between two s t r u c t u r e s . I n t h e r e p r e s e n t a t i o n 
p r e s e n t e d h e r e , a s i n g l e s t r u c t u r e i s s h a r e d b y 
a l l m o d e l s , w i t h p a r t s o f mode ls t h a t a r e s i m 
i l a r b e i n g r e p r e s e n t e d b y t h e same p a r t o f t h e 
s t r u c t u r e . T h u s , i n s t e a d o f p a i n f u l l y compar ing 
two s t r u c t u r e s and f i n d i n g p o i n t s o f c o r r e 
s p o n d e n c e , t h e s i n g l e s t r u c t u r e can b e examined 
and s i m i l a r i t i e s and d i f f e r e n c e s be tween o b j e c t 
mode ls can b e f o u n d i m m e d i a t e l y . S i m i l a r i t i e s 
a r e i n d i c a t e d b y s h a r e d s t r u c t u r e , and d i f f e r 
ences a r e i n d i c a t e d b y s t r u c t u r e t h a t i s n o t 
s h a r e d . 

A n i m p o r t a n t r e q u i r e m e n t f o r a r e p r e s e n t a t i o n 
and r e c o g n i t i o n s y s t e m , e s p e c i a l l y one t h a t i s 
t o wo rk w i t h man-made o b j e c t s , i s a n a b i l i t y t o 
d e a l w i t h symmet r y . Many o b j e c t s have some 
d e g r e e o f s y m m e t r y , and t h i s has l e d t o p r o b 
lems i n p r e v i o u s s y s t e m s . The d i f f i c u l t y a r i s e s 
when a s y m m e t r i c a l o b j e c t i s matched w i t h i t s 
mode l d e s c r i p t i o n . I t i s n o t c l e a r what p a r t s 
o f t h e o b j e c t s h o u l d b e matched w i t h what p a r t s 
o f t h e model because t h e r e i s no u n i q u e way o f 
m a t c h i n g when s e v e r a l p a r t s have t h e same 
d e s c r i p t i o n . T h i s p r o b l e m has e i t h e r been 
a v o i d e d b y n o t a l l o w i n g s y m m e t r i c o b j e c t s i n 
t h e domain (Underwood and Coa tes ( 1 9 7 2 ) ) , o r i t 
has been s o l v e d b y r e s o r t i n g t o f i n d i n g a l l 
p o s s i b l e c o r r e s p o n d e n c e s be tween t h e o b j e c t and 
i t s mode l and c h o o s i n g one o f them ( e . g . , 
Ba r row e t a l . ( 1 9 7 2 ) ) . When t h e r e i s a l a r g e 
amount o f s y m m e t r y , as i n a c u b e , t h i s method 

can b e v e r y e x p e n s i v e . U s i n g t h e r e p r e s e n t a t i o n 
i n t h i s p a p e r , t h e p r o b l e m o f symmetry d i s a p 
p e a r s . T h e r e i s a s i n g l e d e s c r i p t i o n f o r a l l 
t h e s i m i l a r p a r t s , s o t h a t t h e r e i s n o c o n f u s i o n 
when m a t c h i n g . Symmet r i c o b j e c t s can t h u s be 
r e c o g n i z e d w i t h t h e same e f f o r t a s n o n - s y m m e t r i c 
o b j e c t s . 

The r e p r e s e n t a t i o n has been s u c c e s s f u l l y a p p l i e d 
t o two d o m a i n s . The f i r s t , mach ine v i s i o n , used 
s u r f a c e d e s c r i p t i o n s a s p r i m i t i v e s , and r e l a 
t i o n s l i k e a d j a c e n c y . The s e c o n d , s p e l l i n g c o r 
r e c t i o n , used l e t t e r s a s p r i m i t i v e s and o r d e r i n g 
r e l a t i o n s l i k e " p r e c e d e s " and " f o l l o w s " . 
S h n e i e r (1978) p r o v i d e s a f u l l d i s c u s s i o n o f 
each d o m a i n . He a l s o d i s c u s s e s an e l e g a n t 
r e c o g n i t i o n a l g o r i t h m t h a t t a k e s a d v a n t a g e o f 
t h e f o r m o f t h e r e p r e s e n t a t i o n i n i t s a n a l y s i s . 
The m o d e l l i n g and r e c o g n i t i o n sys tems have been 
f u l l y i m p l e m e n t e d and t e s t e d . T h e i r p e r f o r m a n c e 
u n d e r l i n e s t h e a d v a n t a g e s o f t h e compact r e p r e 
s e n t a t i o n . 

6. CONCLUSIONS 

T h i s pape r has p r e s e n t e d a new r e p r e s e n t a t i o n 
t h a t t a k e s a d v a n t a g e o f s i m i l a r i t i e s i n t h e 
d e s c r i p t i o n s o f o b j e c t s . B y s h a r i n g d e s c r i p 
t i o n s t h a t a r e common w i t h i n mode ls and a c r o s s 
m o d e l s , a compact r e p r e s e n t a t i o n was o b t a i n e d 
t h a t had numerous a d v a n t a g e s o v e r o t h e r r e p r e 
s e n t a t i o n s . The sys tem was imp lemen ted and 
a p p l i e d t o two d o m a i n s , t h o s e o f mach ine v i s i o n 
and s p e l l i n g c o r r e c t i o n . I n b o t h c a s e s , i t 
p r o v e d p o s s i b l e t o r e p r e s e n t t h e o b j e c t s i n t h e 
domain i n a compact manner t h a t was e s p e c i a l l y 
u s e f u l f o r r e c o g n i t i o n . The s i m p l i f i c a t i o n o f 
t h e r e p r e s e n t a t i o n i s a d i r e c t r e s u l t o f a 
g e n e r a l i z e d c o n c e p t o f m o d e l . 
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ABSTRACT - This note gives an overview of the Programmer's Apprentice system being developed at MIT. This system 
is conceived as being midway between an aid to improved programming methodology and an automatic programming 
system. A programmer and the apprentice work together throughout all phases of the development and maintenance of 
a program. The programmer does the difficult parts of design and implementation, while the apprentice acts as a Junior 
partner and critic, keeping track of details and assisting the programmer wherever possible. A key feature of the 
apprentice is its ability to understand the logical structure of a program so that It can interact with the programmer In e 
meaningful way. 

1. Introduction 2. A Scenario of Use of the PA 
The Programmer's Apprentice (PA) is an interactive system for 
helping programmers manage the complexity of evolutionary 
programming. It is being designed and implemented at MIT by 
Charles Rich, Howard Shrobe and Richard Waters (only some of 
the modules in the system are actually running at the present 
time). The intent is that the programmer will do the hard parts 
of design and implementation, while the PA will act as a junior 
partner and critic, keeping track of details and assisting the 
programmer in the documentation, debugging, and modification of 
nis program. In order to cooperate with the programmer in this 
,, shion, the PA must be able to "understand" what is going on. 
The central achievement of the Programmer's Apprentice project 
has been the development of a "plan* representation which 
facilitates the cataloging of basic programming knowledge. 

The "plan" for a program is a network of operations 
inter connected by data flow and control flow links. This 
representation is a better vehicle for expressing the logical 
interrelationships in a program than the programming language 
source code. A plan is segmented into a hierarchy of 
subsegments, each corresponding to a conceptual unit of 
Lchavior. The plan specifies how each non-terminal segment is 
constructed out of the segments contained within it. Explicit 
dependency links are used to record the goal-subgoal and 
prerequisite relationships between a segment and its 
subsegments. Taken together, these links summarize how the 
behavior of a segment follows from the behavior of its 
subsegments and the way they are connected by control flow 
and data flow. A final aspect of the plan representation is that 
there may be more than one plan for a program or part of a 
program, representing different points of view. 

The plan representation is also used in the PA system to 
construct a library of common algorithms and data structure 
implementations. In general, the PA attempts to understand a 
programmer's code in terms of these familiar plans. 

This report describes research done at the Artificial Intelligence 
Laboratory of the Massachusetts Institute of Technology. 
Support for the laboratory's artificial intelligence research is 
provided in part by the Advanced Research Projects Agency of 
the Department of Defense under Office of Naval Research 
contract N88814-75-C-8643. 

The following imagined dialogue between a programmer and the 
PA is presented in order to illustrate the intended operation of 
the system. (Comments discussing the scenario are printed in 
italics.) The scenario illustrates the following basic areas in 
which the PA can assist a programmer: 

1) DOCUMENTATION: The PA provides automatic, permanent, and 
in-depth documentation of the program. The PA remembers 
not only explicit commentary supplied by the programmer 
with the code, but also a substantial body of derived 
information describing the logical structure underlying the 
program. 

2) DEBUGGING: Any discrepancy between the PA's 
understanding of the programmer's intent and the actual 
operation of the program is reported to the programmer as 
a potential bug. 

3) MANAGING EVOLUTION: Based on its knowledge of the logical 
relationships between parts of a program, the PA is able to 
determine what parts of a program are affected by a 
proposed design change. It can use this information to warn 
the programmer of impending difficulties. 

The scenario traces the design, coding, and subsequent 
modification of a program which deletes an entry from a hash 
table. The scenario picks up in the middle of a session at a 
point where the programmer has already made many design 
choices and told them to the PA In particular, he has stated the 
input-output specifications for the subroutine DELETE and 
chosen the basic data structures to be used. The hash table is 
implemented as an array of linked lists called "buckets*. Each of 
the entries in a bucket is a dot ted-pair whose CAR is the key 
for the entry. 

Programmer: The plan for the routine DELETE has three main 
steps: the first one hashes the input key to get an index) the 
second one fetches the bucket corresponding to that index 
from the table; and the third splices out the entry in the 
bucket whose key part is equal to the input key. 

[The only feature of this scenario which is not $ current 
research goal of the Programmer's Apprentice project is the use 
of natural English dialogue. Although the system should be able 
to support a sophisticated natural language "front-onf, no 
effort has been expended in tNs direction to date. 
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The PA uses the programmer's outline of the design in order to 
build a plan representing the program's intended structure. 
References to basic programming techniques such as "splicing 
out" (deleting elements from a linked list) trigger the retrieval of 
plans from the plan library.) 

PA: I think that there is • bug in this design. If the input key is 
equal to the key part of the first entry in a bucket then the 
first entry will not be spliced out. 

[After constructing a plan, the PA uses its reasoning abilities in 
order to check for bugs. Above, the PA finds a bug and reports 
it to the programmer, framing its response In terms of the 
"splicing* plan, !n general, it is the responsibility of the 
programmer to supply corrections.) 

Programmer: Modify the plan as follows. Add a final step which 
compares the bucket after splicing with the bucket before 
splicing and stores the new bucket in the table under the 
index if the two initial cells are not identical. 

[The PA analyzes the code written by the programmer in order 
to construct a plan for it. Comparing this plan with the plan 
directly described by the programmer, the PA discovers en 
implementation bug. The bug is so simple that the PA can 
suggest a correction.) 

PA: This code is not consistent with your plan. When the first 
entry is deleted, the code stores the bucket before spiking, 
rather than the bucket after splicing. Did you mean: 
•(STORE (TBI (HASH KEY)) BKT2)7 

Programmer: Yes, fix the code. 

[Some time later it is necessary to make a modification to 
the original design. The PA helps the (perhaps new) 
programmer maintain consistency.) 

Programmer: I want to make a change in the representation 
of buckets in the hashing programs. A bucket now has two 
parts: a count field and a list of entries as before. The 
count field will contain an integer equal to the length of the 
list of entries. Let a bucket be a dotted-pair whose CAR is 
the count and whose COR is the list of entries. 

[The PA inspects the logical dependencies in the plans for the 
programs being worked on in order to determine the specific 
ways in which the programs can be affected by the proposed 
changes.) 

PA: The proposed change will affect OELETE as follows: After 
the bucket is fetched, it is passed to BKT-OELETE which 
does the actual deletion. However, BKT-OELETE requires e 
list of entries while in this new implementation, a bucket it 
no longer Just a list of entries. 

Programmer: Change the specifications of BKT-OELETE so that 
it expects as input a bucket of the new type, rather then e 
list of entries. 

[ ... and so the session continues with the PA looking over the 
programmer's shoulder.) 

3. Current Status of the PA 
Rich and Shrobe [1] laid out the basic idea of a plan and the 
initial design of the PA. Since that time Rich, Shrobe end Waters 
have been working together on further aspects of the theory 
along with design and implementation of the PA system. 

Rich*s work [2] centers on the plan library. He is using the plan 
representation to formalize a number of common techniques in 
non-numerical programming involving trees, lists, end errays. Ha 
is also studying the use of this library in the PA system for 
analyzing already-written programs and to provide high level 
abstractions for interactive program synthesis. 

Shrobe [3] has implemented a deductive module, called REASON, 
which can reason about programs represented by plans. 
REASON is a dependency based system which maintains an 
explicit record of its control information within the seme 
formelism as is used to represent facts. An accompanying 
article in these proceedings describes how REASON reasons 
about destructive modifications to complex end potentially 
shared data structures. 

Waters [4] has implemented a system which can analyze the 
code for a program and produce a structured plan for the entire 
program. The basic idea behind Waters' work (which is 
described in detail in an accompanying article In these 
proceedings) is that p\an% tor most programs are built up in a 
small number of stereotyped ways, and that features in the code 
for a program can be used to determine the structure of the 
plan for the program. 

Our goal for the immediate future is to construct a prototype 
system which exhibits the kind of behavior shown in the 
scenario. To do this, an interactive module must be built, and 
the modules which have already been constructed must be 
connected together into an integrated system. Looking further 
ahead, additional modules (such as a simple program synthesis 
module, and one dealing with efficiency issues) will be added to 
the PA, and the existing ones strengthened so that the PA cen 
take over more responsiblity from the human programmer. 
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Dependency Directed Reasoning in the Analys is of P rog ra 
Mod i fy Complex Data St ruc ture* 

Which 

Howard Elliot Shrobe 
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545 Technology Square 
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REASON is the deductive component of a larger program understanding system called the Programmer's 
Apprentice [\\ REASON') key features are : (1) Its use of the Truth Maintenance System [2] to record end 
manipulate the justifications for its deductions, (2) A discipline of explicitly recording control information in a 
form which may be manipulated by the reasoning system itself and (3) Its goal of producing a a "common sense" 
explanation of how a program functions, as opposed to the formal proofs common in verification. One 
particularly difficult problem which such a system must face is the analysis of program which allow destructive 
modifications of potentially shared data structures. Our observation is that experienced programmers tend to 
make simplifying assumptions when analyzing such programs; even if these assumptions are found to be false they 
can be useful in guiding a more accurate analysis. Thb paper shows how REASON mimics thb behavior of 
expert programmers. 

In t roduct ion 

REASON is the deductive component of the programmer's 
apprentice system, a 'program understander" which is not mainly 
concerned with providing a rigorous proof of a program's 
correctness, but rather with giving a "common sense" explanation 
of how the intended behavior of the whole program results from 
:h© kr.own (or assumed) behaviors of its parts. REASON is able 
to analyze the effect of a proposed change to a program, 
viewing the modification at a pertubation rather than as a whole 
new program requiring a new proof. 

One particularly difficult problem which REASON faces is the 
analysis of programs which allow destructive modifications to 
complex and shared data structures. Apparently simple 
operations can produce non-trivial results: a modification of one 
part of a structure can change properties of the whole structure. 
Thus, in reasoning about the results of a particular action, a 
program analyzer must assess what properties besides those 
explicitly stated will also change. Suzuki [3] attacked the 
problem of verifying PASCAL programs which allow such 
opertions; however, the formal approach of his work is not easily 
adapted to the interactive, and common sense context of the 
programmer's apprentice. 

This research was conducted at the Artificial Intelligence 
Laboratory of the Massachusetts Institute of Technology. 
Support for the Laboratory's artificial Intelligence research is 
provided in part by the Advanced Research Projects Agency of 
the Department of Defense under Office of Naval Research 
contract number N00014-75-C-0643. and in part by NSF grant 
MCS77-04S2I. 

This general problem of knowing what change* and what 
remains the same has been termed the "frame problem" in [4\ In 
the case of common sense reasoning, one has to assume that 
most things don't change unless there is reason to believe 
otherwise. When such assumptions lead to trouble, a belief 
revision process is necessary. In the case of program 
understanding, similar techniques can also be applied. Consider 
the following procedure which deletes all elements of a list 
which are also members of a hash table. 

(eefun removt ( I 1 i t - 1 hashtablt) 
(mapc 

'(laabtfa (x) 
(and (lookup x haihtablt) 

( M t q 11 i t - l ( d t l t t t x 11i t~ l ) ) ) ) 
H i t - 1 ) ) 

This program has a bug which few programmers (even experts) 
spot when examining the code. (The reader might try to figure 
out what the problem is now before proceeding). 
Suppose that the hashtable is implemented as an array of lists 
(the lists are called buckets) as is typically done in LISP. 
Suppose also that the parameter list-1 is bound to a list which 
shares some structure with one of the buckets of the table. In 
this case the above program will have the unintended effect of 
removing elements from the hashtable as well. This is because 
DELETE operates by side effect. 

Most readers will feet cheated by this example. It doesn't seem 
fair to bring in the issue of structure sharing out of the blue. 
Quite so. This illustrates a difference between formal 
verification and common sense reasoning: In a verification 
system one must consider the most general case of a program's 
behavior; this is typically done by considering all input 
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parameters of the program to be objects which might share 
structure. This forces the verifier to consider all cases of 
possible identity. However, the very fact that the example above 
seems like a trick indicates that this is not the way programmers 
routinely think about their code. Quite the contrary, the tacit 
calculus of expert programmers assumes that, unless otherwise 
stated, sharing of structure does not take place. 

There is a good reason for this tacit calculus; in common sense 
reasoning and also in engineering disciplines we find that there 
is a trade off between ease of comprehension and accuracy. 
Simplifying assumptions are made to reduce the cognitive 
complexity of a problem to the point where a solution can be 
developed In general the simplifying assumptions are chosen so 
that the solution reached is "close enough". In those rare cases 
where the solution b not close enough, it is debugged; however, 
it still plays a guiding role in the formation of the improved 
solution. 

Our observations above indicate that programmers use more 
than one strategy for analyzing the effect of an action. In the 
more reckless strategy, one assumes that things are not changed 
unless there is reason to believe they do. This has the advantage 
of being right most of the time, requiring less effort, and 
allowing the programmer to form a "first order" theory of what 
the code does. In the more careful strategy, one does the 
opposite, assuming things are effected unless evidence to the 
contrary exists. This, has the advantage of never allowing a false 
conclusion to be drawn, but the disadvantage of requiring much 
greater effort, to the extent that it can prevent one from forming 
a "first order" understanding. 

REASON is designed to conduct both of these forms of 
reasoning. More significantly, however, it is a dependency 
based system which can use information gathered during the 
"common sense" analysis to guide the "formal" analysis. 
Frequently, all one desires from the formal analysis is the 
statement that there are "screw cases" in which the behavior 
inferred during the informal analysis no longer obtains. 

The Pepewdewc* Bated Formalism 

REASON is implemented in a variant of the language AMORD 
[51 a formalism which records both facts and the reasons for 
believing them. Al l goal states and the reasons for their 
existence are recorded within the same formalism. Justifications 
are a crucial form of information in REASON. When an 
assertion is entered into REASON'* data base, it is always 
accompanied by a justification explaining why the new assertion 
is believed. To make this convenient, each assertion is assigned 
a unique "fact-name". For example; 

Ast t r t lon Syitee-Swep1iad-ract*RiM 

(< x Y) r - l 
(< Y z) r-l 

The transitivity rule can be applied to F-l and F-2 and a newly 
deduced fact entered into the system using the ASSERT 
function: 

ASSERT takes two arguments: the new assertion to be added to 
the data base and the justification for the assertion: a 
justification is a list whose first element is a justification name 
and whose remaining elements are the fatt-names upon which 
the new assertion depends. 

REASON makes deductions using rules which consist of two 
elements: a trigger set and a body. The trigger set is a list of 
patterns each of which has two parts: a fact-name variable and an 
assertion pattern. The body is a LISP expression which is 
evaluated in an environment in which the variables of the 
patterns are bound to the objects which they matched. The 
following is a fairly typical REASON rule: 

In these triggers, the leading single variable (:f or :g) is the 
fact-name variable, the remaining part of each trigger 
(Rest :lisM :list-2) or (Member :list-2 :obj-l) ) is the assertion 
pattern. A rule is applicable if all its patterns are matched by 
facts which have currently valid justifications (see below). The 
body is then executed in the environment of the match. 

As each trigger is matched to an assertion, the fact-name variable 
of that trigger is bound to the fact-name of the matched 
assertion. This allows the body of the rule to refer to its 
triggering facts. In particular, assert statements in the body of 
the rule may include a justification mentioning these facts. 

Assertions have one of two statuses in REASON, they are either 
in or out. A fact which is in is believed to be true. An assertion 
whose negation is in is believed to be false. If both an assertion 
and its negation are in then the data base is contradictory and 
corrective action is required. If neither the assertion nor its 
negation is in, then the fact is simply unknown. 
The meaning of justifications such as the transitivity justification 
shown above is that whenever F-l and F-2 are in then F-3 
should also be in. If for some reason either F-l or F-2 became 
out, then F-3 would lack support and would also become out. 
The "ting and outing of facts is managed by the Truth 
Maintainence System [2] which ensures that no fact is in unless it 
has well founded support 

It is frequently necessary to assume that some fact holds even 
though no reason exists for believing it This is often done in 
hypothetical reasoning as when one proves that A implies B by 
assuming A and deriving B. One assumes a fact because there is 
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no apparent reason not to believe it; thus, the assumed fact is 
justified by making it depend on the 0utness of its negation. 
This is done by the function ASSUME: 

which states that the system will believe that the moon is made 
of green cheese as long as it has no reason to believe that the 
moon is not made of green cheese and as long as it believes fact 
F-23, The function ASSUME builds a justifiction which has two 
parts: A list of assertions upon whose inness the fact depends 
and a list of assertions upon whose 0utness the fact depends. 
When the above ASSUME form is invoked it creates the 
assertion: 

where the first list in the justification is the list of facts whose 
inness supports F-2 and the second list is the out list. Whenever 
an assertion changes its status, the Truth Maintenance system 
propagates the change until only assertions with well-founded 
support remained in. It is, therefore, always safe to make an 
assumption since if this introduces an inconsistency, the TMS 
will cause the improperly assumed fact and all other facts which 
depend upon it to go out. 

Reasoning About Simple Side-effccts 

A program segment is thought of as forming a transition between 
its input and output situations. Situations are representations of 
the state of affairs which obtain at a particular point of the 
computation. When appropriate, assertions may be situationally 
tagged to indicate at what points of the computation they are 
true. For example, to state that the first element of List-1 is 
Obj-22 when Segment-41 is entered we would assert 

(lnput-Situation Segment-41 S1tuat1on-l) 
( ( F i r s t L i s t -1 Obj-22) S i tua t ion -1 ) 
A side-effect is indicated as follows: 

Which says that the <object> has been subjected to a side-effect 
during the transition from the <in-sit> to the <out-sit> with the 
result that <new-fact> is made true in the <out-$it>. The new 
fact can be any relation (primitive or not). Side-effect 
processing consists of deducing which properties can safely be 
moved along the transition from <in-sit> to <out-sit> safely; I 
refer to this process as transition analysis. My general approach 
of explicitly recording dependencies dictates that REASON 
should provide a justification whenever it decides to move a 
fact across a transition. Similarly, if it decides not to move a fact 
it should justify this decision as well. These recorded 
dependencies allow REASON to make an initial decision based 

on a cursory analysis of the circumstances, while still reserving 
for itself the option of reconsidering in more detail at a later 
time. If it should reconsider, the recorded dependencies can 
rapidly indicate which properties depend on the simplifying 
assumptions of the cursory analysis. 

The basic protocol is as follows: An assertion in the input 
situation of a transition can be moved to the output situation of 
the transition only if there is an explicit assertion declaring it 
safe to do so. In phase one of the analysis, simple rules are run 
to find reasons for not moving a fact. If such cause is found, 
these rules assert that it is unsafe to move the fact. At the end 
of this process each assertion is asserted to be safe to move; 
however, the justification for this safe assertion depends on the 
outness of the corresponding unsafe assertion. Thus, if any 
reason for considering the assertion unsafe had been found, the 
unsafe assertion will be in, causing the safe assertion to be out. If 
at the end of this process a safe assertion is in for a particular 
fact, then the fact will be asserted in the output situation with its 
justification pointing to the safe assertion. The following rules 
carry out these operations: 

REASON has a set of rules for determining whether a particular 
fact is affected by a particular side effect If the fact is not 
affected then the rules assert that the fact is safe-from this 
particular side effect (and conversely). If a fact is safe-from all 
side effects at a particular transition then it u safe The simplest 
such rule is the rule of direct negation which says that a fact 
which is explicitly negated by a side-effect is unsafe: 



Another simple side-effect rule concerns objects (like records) 
which are composite structures with several distinct fields, called 
parts. Suppose that we modify a particular record to change one 
of its parts to a new value. It follows, that assertions stating the 
old value of the affected part of the record are not safe from 
this side effect However assertions mentioning other fields of 
the structure are safe. 

The next rule is for side-effects to objects such as arrays which 
have indexed-parts. Suppose we have an object with an indexed 
structure (for example, an ARRAY, a HASH-TAHE, or a record 
structure including an ARRAY) and that this object is modified to 
change the part indexed by INDEX-s. Also suppose that we have 
an assertion saying what is the part indexed by INDEX-l. Then, 
the side-effect should make the assertion unsafe if the two 
indices are identical and leave it unaffected otherwise, as 
expressed in the following rule: 

Notice that it is altogether possible that neither the premise of 
the IF-THEN-ELSE, nor its negation are present in the data base 
and thus, that neither a -from assertion nor its negation will 
be created. In the first pass, "fast and dirty" analysis, this lack of 
an unsafe assertion will be taken as grounds for assuming that 
the assertion is safe; it will, therefore, be moved across the 
transistion. This will not be logically incorrect, since the 
justifications for the assumption are explicit and can be 
withdrawn; it is, however, not a very useful strategy. Even for a 
fast and dirty pass this strategy is a little too dirty. We would 
rather say that if it is passible that the two indices are equal, then 
we should not consider the assertion SAFE, but should rather do 
a case analysis, considering separately the two possibilities of 
equality and non-equality. 

Since the conclusion that the assertion is not SAFE is based on 
the possibility that the indices are equal, we need a way of 

asserting that this possibility exists; this possibility assertion can 
then be included in the justification. I have developed some 
syntactic mechanisms to facilitate the use of the concept. The 
starting point is the observation that an assertion is possible as 
long as its negation is out, of course, if the assertion is in it is 
also possible. Thus, the following support structure captures the 
notion of possibility (the wavy line indicates that the 
dependency is on the outness of the assertion, this is called 
non-monotonic support). 

i 

This expression is interpreted in two stages. First the support 
structure shown above is created for an assetion which states the 
possibility of FACT-I. If this assertion stays in, then body-I will be 
executed in a binding environment where f is bound to the 
possibility assertion for F-1. If the negation of FACT-1 is in (i.e. 
FACT-I is impossible) then BOOY-2 is executed in a binding 
environment in which :F is bound to the negation of F-l. 

Given this, the appropriate body for the rule dealing with tide 
effects to indexed-part stuctures is: 

This says that if it is at all possible that the indices are equal, the 
system wil l decide that the indexed-part assertion is not SAFE. If 
REASON decides that moving this assertion is important it can 
try backward chaining rules on the IF-THEN-ELSE assertion to 
create a case analysis. 

Mo re Complicated Effect ! 

So far the analysis of side-effects has been quite simple 
considering only assertions about PARTS and INDEXED-PARTS. 

These are the most primitive notions in the system However, 
there are a host of more complex defined notions which have 
been developed to allow programs to be thought of in more high 
level terms. 

The relations which are used in describing programs are 
complex in the sense that they are a logical combinaton of 
assertions which ultimately depend on the PART structure of the 
objects implementing the more abstract notion. For example, in 
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hashing systems there is a notion of membership in the table 
which is defined in terms of membership in one (or more) of the 
INDEXED-MATS (BUCKETS) of the table. Similarly, since we 
frequently implement these BUCKETS as LISTS, membership of an 
object in the BUCKET reduces to whether the object is the FIRST 

part or a MEMBER of the REST part of the list. Thus, simple 
side-effects to the part structure of an object can result in 
side-effects to derived properties of the object. For example, 
side-effecting a TABLE to set one BUCKET to the EMPTY-LIST will 
(potentially) delete several members of the table. The processes 
handling side-effects, therefore, must examine the way in which 
facts in the input situation of a transition depend on one 
another and use this as a guide to the transition analysis. 

For example, let us define LIST membership in the standard way: 
an object is a MEMBER of a LIST if it is either the FIRST of the LIST 
or a MEMBER of the REST of the LIST. 

(Members H i t objects <■> (Or (First List Objtct) 
(Mtmbtr [ R u t L1st] Obj tc t ) ) 

The brackets indicate a reference expression, they are read "the 
object which is ...". REASON extracts the component clauses of 
the right hand side of this definition, building a network of 
potential dependency assertions, which links assertions to those 
side-effects which might make them UNSAFE. For example, from 
the definition for LIST membership we can get the following 
potential dependency assertions: 

(potential-dependency (member :list : o b j t c t - l ) 
( f i r i t :11ft :ob j te t -7) ) 

(potential-dependency (members :11st object-1) 
( res t :L is t - l :11st-*) ) 

(potential-dependency (mtmbtr :11st :ob j tc t ) 
(not (mtmbtr : L i s t - l .ob j te t ) ) ) 

Potential dependency assertions are the information used to 
determine that there might be a logical connection between a 
fact and a side-effect. These say that if ( I ) There is an assertion 
in the input situation which matches the first pattern and 
(2) There is a side-effect on the transition which matches the 
second pattern, then it is possible that the assertion is rendered 
UNSAFE by the side-effect Notice that in the case of 
dependencies on many-to-many relations (such as MEMBER) the 
dependency is on the negation of the relation. If functional 
relationships (such as PART or INDEXEDPART) assertions are 
involved, a side-effect asserting a new value for the relation, 
such as (First List Foo), implicitly negates any previous value 
of the property, such as (First List Btr); for these relations the 
dependency pattern is not negated. The network of potential 
dependency assertions is completed by using a transitivity rule. 

The information in the potential dependency assertions is used 
by a rule which monitors transitions in which facts might be 
made UNSAFE by a side-effect. If such situations are noticed, the 
rule asserts that the fact is possibly-unsafe Any fact which is 
POSSIBLY-UNSAFE is expanded, i.e. the right-hand side of its 
definition is added to the data base. 

Two points about these rules for determining potential 
dependency should be noted. First, these rules only signal the 
possibility that an assertion is affected by a side-effect; it is for 
other more thorough rules to explore whether or not the 
assertion actually is SAFE or not This allows a many layered 
control structure in which one set of rules notices candidates 
for examination, and other sets of rules chose to examine these 
candidates at a level of detail deemed appropriate. 

The second point to be made here, is that the potential 
dependency rules shown so far are actually of the "fast and dirty* 
variety. Remember that our earlier example showed that 
different local variable names might, in fact, name the identical 
object Usually people rule out this possibility of "aliasing" to 
facilitate their analysis. However, to be completely accurate one 
must examine all possibilities. 

The careful version of a rule for LIST membership, for example, 
is: 

Once it has been determined that an assertion is possibly 
affected by a side-effect it remains to be determined whether the 
assertion is SAFE or UNSAFE. When a defined relation is possibly 
unsafe it is expanded into its definition; thus, the only remaining 
analysis is that associated with the logical connectives. Rules for 
these connectives are given in [6] 

Once an assertion has been determined to be UNSAFE, it is then 
treated as a side-effect itself. This initiates a consideration of 
derived side-effects, propagating the side-effect through the 
various levels of definition. 

Reducing Complexity in Side Effect Analysis 

Much of the complexity in reasoning about side effects occurs in 
recursively defined structures which share substructure. 
Suppose that we know of the existence of two lists, and one of 
these is modified; given what we have developed so far, we must 
consider the possibility that this modification will also change 
some properties of the second list as well. However, if we knew 
that the two structures were disjoint, then this possibility would 
be eliminated, reducing the complexity considerably. Burstall 
[7], introduces some techniques for reasoning about side-effects 
which use this notion of disjointness to advantage. I will extend 
that notion in this section. 
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Suppose that we know that L IST- I and LIST-2 do not share any 
structure and that one of these lists has an element spliced into 
it; since neither list can be a sub-list of the other it is not 
necessary to conduct a thorough investigation as outlined in the 
preceding sections. It is immediately obvious that the 
modification to the first list cannot affect the second. 

The notion of list-structure can be generalized to that of 
recursive data structures; having made this generalization we 
can create a hierarchy of classification for side-effects, properties 
and the degree of sharing exhibited by recursive structures. It 
wi l l follow that the level of sharing can limit the degree to 
which side-effects to one structure can effect properties of the 
other. Similarly, the classification of properties into levels 
isolates those at a higher level from less powerful side-effects. 

For our purposes a recursive structure can be thought of as a 
labelled digraph with two distinct types of arcs: those labelled as 
value arcs and those labelled as structure arcs. The set of 
objects connected to a node by outgoing structure arcs are 
called the immediate children of the node; the set of objects 
reachable by outgoing value arcs are called the value set of the 
node. Al l immediate children of any node of a recursive data 
structure must be either terminal or non-terminals of the 
recursive data type. Value nodes may be objects of any type. 
Terminal nodes may not have outgoing structure arcs. 

Actually, we are not as interested in sharing as in the lack of it 
disjoin tness. We may identify three types of disjointness which 
have some utility. We have previously defined structure sharing 
as having a node in common. Structurally disjoint structures are 
those which do not share structure. For lists this means that no 
sublist (the transitive closure of COR) of the two lists is shared. 

Often we will have non-recursive structures such as HASH-TABUS 

whose parts are recursive structures. For such objects, we 
define structure sharing in the obvious way: namely two objects 
share structure if there is a part of the first and a part of the 
second which share structure. Thus, a HASH-TABLE and a LIST 

share structure if one of the table'* BUCKETS shares structure with 
the LIST. They are structurally disjoint if there is no BUCKET of 
the TABLE which shares structure with the LIST. 

The next type of sharing is termed value sharing. Recall that the 
nodes of a recursive structure can have parts other than those 
which represent the immediate children. A list is a recursive 
structure which has a value at each node called the FIRST. 
When there is an object which is a value of two recursive 
structures, we say that there is fake sharing, conversely, if there 
is no such object we say that the structures are rahie disjoint. It 
follows that if two structures are value disjoint, they are also 
structurally disjoint. 

Two objects are totally disjoint if ( I ) The objects are both 
structurally and value disjoint and (2) All objects pointed to by 
each node are totally disjoint. It follows that if two 
RECURSIVE-STRUCTURES are totally disjoint, then side-effects to the 
one can not effect the other. 

Now let us classify side-effects in a manner similar to that used 
for structure sharing. We call side-effects strictly structural if 
they only affect the immediate children property of some node 
of the structure, RRLACD is the simplest such side-effect, although 
LIST-INSERT and LIST-DELETE, etc. are also strictly structural 
side-effects. Notice that a strictly structural side-effect to one 
structure wil l not affect any property of another object from 
which it is structurally disjoint. 

We may also identify strictly value side-effects such as RRLACA 
which only change value properties. If two structures are 
structurally disjoint, then a strictly value side-effect to one will 
not affect properties of the other. A structural side effect is one 
which consists only of strictly structural and strictly value 
side-effects. A SORT program which works by changing both CAR 

and CDR pointers in a list is an example of a structural side-effect 
If two objects are structurally disjoint, a structural side-effect to 
one wil l not change any property of the second. 

Finally, an indirect side effect is one which only changes 
properties of VALUES of the RECURSIVE STRUCTURE. For example, a 
marking graph traversal procedure which sets the MARK property 
of the VALUE of each node is such an INDIRECT side-effect 
procedure. If two objects are VALUE DISJOINT, then INDIRECT 

side-effects to one will leave properties of the other unchanged. 

Finally we come to a classification of properties. We can notice 
that some properties such as SUBLIST or LENGTH only depend on 
the recursive structure of the object, and not on the VALUES at 
each node. We call these strictly structural properties. More 
commonly, properties such as MEMO, depend both on the 
recursive structure and on the identity of the various VALUES 

present at each node, but not on any property or sub-structure 
of these values; these are called value dependent properties. 
Finally, there are properties which depend both on the structure 
and on mutable properties of the objects present at each node. 
MEMeER (as opposed to NEMQ), for example, depends on the 
structure of the list as well as on the structure of the objects 
pointed to by the list. 

We note that a side-effect at one level can not effect a property 
of a lower level. For example, a VALUE side effect cannot affect 
a STRICTLY STRUCTURAL property. An INDIRECT side-effect cannot 
affect a STRUCTURAL property. 

These observations can be summarized by several simple rules of 
the following form: 
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Abstract 

The cont rac t net framework f o r d i s t r i b u t e d problem so lv ing is discussed. Task d i s t r i b u t i o n is 
viewed as a mutual se lec t i on process, a d iscussion ca r r i ed on between a node w i th a task to be 
executed and a group of nodes tha t may be able to execute the task . This leads to the use of a 
c o n t r o l formalism based on a cont rac t metaphor, in which task d i s t r i b u t i o n corresponds to cont ract 
n e g o t i a t i o n . 

The three primary components of the framework are descr ibed: communication, c o n t r o l , and 
knowledge o rgan iza t i on . The use of the framework is i l l u s t r a t e d fo r a d i s t r i b u t e d sensing system. We 
then discuss su i t ab le app l i ca t i ons and l i m i t a t i o n s of the framework. 

1 D i s t r i b u t e d Problem Solv ing 

D i s t r i b u t e d Problem Solv ing ie the 
cooperat ive s o l u t i o n of problems by a 
decent ra l ized and loose ly coupled c o l l e c t i o n of 
knowledge-sources (KSs), each of which may 
res ide in i t s own d i s t i n c t processor . 1 

Decentra l ized means tha t both c o n t r o l and data 
are l o g i c a l l y , and sometimes geograph ica l ly , 
d i s t r i b u t e d — t h e r e i s ne i ther g loba l c o n t r o l 
nor g loba l data s torage. The KSs cooperate to 
solve problems by shar ing tasks and/or r e s u l t s . 
Loosely coupled means tha t i n d i v i d u a l KSs spend 
the great percentage of t h e i r t ime in 
computation as opposed to communication. Such 
problem so lvers o f f e r advantages of speed, 
r e l i a b i l i t y , e x t e n s i b i l i t y , the a b i l i t y t o 
handle app l i ca t i ons w i th a na tu ra l s p a t i a l 
d i s t r i b u t i o n , and the a b i l i t y to t o l e r a t e 
e r r o r f u l data and knowledge. In a d d i t i o n , as a 
r e s u l t o f t h e i r modu lar i t y , they o f f e r 
conceptual c l a r i t y and s i m p l i c i t y o f design. 

1 This work was supported in par t by the 
Advanced Research Pro jects Agency under 
con t rac t MDA 903-77-C-0322, and the Nat ional 
Science Foundation under cont rac t MCS 77-02712. 
It was ca r r i ed out on the SUMEX-AIM Computer 
F a c i l i t y , supported by the Nat ional I n s t i t u t e s 
of Health under grant RR-00785. This paper is 
based on work done as par t of a Ph.D. 
d i s s e r t a t i o n at Stanford Un i ve rs i t y . The 
con t r i bu t i ons of Randall Davis, Bruce Buchanan, 
and the res t of the s t a f f and students of the 
Heu r i s t i c Programming Pro ject are g r a t e f u l l y 
acknowledged. 

2 The Contract Net Framework 

The cen t ra l r e s u l t of the research 
repor ted here is the cont rac t net framework fo r 
problem so l v ing in a d i s t r i b u t e d processing 
environment. The framework has three major 
conceptual components: a con t ro l component tha t 
spec i f i es the possib le modes of i n t e r a c t i o n 
between processor nodes; a knowledge 
o rgan iza t ion component tha t spec i f i es how 
knowledge is organized in i n d i v i d u a l nodes and 
d i s t r i b u t e d throughout the c o l l e c t i o n of nodes; 
and a communication component tha t provides the 
basis f o r node i n t e r a c t i o n . 

2.1 Communication And Contro l 

2 .1 .1 Connection And Contract Negot ia t ion 

In the design of the communication and 
c o n t r o l components of the framework, our 
emphasis to date has been placed on 
f a c i l i t a t i o n of task -shar ing as a means of 
cooperat ion f o r problem s o l v i n g . The 
computational load f o r execut ion of subtasks of 
the o v e r a l l problem is d i s t r i b u t e d among the 
nodes. To enable t h i s d i s t r i b u t i o n , there must 
be a means whereby nodes w i th tasks to be 
executed can f i n d other i d l e nodes w i th KSs 
capable of execut ing those tasks . We c a l l t h i s 
the connection problem. ( I n cen t ra l i zed problem 
solvers i t i s ca l l ed the invocat ion problem; 
tha t i s , which KS to invoke at any given t ime 
f o r the execut ion of a t a s k . ) In a d i s t r i b u t e d 
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problem s o l v e r , both se ts of nodes can proceed 
s imu l taneous ly , engaging each o ther in a 
process o f n e g o t i a t i o n to so lve the connect ion 
problem. Task d i s t r i b u t i o n can thus be 
considered as a process of con t rac t 
n e g o t i a t i o n , or mutual s e l e c t i o n based on a 
two-way t r a n s f e r o f i n f o r m a t i o n . This process 
g ives r i s e to the name—the con t rac t net 
framework [Sm i th , 1978b]. 

The c o l l e c t i o n of nodes is r e f e r r e d to as 
a c o n t r a c t net and the execut ion of a task is 
d e a l t w i t h as a con t rac t between two nodes. 
Thus, each node in the net takes on one of two 
r o l e s r e l a t e d to the execut ion o f an i n d i v i d u a l 
t ask : manager or c o n t r a c t o r . A manager is 
respons ib le f o r mon i to r ing the execut ion of a 
task and process ing the r e s u l t s o f i t s 
execu t i on . A c o n t r a c t o r i s respons ib le f o r the 
a c t u a l execut ion o f the t ask . I n d i v i d u a l nodes 
are not designated a p r i o r i as managers or 
c o n t r a c t o r s . These are on ly r o l e s , and any node 
can dynamica l ly take on e i t h e r r o l e . Dur ing the 
course of problem s o l v i n g , a p a r t i c u l a r node 
normal ly takes on both r o l e s (perhaps even 
s imu l taneous ly f o r d i f f e r e n t c o n t r a c t s ) . 

The normal method of n e g o t i a t i n g a 
c o n t r a c t is f o r a node t h a t generates a task to 
a d v e r t i s e the ex is tence o f t ha t task to o ther 
nodes in the net w i t h a task-announcement 
message. I t then ac ts as the manager of t h a t 
task f o r i t s d u r a t i o n . Many such announcements 
are made over the course of t ime as tasks are 
generated f o r execu t i on . 

Nodes in the net have been l i s t e n i n g to 
the task announcements and have been eva lua t i ng 
t h e i r own l e v e l o f i n t e r e s t in each task w i t h 
respect to t h e i r spec ia l i zed hardware and 
so f tware resources . When a task of s u f f i c i e n t 
i n t e r e s t is found , a node submits a b i d . A b id 
message i n d i c a t e s the c a p a b i l i t i e s o f the 
b idder t h a t are re levan t to execut ion o f the 
announced t a s k . A manager may rece ive severa l 
such b ids in response to a s i n g l e task 
announcement; based on the i n f o rma t i on in the 
b i d s , i t s e l e c t s one (or seve ra l ) node(s) f o r 
execu t ion o f the t a s k . The s e l e c t i o n i s 
communicated to the success fu l b i dde r ( s ) 
th rough an award message. These se lec ted nodes 
thus become c o n t r a c t o r s f o r t h a t t a s k . 1 

1 Th is i s ^ s i m p l i f i e d vers ion o f the 
a c t u a l process (and does not work, f o r example, 
in the case of a task t h a t cannot be executed 
due to i n s u f f i c i e n t d a t a ) . We have a lso ignored 
the use of focused addressing and more 
s p e c i a l i z e d i n t e r a c t i o n s l i k e d i r e c t e d 
c o n t r a c t s . See [Smi th , 1978b] f o r the 

2 .1 .2 The Contract Net P ro toco l 

The use of communication p ro toco l s in 
networks of resource-shar ing computers, such as 
the ARPAnet, is by now q u i t e f a m i l i a r . The 
pr imary f u n c t i o n o f these p ro toco l s i s to 
e f f e c t r e l i a b l e and e f f i c i e n t communication 
between computers. Such l o w - l e v e l p ro toco l s 
a r e , however, on ly a s t a r t — a p r e r e q u i s i t e f o r 
d i s t r i b u t e d problem s o l v i n g . They enable b i t 
streams to be passed between nodes but do not 
consider the semantics of the i n fo rma t i on being 
passed. We r e q u i r e a h i g h - l e v e l p r o t o c o l , which 
we c a l l a p rob lem-so lv ing p r o t o c o l (PSP), to 
ass ign p rob lem-so lv ing i n t e r p r e t a t i o n s to the 
b i t s t reams—to c o n t r o l the processes used to 
so lve problems as opposed to the processes used 
to e f f e c t communication. This enables the 
a p p l i c a t i o n s programmer to focus on what the 
nodes must say to each o the r , as opposed to how 
to say i t . 

The con t rac t net p r o t o c o l is the PSP t h a t 
governs a l l p rob lem-so lv ing i n t e r a c t i o n s 
between nodes in a con t rac t n e t . Task-dependent 
i n f o rma t i on i s placed i n typed s l o t s i n the 
messages of the p r o t o c o l and is encoded in a 
common in te rnode language. Task-independent 
i n f o r m a t i o n i s encoded d i r e c t l y i n the 
p r o t o c o l ; t h a t i s , i n the s p e c i f i c a t i o n o f 
message types and t h e i r assoc ia ted s l o t s . 

A task announcement message, f o r example, 
has fou r s l o t s f o r task-dependent i n f o r m a t i o n . 
The e l i g i b i l i t y s p e c i f i c a t i o n i s a l i s t o f 
c r i t e r i a t h a t a node must meet to be e l i g i b l e 
to submit a b i d . I t enables a node r e c e i v i n g 
the message to decide whether o r not i t i s able 
to execute the t ask . The task a b s t r a c t i o n is a 
b r i e f d e s c r i p t i o n o f the task to be executed. 
I t enables a node to rank the announced task 
r e l a t i v e to o ther announced t asks . The b i d 
s p e c i f i c a t i o n is a d e s c r i p t i o n o f the expected 
form of a b i d . I t enables a node to inc lude in 
a b id on ly the i n fo rma t i on about i t s 
c a p a b i l i t i e s t h a t are re levan t to the announced 
task . F i n a l l y , the e x p i r a t i o n t ime i s a 
s p e c i f i c a t i o n o f the t ime per iod du r i ng which 
the announcement i s v a l i d . 

The common in te rnode language prov ides the 
p r i m i t i v e elements f o r encoding task-dependent 
i n f o r m a t i o n i n the task a b s t r a c t i o n , 
e l i g i b i l i t y s p e c i f i c a t i o n , b i d s p e c i f i c a t i o n , 
and so on. The implemented language enables 

s p e c i f i c a t i o n o f the f u l l set o f message types 
in the p r o t o c o l and a complete d i scuss ion of 
the process ing assoc ia ted w i t h each of the 
message types . 
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statements of the form Respond w i t h <value> of 
<a t t r i bu te> of <object> to be encoded, where 
some of the ob jects are node, task , procedure, 
and con t rac t . Objects are l i nked together by 
a t t r i b u t e s , each of which has a value (which 
may be another o b j e c t ) . A oontraot ob jec t , f o r 
example, has a manager a t t r i b u t e whose value is 
a node ob jec t . The language has a grammar and 
a core vocabulary of terms tha t appear to be of 
use in a wide va r i e t y of a p p l i c a t i o n s . The 
vocabulary is a lso ex tens ib le ; tha t i s , new 
terms can be added f o r s p e c i f i c a p p l i c a t i o n s . 

2.2 Example 

The f o l l o w i n g is an example of the 
nego t i a t i on f o r a task tha t invo lves gather ing 
of sensed data and e x t r a c t i o n of s igna l 
fea tu res . I t is taken from an INTERLISP 
s imu la t ion of a d i s t r i b u t e d sensing system 
(DSS) [Smi th , 1978a]. 

The managers f o r t h i s s i gna l task attempt 
to f i n d a set of sensor nodes such tha t the set 
has an adequate s p a t i a l d i s t r i b u t i o n about the 
surrounding area and has an adequate 
d i s t r i b u t i o n of sensor types. Sensor nodes, on 
the other hand, attempt to f i n d managers f o r 
the s igna l task tha t are c losest to them. 

The e l i g i b i l i t y s p e c i f i c a t i o n in the 
s igna l task announcements Ind ica tes tha t only 
those nodes located in the same area as the 
announcer and having sensing c a p a b i l i t i e s 
should b id on t h i s task . This helps to reduce 
extraneous message t r a f f i c and b id processing. 
The task abs t rac t ion ind ica tes the type of task 
and the p o s i t i o n of an i n d i v i d u a l s igna l group 
con t rac to r . I t enables a p o t e n t i a l con t rac to r 
to determine the manager to which i t should 
respond. The b id s p e c i f i c a t i o n ind ica tes the 
in fo rmat ion tha t a manager needs to se lec t a 
su i t ab le set of sensor nodes—the p o s i t i o n of 
the bidder and the number of each of i t s sensor 
types. 

The p o t e n t i a l con t rac to rs l i s t e n to the 
task announcements from the var ious managers. 
They respond to the nearest manager w i t h a b id 
t ha t contains the in fo rmat ion spec i f i ed in the 
task announcement. The managers use t h i s 
In format ion to se lec t a set of bidders and then 
award s igna l con t rac t s . The award messages 
spec i fy the sensors tha t each con t rac to r is to 
use to provide raw data to i t s manager. 

Sample messages tha t are t ransmi t ted 
dur ing nego t ia t i on of the s igna l cont rac ts are 
shown below. Terms w r i t t e n in upper case are 

included in the core common internode language, 
wh i le terms w r i t t e n in lower case are s p e c i f i c 
to the DSS problem. The w i H i nd ica tes a 
broadcast message. 

To: * <Managers make announcements 
Prom: 25 of t h i s form.> 
Type: TASK ANNOUNCEMENT 
Contract : 22-3-1 
Message: 

laak Abstraction; 
TASK TYPE »signal 
NODE NAME '25 POSITION 'p 

Eligibil i ty Specification; 
MUST-HAVE DEVICE TYPE 'sensor 
MUST-HAVE NODE NAME 'SELF POSITION area 'A 

Bid S p e c i f i c a t i o n : 
NODE NAME 'SELF POSITION 
EVERY DEVICE TYPE 'sensor TYPE NUMBER 

To: 25 <Sensor nodes respond to 
From: M2 the nearest manager.> 
Type: BID 
Contract : 22-3-1 
Message: 

NODE NAME 'H2 POSITION 'q 
sensor TYPE 'S NUMBER '3 
sensor TYPE 'T NUMBER '1 

To: 42 <Several s i m i l a r awards 
From: 25 are t ransmi t ted .> 
Type: AWARD 
Contract : 22-3-1 
Message: 

Xaak S p e c i f i c a t i o n : 
sensor NAME 'S1 
sensor NAME 'S2 

2.3 Knowledge Organizat ion 

The knowledge organ iza t ion component of 
the framework spec i f i es mechanisms f o r 
r e t r i e v a l and d i s t r i b u t i o n of knowledge in a 
d i s t r i b u t e d problem so lve r . Re t r i eva l can be 
f u r t h e r broken down i n t o two p a r t s : 
p a r t i t i o n i n g and index ing . P a r t i t i o n i n g 
ind i ca tes the ways in which the knowledge is 
broken up i n t o modules; indexing ind i ca tes the 
handles placed on the knowledge modules so tha t 
they can be accessed. 
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2.3 .1 P a r t i t i o n i n g 

I t is common in AI problem solvers to 
p a r t i t i o n exper t ise i n t o domain-speci f ic 
knowledge-sources (KSs), each of which is 
expert in a p a r t i c u l a r par t o f the o v e r a l l 
problem. KSs are t y p i c a l l y formed e m p i r i c a l l y , 
based on examination of d i f f e r e n t types of 
knowledge tha t can be brought to bear on a 
p a r t i c u l a r problem. In a speech-understanding 
problem, f o r example, knowledge is ava i l ab le 
from the speech s igna l i t s e l f , from the syntax 
of the u t terances, and from the semantics of 
the task domain [Erman, 1975]. The decis ions 
about which KSs are to be formed is o f ten made 
in concert w i th the format ion of a data 
h ierarchy f o r a problem. KSs are t y p i c a l l y 
chosen to handle data at one l e v e l of 
abs t rac t i on or to br idge two leve ls (see, f o r 
example [Erman, 1975] and [ N i l , 1978]). 

In a d i s t r i b u t e d processor there is an 
a d d i t i o n a l cons idera t ion : The KSs themselves 
w i l l l i k e l y be d i s t r i b u t e d to d i f f e r e n t nodes, 
and t h e i r i n t e r a c t i o n s w i l l there fo re o f ten be 
more expensive than in a uniprocessor. As a 
r e s u l t , the kernel s ize of the KSs must be 
chosen c a r e f u l l y , based on the c h a r a c t e r i s t i c s 
of the d i s t r i b u t e d processor. KSs tha t are too 
smal l w i l l r e s u l t in a la rge amount of 
communication between nodes, thus reducing the 
speedup tha t can be achieved v ia a d i s t r i b u t e d 
approach. Matching of kerne l s ize to 
d i s t r i b u t e d processor c h a r a c t e r i s t i c s must at 
present be done v ia t r i a l and e r ro r by the 
app l i ca t i ons programmer. 

2.3-2 Indexing 

In the cont rac t net framework, the main 
issue in indexing of knowledge is connecting 
nodes w i t h tasks to be executed to nodes w i th 
KSs t ha t are appropr ia te to execute those 
tasks . Two major types of knowledge are 
recognized f o r index ing : task-centered 
knowledge and knowledge-source-centered 
knowledge (KS-centered knowledge). Task-
centered knowledge is use fu l f o r f i n d i n g nodes 
capable of execut ing tasks and KS-centered 
knowledge is use fu l f o r f i n d i n g tasks to be 
executed by a node. The cont rac t net appears to 
be the f i r s t use of both kinds of knowledge at 
the same t ime. 

In the DSS, f o r example, the task-centered 
knowledge used by the manager f o r the s igna l 
task s p e c i f i e s t ha t cont rac ts should be awarded 
so tha t the area surrounding the manager is 
covered w i t h an adequate d i s t r i b u t i o n of sensor 

types. The KS-centered knowledge used by a 
sensor node spec i f i es tha t a s igna l task should 
be selected from the c losest manager tha t 
o f f e r s such a task . 

2.3*3 D i s t r i b u t i o n Of Knowledge 

D i s t r i b u t i o n a lso has two aspects: s t a t i c 
d i s t r i b u t i o n , how knowledge is i n i t i a l l y loaded 
i n t o the nodes, and dynamic d i s t r i b u t i o n , how 
knowledge is t rans fe r red between nodes as work 
on the o v e r a l l problem proceeds. 

The c r i t e r i a f o r a good s t a t i c 
d i s t r i b u t i o n of knowledge are min imizat ion of 
message t r a f f i c and avoidance of c r i t i c a l 
f unc t ion nodes tha t could reduce processing 
speed and create r e l i a b i l i t y problems. In the 
DSS, f o r example, KSs w i th exper t ise at a 
p a r t i c u l a r l e v e l of the data h ierarchy were 
placed in d i f f e r e n t nodes. This enabled nodes 
to car ry on simultaneously w i th computation 
s p e c i f i c to those leve ls of the data h ierarchy 
tha t concerned them (wi thout the need f o r 
f requent i n t e r a c t i o n s w i th nodes operat ing at 
d i f f e r e n t l eve l s o f the h ie ra rchy ) . 

In the cont rac t net framework, dynamic 
d i s t r i b u t i o n of knowledge can be e f fec ted in 
three ways. F i r s t , a node can t ransmi t a 
request d i r e c t l y to another node f o r the 
t r ans fe r of the requi red knowledge. The 
response is the knowledge requested ( e . g . , the 
code f o r a procedure). Second, a node can 
broadcast a task announcement in which the task 
is a t r ans fe r of knowledge. A b id on the task 
ind ica tes tha t another node has the knowledge 
and is w i l l i n g to t ransmi t i t . F i n a l l y , a node 
can note in i t s b id on a task tha t i t requi res 
p a r t i c u l a r knowledge in order to execute the 
task . The manager can then send the requi red 
knowledge in the cont rac t award i f the b id is 
accepted. Each of these i n t e rac t i ons is 
s i m p l i f i e d by the use of a common internode 
language. 

Dynamic d i s t r i b u t i o n enables e f f e c t i v e use 
of ava i l ab le computat ional resources: A node 
tha t i s s tanding i d l e because i t lacks 
in fo rmat ion requ i red to execute a prev ious ly 
announced task can acquire tha t in fo rmat ion as 
ind ica ted above. Dynamic knowledge d i s t r i b u t i o n 
a lso f a c i l i t a t e s the add i t i on of a new node to 
an e x i s t i n g ne t ; the node can dynamical ly 
acquire the procedures and data necessary to 
a l low i t t o p a r t i c i p a t e i n the operat ion o f the 
ne t . This is espec ia l l y use fu l in the DSS 
a p p l i c a t i o n . 
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3 Discussion 

There are severa l reasons f o r adopt ing a 
d i s t r i b u t e d approach to problem s o l v i n g . These 
Include speed, r e l i a b i l i t y , e x t e n s i b i l i t y , and 
the a b i l i t y to handle app l i ca t i ons tha t have a 
na tu ra l s p a t i a l d i s t r i b u t i o n . The design of 
the cont rac t net framework has taken I n t o 
account each of these cons idera t ions . We r e l a t e 
here design choices made in the framework to 
t h e i r under ly ing mot iva t ions . 

In order to achieve high speed we wish to 
avoid bo t t lenecks . Such bot t lenecks can a r i se 
in two primary ways: by concent ra t ing 
d isp ropor t iona te amounts of computation or 
communication at cen t ra l resources, and by 
sa tu ra t i ng ava i l ab le communications channels so 
tha t nodes must remain i d l e wh i le messages are 
t r ansm i t t ed . 

To avoid bot t lenecks we f a c i l i t a t e the 
d i s t r i b u t i o n of con t ro l and data. This is a 
major mot iva t ion f o r the use of l o c a l cont rac t 
nego t i a t i on to achieve connections and task 
d i s t r i b u t i o n , and to provide a means f o r dynamic 
d i s t r i b u t i o n of procedures and other data . 
System concurrency is a lso enhanced because 
both managers and cont rac to rs simultaneously 
seek each other ou t , f i n a l l y achiev ing 
connections by mutual s e l e c t i o n . 

To avoid communications channel sa tu ra t i on 
we attempt to maintain loose-coup l ing . The 
framework is w e l l - s u i t e d to loose ly coupled 
systems i n three respects . F i r s t , i t provides 
a very general form of guidance in determining 
appropr ia te p a r t i t i o n i n g o f problems: the 
no t ion of tasks executed under con t rac ts is 
appropr ia te f o r a kerne l s i ze l a rge r than tha t 
t y p i c a l l y used in p a r a l l e l systems. Second, the 
framework attempts to be e f f i c i e n t w i t h respect 
to i t s use of communications channels by 
reducing the number and length of messages. The 
In fo rmat ion in task announcements, f o r 
ins tance, helps minimize the amount of channel 
capac i ty consumed by communications overhead. 
Extraneous t r a f f i c is e l im ina ted by the 
e l i g i b i l i t y s p e c i f i c a t i o n s o f the task 
announcements and the b id messages are reduced 
in leng th because of the b id s p e c i f i c a t i o n s . 
F i n a l l y , the framework enables dynamic 
d i s t r i b u t i o n of procedures and other data . Thus 
the op t ion e x i s t s to d i s t r i b u t e in fo rmat ion 
only when r e q u i r e d ; 

R e l i a b i l i t y is a lso enhanced by the 
d i s t r i b u t i o n o f c o n t r o l and data , together w i t h 
shared r e s p o n s i b i l i t y f o r tasks (by managers 
and c o n t r a c t o r s ) . The f a i l u r e of a con t rac to r , 

f o r example, Is not f a t a l , s ince i t s manager 
can re-announce the appropr ia te cont rac t and 
recover from the f a i l u r e . This s t ra tegy al lows 
the system to recover from any node f a i l u r e 
except tha t of the node tha t holds the o r i g i n a l 
t o p - l e v e l problem.1 

E x t e n s i b i l i t y is f a c i l i t a t e d by the use of 
a common internode language and dynamic 
d i s t r i b u t i o n o f knowledge. 

The a b i l i t y to handle app l i ca t i ons w i th a 
na tu ra l s p a t i a l d i s t r i b u t i o n i s f a c i l i t a t e d by 
the use of l o c a l cont rac t nego t i a t i on to 
achieve connection and task d i s t r i b u t i o n . 

4 Su i tab le App l i ca t ions 

The framework is p a r t i c u l a r l y well-matched 
to problems tha t use a h ierarchy of tasks and 
l eve l s o f data a b s t r a c t i o n . Heur i s t i c search 
problems are examples of the former, and 
app l i ca t i ons tha t deal w i th sensed data ( e . g . , 
audio or video s igna ls ) are examples of the 
l a t t e r . 

The manager-contraotor s t r uc tu re provides 
a na tu ra l way to e f f e c t h i e r a r c h i c a l c o n t r o l 
and the managers at each l e v e l in the h ierarchy 
are an appropr ia te place f o r data i n t e g r a t i o n 
and a b s t r a c t i o n . The cont ract l i n k s between 
nodes ass i s t in coord ina t ion of KSs ( i . e . , a 
manager can coordinate the ac t ions of 
con t rac to rs working on re la ted subtaaks). 

I t a lso fo l lows tha t the framework i s 
p r i m a r i l y app l icab le to domains where the 
subtaaks are la rge ( i n the loose-coup l ing 
sense) and where it is worthwhi le to expend a 
p o t e n t i a l l y n o n t r i v i a l amount of computation 
and communication to invoke the best KSs f o r 
each subtask. (The aame basic mechanism can, 
however, be used simply as a means of task 
d i s t r i b u t i o n w i t h d i s t r i b u t e d c o n t r o l and 
shared r e s p o n s i b i l i t y f o r tasks to mainta in 
r e l i a b i l i t y and avoid bo t t l enecks . ) 

The framework has a lso been designed to 

1 At the top l e v e l , con t rac t i ng can 
d i s t r i b u t e c o n t r o l almost complete ly , hence 
removing the bot t lenecks tha t cen t ra l i zed 
c o n t r o l l e r s c rea te . There s t i l l remains, 
however, the r e l i a b i l i t y problem inherent in 
having only a s i ng le node responsib le f o r the 
t o p - l e v e l problem. Since t h i s cannot be handled 
d i r e c t l y by the manager-contractor l i n k s , 
standard so r t s of redundancy are requ i red . 
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provide a more powerful mechanism fo r t r ans fe r 
o f c o n t r o l than i s ava i l ab le i n cur rent 
problem-solv ing systems (see [Smi th , 1978b] fo r 
a complete d iscuss ion ) . The announcement-bid-
award sequence of cont rac t nego t ia t ion enables 
more in fo rmat ion and more complex in fo rmat ion 
to be t rans fe r red in both d i r ec t i ons (between 
c a l l e r and respondent) before KS-invocat ion 
occurs. In a d d i t i o n , in fo rmat ion about the 
complete c o l l e c t i o n of candidate KSs is 
ava i l ab le before a f i n a l se lec t i on is made. The 
computation devoted to the se lec t i on process, 
based on the in fo rmat ion t r ans fe r noted above, 
is more extensive and more complex than tha t 
used in t r a d i t i o n a l approaches, and is l o c a l in 
the sense tha t se lec t i on is associated w i th and 
s p e c i f i c to an i n d i v i d u a l KS ( ra ther than 
embodied i n , say, a g loba l eva luat ion 
f u n c t i o n ) . As a r e s u l t , the framework is most 
use fu l when the s p e c i f i c KS to be invoked at 
any t ime is not known a p r i o r i and when 
s p e c i f i c exper t i se i s requ i red . 

5 L im i t a t i ons And Extensions 

We have proposed a framework tha t o f f e r s 
some ideas about what in fo rmat ion is use fu l f o r 
d i s t r i b u t e d problem so l v ing and how tha t 
in fo rmat ion can be organized. There is s t i l l a 
considerable problem invo lved in i n s t a n t i a t i n g 
the framework in the context of a s p e c i f i c task 
domain. The cont rac t net p ro toco l provides a 
s i t e f o r embedding p a r t i c u l a r types o f task -
dependent in fo rmat ion ( e . g . an e l i g i b i l i t y 
s p e c i f i c a t i o n ) , but does not spec i f y , f o r a 
p a r t i c u l a r problem, the content , nor how to 
i n s t a n t i a t e it in a p a r t i c u l a r domain. We 
requ i re more experience w i th the framework to 
be t t e r understand i t s u t i l i t y as a mechanism 
f o r he lp ing a user s t ruc tu re and understand 
d i s t r i b u t e d problems. 

We have emphasized task-shar ing as a means 
of in ternode cooperat ion and have attempted to 
provide some s t ruc tu red mechanisms f o r the 
communication requ i red to e f f e c t t h i s mode of 
cooperat ion. We have, however, not yet 
adequately s tud ied r e s u l t - s h a r i n g as a means of 
cooperat ion ; tha t i s , nodes a s s i s t i n g each 
other through shar ing o f p a r t i a l r e s u l t s , based 
on somewhat d i f f e r e n t perspect ives on the 
o v e r a l l problem. D i f f e r e n t perspect ives a r i se 
because the nodes use d i f f e r e n t KSs ( e . g . , 
syntax vs acoust ics in the case of a speech 
understanding system) or d i f f e r e n t data ( e . g . , 
data tha t i s sensed a t d i f f e r e n t l oca t ions in 
the case of a DSS). This type of cooperat ion 
appears to be of use in dea l ing w i th problems 

where e r r o r f u l data or knowledge lead to 
c o n f l i c t i n g views of the problem at i n d i v i d u a l 
nodes (see [Lesser, 1978] fo r a p re l im inary 
d iscuss ion ) . I t i s our i n t e n t i o n to examine the 
s t r uc tu re of communication fo r t h i s mode of 
cooperat ion w i th a view to extending the 
cont rac t net framework so that a synthesis of 
the two approaches to d i s t r i b u t e d problem 
so l v ing can be attempted. 
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THE X-0-0 HEURISTIC IN GAME TREE ANALYSIS 

J . Denbigh Starkey 
Computer Science Department 

Wahington Sta te U n i v e r s i t y 
Pul lman, Washington 99164 

Programs f o r two-person games, such as chess or Go, are h e a v i l y dependent on Minimax e v a l u a t i o n of 
l a r g e game t r e e s , which is combined w i t h h e u r i s t i c s in an at tempt to prune these t rees as severe ly as 
p o s s i b l e * I n p a r t i c u l a r , a lpha-be ta p r u n i n g , usua l l y combined w i t h the k i l l e r h e u r i s t i c , i s used i n 
a l l major minimax-based programs* In t h i s paper we s h a l l propose a new h e u r i s t i c which could be i n 
corpora ted i n t o minimax-based programs, and which should s i g n i f i c a n t l y increase the p run ing poss ib l e 
d u r i n g the ana l ys i s of game t r e e s * Th is new h e u r i s t i c , which can be combined w i t h a lpha-beta and the 
k i l l e r h e u r i s t i c , is c a l l e d the X-0-0 h e u r i s t i c . The development of the h e u r i s t i c was prompted by the 
d i f f i c u l t y of ana lyz ing l a r g e game t rees in Go, and is based on a formal ism and extens ion of the Go 
proverb " t h e enemy's p lay is my own key play11* 

1* I n t r o d u c t i o n * 

Current programs f o r complex two person games 
such as chess or Go r e l y h e a v i l y on minimax-
based lookahead to eva lua te board p o s i t i o n s and 
to s e l e c t moves* In chess programs t h i s i s usu 
a l l y an a n a l y s i s performed over good moves 
throughout the whole boa rd , w h i l e in most Go 
s i t u a t i o n s lookahead must be r e s t r i c t e d to l o 
c a l b a t t l e s * In order to increase the number 
of nodes t h a t can be analyzed w i t h the comput
i n g resources a v a i l a b l e , a lpha-be ta t r ee p run 
i n g i s i n v a r i a b l y u t i l i z e d , u s u a l l y i n con junc
t i o n w i t h the k i l l e r h e u r i s t i c [ 1 , 4 ] * 

In t h i s paper we w i l l i n t roduce a new h e u r i s t i c 
named the X-0-0 h e u r i s t i c * The purpose of t h i s 
h e u r i s t i c i s t o a n t i c i p a t e and p r o t e c t aga ins t 
the opponent 's s t rong moves, both o f f e n s i v e and 
de fens ive* In s e c t i o n 2 we w i l l i n f o r m a l l y 
desc r ibe the h e u r i s t i c , and w i l l g i ve examples 
of i t in use in chess and Go* We w i l l then de
f i n e the a l g o r i t h m f o r the h e u r i s t i c p r e c i s e l y 
in s e c t i o n 3* We w i l l assume tha t the reader 
knows the bas ic r u l e s of chess and Go* 

shown in F igure 1* 

F igure 1 

I f i t were b l a c k ' s move, he would p lay in the 
co rne r , guarantee ing the sa fe t y o f h i s group* 
I f i t is w h i t e ' 8 move he uses the proverb to 
p lay i n the corner* I n i t s s imp les t fo rm, the 
X-0-0 h e u r i s t i c I s s i m i l a r t o the proverb i n 
t h a t i t a t tempts t o recognize the opponent 's 
s t ronges t move, and to take i t away from him* 

2 * The X-0-0 h e u r i s t i c * 

There is a Go proverb "The enemy's p lay is my 
own key p l a y " [ 3 ] • A s imple example of t h i s is 
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A chess example Is shown in F igu re 2. 

F i g u r e 2 

I t i s W h i t e ' s move. I n t h i s s i t u a t i o n c u r r e n t 
chess programs w i l l pe r fo rm e x t e n s i v e lookahead 
a n a l y s i s a t t e m p t i n g to f i n d a mat ing sequence. 
In the same p o s i t i o n , even a poor human p laye r 
w i l l q u i c k l y recogn ize the R-R8 t h r e a t , and 
w i l l dec ide t h a t the o n l y way t o b l o c k t h a t 
move is R-R5, and so the b lock move is f o r c e d . 
No lookahead is necessary to make the move* 
The thought process t h a t has occur red i s : 

" I f i t were b l a c k ' s move i n s t e a d o f mine, 
does he have any obv ious s t r o n g moves? 
Yes, he would move h i s rook to R8 and 
check me. Would I t hen be ab le to do any
t h i n g about t ha t? No, i t would be check
mate . How can I s top t h a t move? I must 
e i t h e r cap tu re the r ook , b l o c k i t s p a t h , 
de l ay him by p u t t i n g him in check, guard 
R l , or b l o c k the path between Rl and my 
k i n g . The on l y one of these t h a t I can do 
i s to b l o c k the path o f the rook w i t h R-
R5, and so t h i s is a f o r c e d move*11 

F i g u r e 3 shows a s i m i l a r board p o s i t i o n . 

Here the t h r e a t is the same as b e f o r e , but i f 
*xack p lays R-R8, w h i t e needs two moves to 
b l o c k the t h r e a t ; e i t h e r P-R3 or P-R4 f o l l o w e d 
by K-R3. The X-O-0 h e u r i s t i c compels w h i t e to 
p l a y e i t h e r P-R3 or P-R4 at t h i s move. 

F i g u r e 4 shows a Go p o s i t i o n c a l l e d the nose 
t e s u j i . I t i s b l a c k ' s t u r n t o p l a y , and h e 
wants to cap tu re the two wh i te s tones on the 
r i g h t . A t e s u j i p a t t e r n matching program de 
c ides t h a t the probab le best p l a y i s the stone 
marked w i t h an X, on top of the w h i t e " n o s e " . 
B lack must now c o n f i r m t h a t the w h i t e p ieces 
cannot escape. Tacke t t [ 2 , 5 ] analyzed t h i s po 
s i t i o n , and decided t h a t i t s s o l u t i o n would 
take n e a r l y a month on an IBM 360 /67 , us ing 
s tandard lookahead techn iques . Using the X-O-0 
h e u r i s t i c the a n a l y s i s i s ve ry i n e x p e n s i v e . 
White can on ly escape in two d i r e c t i o n s , to the 
l e f t o r r i g h t . Consider an escape to the r i g h t : 
i f i t were b l a c k ' s move he would immedia te ly 
p l ay to the r i g h t o f the two w h i t e s t o n e s , 
b l o c k i n g a l l p o s s i b i l i t y o f escape. There fo re 
the X-O-0 h e u r i s t i c compels w h i t e to b l ock t h a t 
move by p l a y i n g t h e r e . A s imple templa te p a t 
t e r n match should now show t h a t w h i t e is 
t r a p p e d . A s i m i l a r a n a l y s i s on the l e f t shows 
t h a t w h i t e cannot escape t h a t way e i t h e r , and 
so b l a c k ' s nose t e s u j i i s c o n f i r m e d . 

F i g u r e 4 

3- The X-O-0 a l g o r i t h m . 

We are now ready to g i v e the f o r m a l a l g o r i t h m 
f o r the h e u r i s t i c . Assume t h a t the two p l a y e r s 
a re X and 0 , and t h a t i t i s O's t u r n t o p l a y . 
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The a lgor i thm can then be w r i t t e n : 

Find a l l very s t rong X moves, X I , • • • , Xn. 

For each XI 
(a) If there is an 0 move which n u l l i f i e s 
the e f f e c t of XI then XI can be ignored. 
(b) If XI must be blocked now, add b lock ing 
0 move8 to the forced move l i s t f o r X I * 
(c) If two 0 move8 are needed to n u l l i f y the 
e f f e c t o f X i , say 0 ' and 0 " t then add 0* to 
the forced move l i s t f o r X I * 

If there are no forced move l i s t s , then use 
alpha-beta lookahead as usual* 

I f there are forced move l i s t s , then p lay a 
move which is in the i n t e r s e c t i o n of a l l of the 
forced move l i s t s * 

4. Summary 

The success of the h e u r i s t i c in any given game 
w i l l depend on the care w i t h which the good X 
moves are se lected* The l i s t of moves should 
be kept as smal l as poss ib l e , and n should usu
a l l y be much smal ler than the branching f ac to r 
of the mintmax game . c e . We are cu r ren t l y ex
per iment ing using the game of Go-Moku in order 
to ob ta in a good est imate of the improvements 
which can be expected using X-O-0. 
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AN EXAMINATION OF A 
FRAME-STRUCTURED REPRESENTATION SYSTEM 

Mark Stef ik 
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Stanford, Cal i fo rn ia 94305 

The Unit Package is an in teract ive knowledge representation system with representations 
for ind iv idua ls , classes, indef in i te ind iv idua ls , and abstract ions. Links between the 
nodes are structured with e x p l i c i t de f i n i t i ona l ro les , types of inheri tance, de fau l ts , and 
various data formats. This paper presents the general ideas of the Unit Package and 
compares it wi th other current knowledge representation languages. The Unit Package was 
created for a h ierarchical planning appl icat ion, and is now in use by several AI pro jects . 

1 INTRODUCTION 

When the MOLGEN project was s tar ted, many 
ideas about frame systems and semantic networks 
were being widely discussed, buj^ no software 
was ava i lab le . In col laborat ion wi th other 
members of the MOLGEN pro jec t , the author 
developed a representation system cal led the 
"Unit Package" which became operational in July 
1977. In some cases (and usually in ignorance), 
t h i s work has duplicated other representation 
work that was happening at about the same t ime. 
The Unit Package is now being used by several 
other projects including two away from 
Stanford. It is wr i t ten in INTERLISP and runs 
under the TENEX and TOPS20 operating systems. 
I t is an in teract ive system for bui ld ing 
knowledge-based programs. It also provides a 
substant ial v i r t u a l memory so that knowledge 
bases of several thousand nodes can created 
without sac r i f i c ing the INTERLISP environment. 

*M0LGEN is a j o i n t project between the Stanford 
Computer Science Department, several 
departments of the Stanford Medical School, and 
the Computer Science Department at the 
Univers i ty of New Mexico. It is act ive in the 
computer planning of molecular genetics 
experiments ( [ 7 1 , [17 ] ) . MOLGEN is supported 
by grant NSF MCS 78-027777 from the National 
Science Foundation. 

**Nancy Martin and Peter Friedland made 
substant ia l contr ibut ions to the Unit Package, 
especial ly in the f i r s t year. 

2 ELEMENTS OF TOE REPRESENTATION 

Knowledge in the Unit Package is organized as a 
par t i t ioned semantic network. Following KRL 
[3] terminology, the nodes are a l te rna t i ve ly 
cal led un i ts and the l i nks are cal led s l o t s . A 
b u i l t - i n general izat ion re lat ionship provides a 
hierarchy wi th several modes of property 
inheri tance. Conspicuous for i t s absence is a 
comprehensive inference mechanism. While the 
Unit Package provides some b u i l t - i n i n fe ren t ia l 
f a c i l i t i e s — notably the property inheritance 
mechanism, the pattern matchers, and the 
attached procedure mechanism — most of the 
inference contro l must be provided by 
appl icat ion-speci f ic methods. The ideas in the 
Unit Package w i l l be presented in the fol lowing 
order. 

1) Par t i t ions — The boundaries in the 
network which d iv ide i t in to (possibly 
overlapping) e x p l i c i t sets of nodes. 

2) Units — The nodes in the network. The 
Unit Package has nodes for constant 
indiv iduals and classes as wel l as for 
undetermined and abstract e n t i t i e s . For the 
l a t t e r it permits naming them, anchoring them 
to constants, adding de ta i l s to them, and 
indicat ing whether they are the same or 
d i f f e ren t (without necessarily anchoring 
them) • 
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3) Slots — The l inks between the nodes. 
The f ine structure of l inks is defined by a 
set of "aspects" %*iich define their 
inheritance and de f in i t iona l ro les, 
datatypes, defaul ts, and attached procedures. 
These aspects provide declarative meta
knowledge which indicates how a s lo t is to be 
interpreted. 

4) Attached procedures — Procedures may 
be attached to un i ts , s lo ts , or datatype 
un i ts , depending on what they are used for . 
They are activated by messages and have 
exp l i c i t purposes. A small set of purposes 
is recognized by the Unit Package to allow 
automatic act ivat ion under specified 
circumstances. Attached procedures are the 
chief mechanism for making inferences in the 
Unit Package. 

2.1 Part i t ions 

While a knowledge base is ult imately composed 
of nodes and l inks , it is often useful to 
consider larger organizations of uni ts. For 
th is purpose the Unit Package provides a 
f a c i l i t y for part i t ioning a network into 
exp l ic i t sets. This £s the same idea as the 
spaces in Hendrix's partit ioned semantic 
networks [91. The unit Package simply 
prov^es an ef f ic ient notation for exp l ic i t 
sets and a mmber of functions which act on 
a l l members of sets. 

2.2 Nodes 

In our planning appl icat ion, i t is helpful to 
have open-ended descriptions for abstract 
en t i t i es and to be able to refer to individuals 
whose ident i t ies have not yet been determined. 
To represent th i s information the Unit Package 
provides four kinds of nodes as in Fig. 1 
along with the computational machinery for 
their in terpretat ion. 

We have not yet exploited the set notation for 
handling quant i f icat ion. 

This could have been indicated with a member-
of s l o t . Our implementation makes it possible 
to t e l l whether a unit is in a set without 
requiring that the uni t be core resident. 

Figure 1. Kinds of nodes in the Unit Package 

These kinds of nodes are l i s ted here b r i e f l y 
and discussed in the following sections. 

1) INSTANCE — Constant node that stands 
for a unique indiv idual . An instance is 
analogous to a constant in predicate 
calculus. 

2) SCHEMA — Constant node that stands for 
a class. A schema describes a l l of i t s 
potent ial progeny in the generalization 
hierarchy. 

3) INDEFINITE NODE — Variable node that 
stands for an indiv idual . Analogous to an 
ex is ten t ia l l y quantif ied variable in 
"predicate calculus with equal i ty" . 
Fundamental l inks for reasoning about 
equal i ty are (1) "anchor" l inks which t i e 
indef in i te nodes to instances and (2) "co-
reference" and "not-co-reference" l inks which 
t i e indef in i te nodes together. 

4) DESCRIPTION NODE — Variable node that 
stands for a class. These nodes are used for 
matching and reasoning about abstractions, 
that i s , incompletely described en t i t i es . 

Section 3.1 compares these node types to 
other work on representation. 

2.2.1 Nodes for Constants 

An "instance" is the simplest kind of node in 
the Unit Package. Instances are analogous to 
constant terms in predicate calculus and are 
used to represent d i s t i nc t en t i t i es , that i s , 
" indiv iduals" Examples of instances in the our 
application would be domain objects l i ke 
Culture-133, a part icular culture of organisms. 
Schemata stand for classes, that i s , imp l i c i t 
sets and may have subclasses and instances 
below them in the hierarchy. Because instances 
do not stand for classes, they can have no 
nodes below them. A schema describes a l l of 
i t s potent ial progeny by expressing a l l of the 



at t r ibu tes that are required for members of the 
c lass. 

2.2.2 Inde f in i te Nodes 

" I nde f i n i t e " nodes are the simplest var iable 
nodes in the Unit Package; they stand for 
indiv iduals whose iden t i t y may be unknown. They 
allow us to indicate that two variables are 
equal (or not equal) without knowing thei r 
values. This is l i k e the augmentation of 
predicate calculus to predicate calculus wi th 
equal i ty except that i t is a three-valued logic 
permit t ing the log ica l poss i b i l i t y that 
equal i ty may be "unknown". For example, we 
could have inde f in i te nodes for Martha's-
husband or The~fir st-president. We may equate 
these inde f in i te nodes to each other by marking 
them as " co - re fe ren t i a l " . We may also "anchor" 
or ground them to an indiv idual uni t ( e .g . , 
George-Washington), Two indef in i te nodes are 
said to be equal if they have the same anchor 
or if they are tagged as being co- re fe ren t ia l . 
Two inde f in i te nodes are not equal if they have 
d i f f e ren t anchors, if they are marked as "not 
co - re fe re j j t i a l " , or if the i r scopes do not 
intersect . In a l l other cases, equal i ty is 
"unknown". Co-reference and anchor 
re lat ionships are represented by s lots wi th 
standard names. The need for such nodes in 
natural language processing (sometimes termed 
" in ten t iona l " nodes) has al90 been recognized 
[ 20 ]. Our exper ience has been that the 
po ten t ia l l y d i f f i c u l t parts in reasoning with 
these e n t i t i e s are (1) deciding when there is 
enough evidence to conclude about equal i ty of 
i den t i t i es and (2) combining the (possibly 
conf l i c t ing) a t t r ibu tes of the various 
hypothetical objects once the i r common iden t i t y 
has been concluded. 

2.2.3 Description Nodes 

Descript ion nodes are var iable nodes which 
stand for classes instead of ind iv iduals. 
These nodes are used in our planning 
appl icat ion to represent open-ended goals. 
Whereas "anchoring" is the key to equal i ty of 
i nde f in i te nodes, matching is the key to 
equal i ty of descr ipt ion nodes. The class 
defined by a schema is the set of i t s 
special izat ions in the hierarchy; the class 
defined by a descr ipt ion node is the set of 

Scopes, in the Unit Package, are simply a 
branch of the general izat ion hierarchy. 
Extending t h i s to a more f l ex ib le form of 
quant i f i ca t ion is part of the planned future 
work on the Unit Package. 

nodes wi th in a specif ied scope that match the 
descr ipt ion node. Two descr ipt ion nodes are 
said to be#equal i f they po ten t ia l l y match the 
same uni ts or if they are indicated as being 
co - re fe ren t ia l . This l i m i t s the expression of 
match condit ions to a conjunction of s l o t s . We 
have found it convenient in our planning 
appl icat ion to augment t h i s notation wi th 
addi t ional "constraint" uni ts that can express 
a rb i t ra ry predicates involving several nodes. 
In our planning appl icat ion, the refinement of 
abstract goals is accomplished by the addit ion 
of constraints to descript ions and the matching 
of descript ions to the knowledge base. The 
in terpretat ion and manipulation of these 
constraints is done by our planning program and 
not by the Unit Package. 

2.3 Links 

As the Unit Package has been developed, it has 
become necessary to provide structure for the 
l inks between the nodes. Several d i f f e ren t 
"aspects" have been created to accommodate 
t h i s : 

1) NAME — Name of the s l o t . 

2) VALUE — Stored value of the s l o t . 
Typical ly t h i s is the name of a un i t but it 
may be a d i f f e ren t data-structure if the 
datatype aspect is other than " u n i t " . Tlie 
Unit Package dist inguishes between values 
that are va lue j res t r i c t ions and those that 
are " terminal" 

3) DEFINITIONAL R0I£ — The ro le that the 
s lo t plays in the de f i n i t i on of the un i t . Tlie 
r o l es "PART-OF", "PROPERTY", "RELATION", 
"SUPER-UNIT", "EQUIVALENCE", and 
"DOCUMENTATION" are recognized by the Unit 
Package. Def in i t iona l roles are explained 
further in Section 2 . 3 . 1 . 

4) INHERITANCE ROLE — The mode of 
inheritance of the s lo t by progeny. Four 
d i s t i n c t ro les , ("S", "R", " 0 " , and "U") are 
recognized in the Unit Package, C r i t e r i a l i t y 
is determined from th i s r o l e . Inheritance 
roles are discussed further in Section 
2.3.2. 

*The operational test for deciding whether two 
descript ions po ten t ia l l y match the same uni ts 
is that the descript ions match each other. 

* * I n an analogy with un i t s , descr ipt ions are 
l i k e schemata and terminal values are l i k e 
instances. 



5) DEFAULT — Default value for the s lo t 
to be used in the absence of specif ic 
information. This aspect was much less 
frequently used than we o r ig ina l l y expected. 

6) DATATYPE — A l i nk in the Unit Package 
need not go to another un i t ; it may go to an 
atom, integer, s t r i ng , l i s t , lambda 
expression, or to a value with some other 
"datatype". "Unit" is probably the most 
important datatype and is used for most of 
the l inks usually associated with semantic 
networks. The datatype aspect f ac i l i t a t es 
treat ing d i f fe rent kinds of values uniformly. 
The factoring of procedures to support th is 
is discussed in Section 2.4. 

2.3.1 Def in i t ional Roles 

A retrospective examination of how s lots were 
being used in our genetics knowledge base made 
us aware that indistinguishable notations were 
sometimes used where d i s t i nc t meanings were 
intended. Pig. 2 i l l us t ra tes some of the 
s lots from the representation of an organism in 
one of our knowledge bases. The s lo t 
chromosome is used to refer to a part of the 
organism; the s lo t gramstain refers to the 
v i s ib le character of the organism when a 
part icular staining agent is applied. Without 
the de f in i t i ona l ro le , a general procedure to 
separate or remove the parts of a uni t may t r y 
to "remove the gramstain" from an organiam. 
Thus, the exosomes s lo t in F ig. 2 indicates 
(1) what exosomes the organism has ( i . e . 
EXOSCMES (0RGANISM1) = (PMB9, P9C101) ) and (2) 
that the exosomes are to be considered parts of 
the organism ( i . e . PART-OF (PMB9, 0RGANISM1) =T 
T) . 

The idea of dist inguishing between kinds of 
l i nks is not new with our work. Woods [20] 
distinguished between "assert ional" and 
"s t ruc tura l " l i n ks . We d i f fe ren t ia te between 
the de f in i t i ona l roles "PART-OF", "PROPERTY", 
"REIATION", "SUPER-UNIT", "EQUIVALENCE", and 
"DOCUMENTATION". The role "SUPER-UNIT" has the 
inverse meaning of "PART-OF" and is used to 
annotate s lots which point back from the parts 
of a larger concept. The role "EQUIVALENCE" is 
used to label the special "co-reference" and 
"anchor" s lots used in description and 
indef in i te un i ts . The ro le "DOCUMENTATION" is 
used to tag s lots l i ke the modifier s lot which 
are part of the automatic documentation of a 
knowledge base. More de f in i t i ona l roles w i l l 
probably emerge as the Unit Package is used in 
addit ional appl ications. 

2.3.2 Inheritance Roles 

The idea of the hierarchical inheritance of 
properties has i t s roots in the in ferent ia l 
machinery discussed in Qu i l l ian 's thesis [14] . 
In i t s simplest form, a value is defined in the 
most general schema to which it applies. Nodes 
corresponding to descendants of the schema 
inher i t the value. As Brachman [6] points 
out , while a s lo t in an individual is intended 
to assert a property of the ind iv idual , a s lo t 
in a schema is often intended to res t r i c t the 
legal values of corresponding slots in i t s 
potential progeny. These al ternat ive meanings 
of s lots (slots used to define properties 
versus s lots used to instant iate properties) 
are important for the understanding of 
inheritance and are not always c lear ly 
d i f ferent ia ted in network formalisms. 

In the Unit Package we have ident i f ied f i ve 
standard "inheritance roles" for s lo ts . Four 
roles (termed "S " , "R", " 0 " , and "U") that have 
been useful in the Units Package are described 
below. A f i f t h role (termed "M"), which is 
probably useful but which has not been 
implemented, is also discussed. 

1) The simplest role is for d i rec t 
inheritance of values by a l l progeny. This 
is termed the "S" role because the s lo t has 
the same value in the defining uni t and a l l 
of i t s progeny. 

2) The "R" role is for the inheritance of 
requirements; i t is for s lo ts that are 
c r i t e r i a l to the de f i n i t i on of a schema. The 
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values in schemata are interpreted as value-
res t r i c t i ons for the corresponding s lo ts in 
progeny. The values in s lo ts of progeny need 
not be the same as jp the schema, but may be 
fur ther res t r i c ted • Usually the value of 
the s lo t in an instance w i l l be " te rmina l " , 
that i s , an actual value instead of a 
descr ipt ion of a value. If every "R" s lo t in 
an instance has a terminal value , then the 
instance is f u l l y ins tant ia ted. 

3) The "0" ro le is simi lar to the "R" ro le 
except that the s lo t is opt ional ( i e . not 
c r i t e r i a l ) . The s lo t in an Instance need not 
be f i l l e d in with a terminal value. For 
example, in the molecular genetics domain, 
the organisms s lo t of the Culture un i t has 
ro le *B* arid the exosomes s lo t of the 
Bacteriun un i t has ro le " 0 " . This is meant 
to In3Tcate that every cul ture must have 
organisms, but every bacterium need not have 
exosomes. 

4) The "U" ro le is for information about a 
node that is not inher i ted by i t s progeny. 
The s lo t value is unique at each level in the 
hierarchy. As with the other ro les , the s lo t 
name, datatype, and ro le are inheri ted by 
o f f sp r ing . However, the value is not 
inher i ted or used to l i m i t the value of the 
s l o t in o f f sp r ing . This ro le is used mainly 
for our bookkeeping purposes in the network 
such as for the creator s lo t in un i t s . 

The f i r s t three roles can be seen as 
decreasingly s t r i c t . With the "0" r o l e , a 
value is opt ional in instances; wi th "R" i t is 
required; wi th "S" i t i s d i r e c t l y inher i ted. In 
contrast , the "U" ro le ignores the nesting of 
values in progeny altogether. One addit ional 
ro le for inheri tance, which we have not 
implemented, would allow s lo ts in progeny to 
have values that override res t r i c t ions from 
above. (This might be termed the "M" ro le 
meaning modif icat ions allowed). This idea was 
o r i g i n a l l y disallowed because it was seen as 
counter to the s p i r i t of un i t spec ia l izat ion. 

Like de f i n i t i ona l ro les , inheritance roles 
provide meta-knowledge about the in terpretat ion 
of s l o t s . They indicate (1) transmission 

*The meaning of " fur ther res t r ic ted" is 
determined by a funct ion associated with the 
datatype of the s l o t . For the "number 
datatype, the va lue- res t r ic t ions are numeric 
ranges or l i s t s . For the "un i t " datatype, the 
va lue- res t r i c t ions may be descr ipt ion nodes or 
ancestor spec i f icat ions. 

inst ruct ions for the information and (2) 
whether the value is c r i t e r i a l to the 
d e f i n i t i o n of the s l o t . Inheritance roles are 
also used by the in teract ive component of the 
Unit Package to determine what checking is 
performed when knowledge is entered by a user. 

Before leaving the subject of inheri tance, i t 
is worth emphasizing that a general izat ion 
hierarchy should be dist inguished from other 
h ierarchical relat ionships from everyday l i f e 
which do not indicate inheritance paths. Some 
common ones are "subset-of", "element-of", 
"par t -o f " and "abstract ion-of" . These 
relat ionships are represented in a semantic 
network by e x p l i c i t l i nks independent of those 
used for the superclass taxonomy. 

2.4 Attaching Procedures 

The attachment of procedures to frames is one 
of the representational ideas common to the new 
knowledge representation languages. Several 
older languages (such as LISP) support 
a rb i t ra ry attachment of procedures to data 
structures; the approach in frame-structured 
languages is more d isc ip l i ned . This d isc ip l ine 
in the Unit Package has two main elements: (1) 
standardized points for attachment and (2) an 
e x p l i c i t purpose for procedures. The "purpose" 
of a procedure indicates when a procedure 
should be act ivated. 

The Unit Package provides three standard places 
for attaching procedures: (1) un i t attachment 
(2) s lo t attachment and (3) datatype 
attachment. Unit attachment is used for 
operations that act on a uni t as a whole. Slot 
attachment is used for operations on a 
par t icu lar s lo t of a un i t . Datatype attachment 
is useful for operations on s lo ts located in 
uni ts throughout the knowledge base that have 
values of a par t icu lar datatype. Although 
datatype attachment has not been reported in 
other frame systems, it has been used 
extensively in the Unit Package [17] and is 
simi lar to ideas from SIMULA. 

We have adapted some terminology from SMALLTALK 
to describe the act ivat ion of attached 
procedures. A procedure is activated by 
"sending it a message" wi th a token that 
matches i t s purpose. This is an ind i rec t form 
of procedure c a l l — where the purpose of the 
procedure is known to the ca l le r but the name 
of the procedure need not be known. The 
"purpose" of a procedure is usually associated 
wi th standardized act ivat ion condit ions (e .g . 
"To-Get"); i t also indicates where the 



procedure's name is stored. For un i t 
attachment, the purpose is the name of a s lo t 
containing the procedure name; for s lo t 
attachment, it is the name of an aspect; for 
datatype attachment, it is the name of the s lo t 
in the uni t for the datatype. Functions l i k e 
the matcher, which must work for a l l datatypes, 
operate by act ivat ing datatype-specif ic 
procedures using the message mechanism. 

3 RELATIONSHIP TO OTHER WORK 

During the period when the Unit Package was 
developed, many other frame-structured 
representation systems have also appeared. In 
some cases, our work has duplicated that of 
other groups. This section compares the Unit 
Package to related systems. 

3.1 Other Work on Node Types 

The idea of d is t inguishing between node types 
in a knowledge representation language has 
important impl icat ions for the design of 
in terpreters and matchers. If node types are 
not d is t inguished, then the semantic 
information about abstractness and equal i ty 
must be carr ied by some other means. Node 
types s imi lar to our four categories have 
appeared in other contemporary representation 
languages. F ig . 3 summarizes what they are 
cal led in AIMDS ( [15 ] , [ 16 ] ) , FRL [ 8 ] , KLONE 
( [ 5 ] , [19 ] ) , KRL-0 ( [ 1 ] , [ 3 ] ) , Levesque's 
System [11 ] , and OWL ( [ 1 8 ] , [ 1 3 ] ) . This is not 
to say that the node types correspond exactly 
in these systems, but that the ideas seem to be 
very s im i la r . 

Several other types of nodes have appeared in 
representation languages. For example, KRL-0 
supported the addi t ional node categories 
" r e l a t i o n " , "propos i t ion" , and "basic" . The 
re la t ion category was used to represent an 
abstract re la t ionship between e n t i t i e s and a 
proposit ion was an ins tan t ia t ion of a 
re la t ionship specifying i t s t r u th value. (In 
our planning appl icat ion, constraints serve 
some of t h i s funct ion although the i r 
in terpreta t ion is by the planning program 
instead of a general interpreter for the 
representation language.) "Basic" categories 
p a r t i t i o n the world into simple non-overlapping 
categories. Categories are meant to allow 
quick tests (by category comparison) to decide 
whether an object f i t s a descr ip t ion. This 
pa r t i t i on ing is p a r t i a l l y (but inadequately) 
achieved in the simple h ierarchica l systems by 
the approximate ru le that two schemata are in 
d i s t i n c t categories i f neither is an ancestor 
of the other in the superclass hierarchy . It 
is not clear that such categories can be 
assigned to domain objects once arv3 for a l l . 
Further aspects of t h i s are discussed in two 
recent c r i t i c a l examinations of KRL ( [10 ] , 
[ 1 ] ) . 

One of the shortcomings of the Unit Package is 
i l l u s t r a ted by t h i s example. There is no 
annotation to indicate which branches in the 
general izat ion hierarchy are mutually 
exclusive. 



The node types in KLONE ( [ 4 ] r [5]) shown in 
F ig , 3 do not f i t per fec t ly into the categories 
used in the Unit Package; KLONE dist inguishes 
between patterns (also cal led descript ions or 
concepts) and representations of th ings. A 
generic concept in KLONE is a pattern because 
i t does not stand d i r e c t l y for i t s potent ia l 
progeny; the class is i t s extension in solhe 
context. S imi la r l y , an " ind iv idua l concept" in 
KLONE is an individual ized pat tern; it 
describes a po ten t ia l l y unique indiv idual which 
may or may not ex is t (e .g. "the current king of 
Prance"). A nexus is more l i k e the sort of 
ind iv idual in the Unit Package. A nexus is 
e i ther constant or var iab le . A nexus has an 
"existence value" which can be "does not 
e x i s t " . It can have "coreference wires" to 
other nexuses and "descr ipt ion wires" to 
indiv idual concepts. Thus KLONE dist inguishes 
indiv idual ized patterns ( indiv idual concepts) 
from representations of indiv iduals (nexuses). 
The matrix in F ig . 1 does not make th i s 
d i s t i n c t i o n . KLONE's "parametric ind iv idual " 
is not qui te the same as a descript ion node 
( i . e . var iable class node) in the Unit Package. 
Parametric indiv iduals are s t i l l patterns — 
they describe po ten t ia l l y many individuals — 
but they are not a rb i t ra ry generic 
descr ip t ions; some of the i r values are bound by 
the context in which they appear, and thus they 
are "parameterized". 

3.2 Other Work on Property Inheritance 

Hie recognit ion of d i f f e ren t forms of 
inheritance is not unique to the Unit Package. 
Goldstein and Roberts [8] distinguished two 
kinds of inheritance in FRLH0 — addit ive and 
r e s t r i c t i v e . Addit ive inheritance permitted a 
specia l izat ion to add new non-contradictory 
fac ts . This corresponds to the "R" and "0" 
roles above. Restr ic t ive inheritance is used 
when a specia l izat ion overrides the information 
in a more general schema. This corresponds to 
the "M" ro le above, which we have not 
implemented, FRL-0 also encouraged the use of 
" id iosyncrat ic forms" of inheritance by the use 
of attached procedures. These procedures 
effected the transmission of values from frames 
other than the parent. This seems to be an 
attempt to capture some of the "mul t ip le -
perspectives" idea of KRL using less machinery. 

An elaborate proposal inheritance was proposed 
by Brachman [6] and then substant ia l ly 
elaborated by Brachman and Woods ( [ 5 ] , [19 ] ) . 
Brachman connects nodes not by a single 
general izat ion l i n k , but rather by a complete 
bundle of l i n ks (cal led a "cable") which t i e s 

together the parts with d i f f e ren t kinds of 
l i n k s . The de ta i l s of these l i nks require more 
explanation than is convenient here but the 
main insight is that inheritance of complex 
structures must be supported by a r i ch 
vocabulary of relat ionships for the parts of 
the inheri ted s t ructure. While the scope of 
the i r developing system (KLONE) is broader than 
our own, the philosophy is essent ia l ly the 
same, namely, to develop a concise and 
structured representation in which the 
important kinds of relat ionships are e x p l i c i t 
and uniformly represented for processing by 
general purpose network rout ines. 

4 SUMMARY 

The Unit Package is a frame-structured 
representation language whose main elements are 
p a r t i t i o n s , nodes, l i n k s , and attached 
procedures. Our goal has been to develop a 
concise and structured representation language 
in which the important kinds of relat ionships 
are e x p l i c i t and uniformly represented for 
processing by uniform network processing 
rout ines. This has led to formalisms for kinds 
of nodes, l i n k s , inheri tance, and attached 
procedures. Some of these formal isms have been 
inspired by and instrumental for the MOLGEN 
planning appl icat ion. Probably the most 
important example of t h i s is the idea of a 
h ierarchical var iable to which one can add 
information and constra ints. These variables 
provide a notat ion for h ierarchical planning. 

Some shortcomings of the Unit Package have been 
noted in passing. These include a need for 
allowing mul t ip le general izat ions, a need for 
e x p l i c i t indicat ion of mutual exclusion, and a 
more adequate use of quan t i f i ca t ion . These 
problems are not d i f f i c u l t to f i x . Space does 
not permit discussion of more substant ial 
representational problems beyond the current 
research, such as the structured representation 
of processes and causal re lat ionships. The 
reader interested in a discussion of some 
unsolved problems is referred to [17] . 
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T h i s paper d iscusses one way to l i m i t the cos t o f e x e c u t i n g d e c l a r a t i v e l y s p e c i f i e d nondetermin 
i s t i c programs. The approach we take i s to develop c o n t r o l h e u r i s t i c s f o r a f a m i l y o f problems 
f rom t r a c e s o f sample s o l u t i o n s generated d u r i n g a t r a i n i n g sess ion w i t h a human e x p e r t . A l g o 
r i t h m s have been developed which recogn ize a se t o f p a t t e r n s in the sequence of 'knowledge 
a p p l i c a t i o n s ' and which compi le d e s c r i p t i o n s o f these p a t t e r n s i n a c o n t r o l language, c a l l e d 
CRAPS. The CRAPS d e s c r i p t i o n s generated are then used f o r guidance in s o l v i n g subsequent 
p rob lems. We d e s c r i b e an imp lementa t ion of t h i s approach and g i ve the r e s u l t s of s e v e r a l 
expe r imen t s . 

1. INTRODUCTION 

Dur ing the l a s t few y e a r s , a number o f r e l a t i v e 
l y e f f e c t i v e A r t i f i c i a l I n t e l l i g e n c e programs 
have been w r i t t e n i n c o r p p r a t i n g cons ide rab le 
amounts of knowledge, and the problem of encod
i n g such knowledge in a u s e f u l form has emerged 
as one o f the c e n t r a l problems o f A I . R e c e n t l y , 
a t t e n t i o n has t u r n e d towards mechanisms which 
f a c i l i t a t e i n c o r p o r a t i n g l i m i t e d p r o c e d u r a l o r 
h e u r i s t i c i n f o r m a t i o n i n t o a p r i m a r i l y d e c l a r a 
t i v e framework ( f o r example, Rychener 's 
approach [4 ] i s t o b u i l d a r a t i o n a l " g o a l " 
s t r u c t u r e i n t o d e c l a r a t i v e r u l e - b a s e d systems, 
w h i l e Davis [2 ] f avo rs a separa te se t o f "meta
r u l e s " , s p e c i f y i n g c o n t r o l i n f o r m a t i o n ) . The 
prob lem o f a c q u i r i n g , debugging and ex tend ing 
c o n t r o l i n f o r m a t i o n has become i n c r e a s i n g l y 
i m p o r t a n t . We b e l i e v e t h a t t he re are a number 
o f i m p o r t a n t areas i n which i t might b e p o s s i b l e 
t o deduce c o n t r o l i n f o r m a t i o n a u t o m a t i c a l l y f rom 
a d e c l a r a t i v e program. These i n c l u d e d e c l a r a 
t i v e l y s p e c i f i e d p rob lems: (1) f o r which 
t h e r e e x i s t s a r e l a t i v e l y s imp le a l g o r i t h m i c 
procedure> or (2) whose performance can be 
improved i n f r e q u e n t l y o c c u r r i n g o r p a r t i c u l a r l y 
i m p o r t a n t s p e c i a l cases? o r (3) i n which p a r t i 
c u l a r subproblems can be so l ved by s imple 

a l g o r i t h m i c p rocedures . Th is problem has been 
d iscussed by a number of p rev i ous workers in 
v a r i o u s forms ( f o r example [ 1 , 3 , 7 ] ) ; space does 
no t p e r m i t a complete rev iew here (see [5] f o r 
such a rev iew and comparisons w i t h the p r e s e n t 
w o r k ) . 

2. APPROACH 

In our expe r imen ts , we have been wo rk ing on a 
( s l i g h t l y i d e a l i z e d ) j i gsaw p u z z l e , i n which 
each p i e c e has an average c o l o r , and f o u r s ides 
desc r i bed by unique i n t e g e r s ( w i t h s i de i f i t 
t i n g s i de - i ) . A n o n d e t e r m i n i s t i c a l g o r i t h m 
w r i t t e n i n p r o d u c t i o n language form f o r t h i s 
p rob lem can be found in [ 6 ] . 

The r e p r e s e n t a t i o n c o n t a i n s 33 p r o d u c t i o n s , and 
i s h i g h l y n o n d e t e r m i n i s t i c , and i f executed 
would b e h o p e l e s s l y i n e f f i c i e n t . I t does no t 
even "know" t h a t i t w i l l f i n d a s o l u t i o n ( i . e . 
t e rm ina te ) i f i t can repeat the p r o d u c t i o n 
which pu ts a p i ece in the puzz le as f r e q u e n t l y 
•♦s p o s s i b l e , so even the c r u d e s t goa l - subgoa l 
s t r u c t u r e i s absen t . (However, t h e r e i s no 
p r o d u c t i o n to remove a p iece f rom the p u z z l e , 
which serves as a c l ue to an i n t e l l i g e n t 
o b s e r v e r ) . I t i s even p o s s i b l e f o r t he program 
to p i c k up a p i ece and then p u t i t down immedi 
a t e l y w i t h o u t do ing a n y t h i n g w i t h i t . 

*Th i s m a t e r i a l i s based upon work 
suppo r ted by the O f f i c e o f Naval Research under 
C o n t r a c t No. N00014-75-C-0571, (NR049-347). 

However, s u f f i c i e n t p r o d u c t i o n s are p r e s e n t 
t o p e r m i t s imp le sequencing h e u r i s t i c s t o 
r e f l e c t the usua l s t r a t e g i e s used by e x p e r i -
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enced p u z z l e - s o l v e r s : 

o work on the o u t s i d e edges f i r s t ( b u i l d a p i l e 
o f o u t s i d e edges ) ; repea t t he p u t - p i e c e - i n -
p u z z l e sequence u n t i l t h i s p i l e i s empty; 

0 separa te the p ieces i n the heap i n t o p i l e s o f 
the same average c o l o r , and search the a p p r o p r i 
a te p i l e f i r s t ; 

0 search f i r s t f o r p i e c e s wh ich have more than 
one ne ighbor o f t he same average c o l o r ( e . g . 
work on the sky f i r s t ) ; 

I t may appear t h a t au toma t i c d e t e c t i o n o f such 
h e u r i s t i c s i s a t a s k o f g r e a t d i f f i c u l t y . Below 
we o u t l i n e an app roach to t h i s p rob lem which 
appears to be q u i t e s u c c e s s f u l , d e s c r i b e a 
system wh ich has been embedded in a p r o d u c t i o n 
system language and g i v e some e x p e r i m e n t a l 
r e s u l t s . 

Our p rocedure is as f o l l o w s : we s e l e c t a 
• t y p i c a l 1 i n p u t t o the program and run t he p r o 
gram r e p e a t e d l y on t h i s i n p u t , r e c o r d i n g the 
sequence o f r u l e s s e l e c t e d . T h i s i s repea ted f o r 
o t h e r t y p i c a l i n p u t s . We then a t t emp t to 
d e s c r i b e the b e t t e r ( i . e . s h o r t e r ) s u c c e s s f u l 
sequences in a l anguage , CRAPS, des igned f o r 
t h i s purpose and d e s c r i b e d i n the nex t s e c t i o n . 
We then use t h i s d e s c r i p t i o n to gu ide the p r o 
gram's subsequent d e c i s i o n s . The a n a l y s i s o f 
t he s o l u t i o n sequences a l s o produces a s e t o f 
m e t a - r u l e s wh ich are used t o d y n a m i c a l l y a l t e r 
t he sequenc ing i n t he event the d e s c r i p t i o n does 
n o t behave p r o p e r l y . 

I n h e r e n t i n t h i s approach i s the assumpt ion t h a t 
good d e c i s i o n - m a k i n g p rocedures o r h e u r i s t i c s 
can be i n f e r r e d f rom the per formance o f the 
program o n o n l y s e l e c t e d i n p u t s . I n g e n e r a l , a s 
suggested by work on i n d u c t i v e i n f e r e n c e and 
i n f o r m a t i o n t h e o r y , we g i v e p r e f e r e n c e to s h o r t 
CRAPS d e s c r i p t i o n s wh ich w i l l genera te a h i g h 
p r o p o r t i o n o f s h o r t s u c c e s s f u l s o l u t i o n s and few 
l o n g or unsuccess fu l s o l u t i o n s . We a n t i c i p a t e 
t h a t t he s e l e c t i o n o f i n p u t s w i l l b e c r i t i c a l 
and t h a t e v e n t u a l l y we w i l l want t o be ab le to 
hand le new i n p u t s i n c r e m e n t a l l y . I n i t i a l l y , 
however , we have c o n c e n t r a t e d on t he s i m p l e r 
p rob lem o f g e t t i n g a good s o l u t i o n f o r the non-
i n c r e m e n t a l case . 

As suggested by sample e x p e r i m e n t s , t he execu 
t i o n t ime o f a comp le te l y d e c l a r a t i v e program 
w i l l u s u a l l y b e t o o l o n g t o p e r m i t a s o l u t i o n 
excep t in t he s i m p l e r cases. A c c o r d i n g l y , we 
run the program i n " t r a i n i n g mode" i n wh ich i t s 
d e c i s i o n s can be observed and i f necessary 
c o r r e c t e d . I n i n i t i a l exper iments t h i s was done 
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by a t r a i n e r who was aware of the s t r u c t u r e of 
t he program; subsequen t l y we a n t i c i p a t e the 
n e c e s s i t y o f us ing techn iques s i m i l a r t o 
those o f Davis [ 2 ] , wh ich w i l l enable the 
t r a i n e r t o dea l o n l y w i t h the e x t e r n a l b e h a v i o r 
o f t he program. 

I t shou ld be no ted t h a t we have d e l i b e r a t e l y 
chosen to exc lude i n f o r m a t i o n about sequences 
wh ich end i n f a i l u r e . I t i s c l e a r t h a t , a s 
found by Winston [ 8 ] , counterexamples w i l l be 
ex t r eme l y v a l u a b l e . However, as the reader w i l l 
no te be low, even t h i s s i m p l e r prob lem poses 
c o n s i d e r a b l e t e c h n i c a l d i f f i c u l t i e s , and i t was 
our f e e l i n g t h a t a c l e a r e r p i c t u r e would emerge 
f rom the s i m p l e r approach. Fu r the rmore , the 
exper iments suggest t h a t u s e f u l r e s u l t s can be 
o b t a i n e d w i t h o u t coun te rexamples . 

3. THE CRAPS LANGUAGE 

The CRAPS language p r o v i d e s a semant ic framework 
w i t h wh ich t o s p e c i f y o r d e s c r i b e sequences o f 
r u l e a p p l i c a t i o n s i n the e x e c u t i o n o f the non-
d e t e r m i n i s t i c p rogram. The o p e r a t o r s of CRAPS 
are C o n c a t e n a t i o n , R e p e t i t i o n , A l t e r n a t i o n and 
Pe rmu ta t i on o f Sequences, w i t h e n a b l i n g c o n d i 
t i o n s wh ich are DNF exp ress ions o f r u l e 
a p p l i c a b i l i t y . Conca tena t ion cor responds t o 
s e q u e n t i a l e x e c u t i o n o f s t a t e m e n t s , and r e p e t i 
t i o n cor responds t o i t e r a t i o n s ta tements w i t h 
' w h i l e ' and ' u n t i l ' t e r m i n a t i o n c o n d i t i o n s . The 
a l t e r n a t i o n o p e r a t o r s p e c i f i e s a l t e r n a t i v e 
sequences of a c t i o n s much l i k e an ALGOL-68 
' c a s e ' s ta tement o r LISP ' c o n d ' e x p r e s s i o n . The 
p e r m u t a t i o n p r i m i t i v e r e p r e s e n t s a form o f c o n 
c u r r e n t e x e c u t i o n s i m i l a r t o the s p e c i f i c a t i o n 
o f c o l l a t e r a l exp ress ions i n ALGOL-68. 

The a l g o r i t h m s which compi le CRAPS d e s c r i p t i o n s 
are based on s tanda rd o p t i m i z a t i o n techn iques 
and d i v i d e and conquer p a t t e r n r e c o g n i t i o n a l g o 
r i t h m s . The i n p u t to the program c o n s i s t s o f a 
sequence composed o f t he r u l e s which were f i r e d 
on each c y c l e t o g e t h e r w i t h the a s s o c i a t e d 
i n p u t / o u t p u t i n f o r m a t i o n and the l i s t o f r u l e s 
which were a p p l i c a b l e on each c y c l e . The a n a l y 
s i s a l s o produces a s e t o f m e t a - r u l e s whose 
o b j e c t i v e i s t o suggest p r o d u c t i o n s t o f i r e i n 
the event the CRAPS d e s c r i p t i o n i s i n a p p r o p r i 
a t e . Complete d e t a i l s o f these a l g o r i t h m s can 
b e found i n [ 5 , 6 ] . 

4, EXPERIMENTS 

The exper iments were pe r fo rmed on 5 puzz les w i t h 
25-30 p i e c e s . Over 400 p r o d u c t i o n s were f i r e d 
to so l ve a p u z z l e . The CRAPS d e s c r i p t i o n 
genera ted f rom a t r a i n i n g sess ion u s i n g one 
puzz le c o n s i s t e d of 75 conca tena t i ons and 15 



r e p e t i t i o n s . A t o t a l o f 192 m e t a - r u l e s were 
g e n e r a t e d . The o r i g i n a l p u z z l e used i n t he 
t r a i n i n g s e s s i o n was e a s i l y s o l v e d u s i n g t h e 
CRAPS d e s c r i p t i o n ? no m e t a r r u l e s were needed. 
The second p u z z l e was s o l v e d in 10 1/2 m inu tes 
b u t r e q u i r e d 5 m e t a - r u l e c a l l s . The t h i r d 
p u z z l e f a i l e d t o b e s o l v e d because o f a n 
i n c o r r e c t c h o i c e s p e c i f i e d b y t h e m e t a - r u l e s 
a f t e r 193 c y c l e s . A f o u r t h p u z z l e was s o l v e d 
i n 11 1/2 m inu tes w i t h one m e t a - r u l e c a l l . A 
f i f t h p u z z l e was run w i t h t h e m e t a - r u l e s a lone 
and i t f a i l e d t o make c o r r e c t d e c i s i o n s a f t e r 
80 s u c c e s s f u l c y c l e s were e x e c u t e d . Complete 
d e t a i l s o f t hese e x p e r i m e n t s can be found i n [5J. 

5. CONCLUSION 

I t i s b e l i e v e d b y many r e s e a r c h e r s t h a t a n 
i m p o r t a n t q u a l i t y o f i n t e l l i g e n t b e h a v i o r i s t h e 
a b i l i t y t o improve pe r f o rmance w i t h e x p e r i e n c e , 
and t h a t g e n e r a l i z i n g a concep t i s a c r i t i c a l 
a s p e c t o f l e a r n i n g . I n CRAPS, a fo rm o f g e n e r 
a l i z a t i o n o c c u r s when a r e p e a t i n g subsequence i s 
c o l l a p s e d i n t o a r e p e t i t i o n . A l t h o u g h q u i t e 
r e s t r i c t e d in s c o p e , CRAPS shows how a sys tem 
m i g h t l e a r n p r o c e d u r e s , a f o rm o f l e a r n i n g wh i ch 
w e b e l i e v e i s v e r y i m p o r t a n t . A l t h o u g h t h e r e 
a re a number o f v e r y d i f f i c u l t t e c h n i c a l 
p r o b l e m s , i t seems t o u s t h a t w i t h more p o w e r f u l 
p a t t e r n r e c o g n i t i o n t e c h n i q u e s and more p o w e r f u l 
g e n e r a l i z a t i o n s o f c o n t r o l s t a t e m e n t s , t h i s 
approach c o u l d b e v e r y f r u i t f u l . 

W i t h l e s s a m b i t i o u s d e s i g n s , CRAPS can be v iewed 
as a programming a i d f o r t h e d e s i g n e r and 
i m p l e m e n t e r o f a l a r g e A I p r o b l e m - s o l v i n g 
knowledge b a s e . The CRAPS approach m i g h t be 
u s e f u l i n f i n e - t u n i n g a d e c l a r a t i v e knowledge 
base as opposed to ' h a n d - c o m p i l i n g * c o n t r o l 
e l emen ts t o e f f e c t competen t pe r fo rmance i n 
such a s y s t e m . 

The power o f t h e d e s c r i p t i o n s p roduced i s 
l i m i t e d b y b o t h t h e e x p r e s s i v e power o f t he 
CRAPS p r i m i t i v e s , and t h e l e v e l o f s o p h i s t i c a 
t i o n o f t h e p a t t e r n r e c o g n i t i o n a l g o r i t h m s th,at 
have been d e v e l o p e d . For example , d u r i n g r e p e 
t i t i o n d e t e c t i o n n o n o t i o n o f s i m i l a r 
subsequence i s u s e d ; f u r t h e r m o r e , i t i s n o t 
p o s s i b l e f o r a l t e r n a t i o n t o appear w i t h i n r e p e 
t i t i o n s . D e s p i t e t h i s , t h e a l g o r i t h m s are 
p o w e r f u l enough t o d e t e c t i n t e r e s t i n g p a t t e r n s 
and s u b s e q u e n t l y i n t e r e s t i n g h e u r i s t i c s . 

Our e x p e r i m e n t s sugges t t h a t t h i s approach w i l l 
have t h e b e s t chance o f success when t h e encod 
i n g o f t h e knowledge o f t he p r o b l e m domain i s 
such t h a t on any e x e c u t i o n c y c l e a s m a l l number 
o f p r o d u c t i o n s and o n l y one i n s t a n t i a t i o n o f 
each p r o d u c t i o n i s a p p l i c a b l e . T h i s sugges ts 

one way in w h i c h CRAPS s h o u l d e v o l v e : t h e 
e x e c u t i o n t r a c e s s h o u l d i n c l u d e n o t o n l y p r o d u c 
t i o n s b u t a l s o t he i n s t a n t i a t i o n s o f p r o d u c 
t i o n s ( i . e . c o n t e x t u a l o r even g o a l i n f o r m a t i o n 
s h o u l d b e i n c l u d e d ) . However, r e c o g n i z i n g 
p a t t e r n s i n such sequences i s much more d i f f i 
c u l t . We v iew o u r approach as an i n i t i a l s t e p 
i n t h e u n d e r s t a n d i n g o f t h i s more g e n e r a l 
p r o b l e m . 
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A FACSIMILE BASED TEXT EDITOR USING HANDWRITTEN MARK RECOGNITION 

Yasuh i to Suenaga 
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A fundamenta l s t udy on a f a c s i m i l e based t e x t e d i t o r us i ng h a n d w r i t t e n mark r e c o g n i t i o n i s 
d e s c r i b e d w i t h some e x p e r i m e n t a l r e s u l t s . Every i n f o r m a t i o n f o r e d i t t i n g i s g i v e n t o the 
computer v i a f a c s i m i l e . F i r s t , t e x t s ( h a n d w r i t t e n , t yped o r p r i n t e d ) and f i v e k i n d s o f 
h a n d w r i t t e n marks are i n p u t to t he computer as b i n a r y p i c t u r e s . Second, the marks are 
recogn i zed t o make t h e p i c t u r e a l l o c a t i o n l i s t . T h i r d , t he f a i r copy o f t he t e x t i s 
c o n s t r u c t e d b y r e a r r a n g i n g the b i n a r y p i c t u r e a c c o r d i n g t o the l i s t , and i s o u t p u t t o the 
f a c s i m i l e r e c e i v e r . Manusc r ip t s us i ng a lmost any k i n d s o f languages i n c l u d i n g E n g l i s h , 
Ch inese , Japanese e t c . a re e d i t t e d by t h i s sys tem. Moreover , the method d e s c r i b e d here 
can be combined w i t h usua l t e x t e d i t o r s o r word p r o c e s s o r s , i n o rde r t o reduce t he 
keyboard based man machine i n t e r a c t i o n . Exper iments based on a min icomputer c o n t r o l l e d 
f a c s i m i l e produced unexpec ted ly good r e s u l t s , and the r e p o r t 11] was a c t u a l l y made u s i n g 
t h i s method, w i t h l e s s than a h a l f o f e f f o r t s r e q u i r e d i n the usua l way o f Japanese 
manusc r i p t w r i t i n g w i t h b l a c k i n k , s c i s s o r s and p a s t e . 

1 . I n t r o d u c t i o n 

I t i s u s u a l l y a h a r d work t o p repa re documents, 
e s p e c i a l l y i n Japan , where more than 2,000 
k i n d s o f k a n j i c h a r a c t e r s are commonly used . 

K a n j i t e x t e d i t o r s a re a v a i l a b l e , however, t he 
i nconven ience o f K a n j i i n p u t o p e r a t i o n i s y e t 
e s s e n t i a l l y u n s o l v e d . 

(b) The r u l e d l i n e s o f the 
shou ld b e p r i n t e d w i t h the 
d e t e c t e d by t he f a c s i m i l e 
l i g h t b l u e o r g r e e n ) . 

manusc r ip t paper 
c o l o r wh ich i s no t 

t r a n s m i t t e r ( e . g . 

(c) Charac te rs must be p l aced a c c o r d i n g to the 
r u l e d l i n e s . 

(d) Marks are drawn by one of t he f o l l o w i n g two 
methods: 

Consequen t l y , t h e g r e a t e r p a r t o f documents 
used i n Japan i s s t i l l h a n d w r i t t e n , and t he 
development o f t e x t e d i t o r s f r e e f rom K a n j i 
i n p u t o p e r a t i o n i s expec ted . 

Th i s paper d e s c r i b e s a fundamenta l s tudy on a 
t e x t e d i t o r u s i n g o n l y f a c s i m i l e s a s i n p u t and 
o u t p u t d e v i c e s . The method d e s c r i b e d here i s 
n o t based on c h a r a c t e r r e c o g n i t i o n , bu t on mark 
r e c o g n i t i o n . 

2 . Assumpt ion 

The f o l l o w i n g c o n d i t i o n s a re assumed, i n o rde r 
t o make t he p r a c t i c a l c o n s i d e r a t i o n . 

(a) Cha rac te r s must be h a n d w r i t t e n , t yped or 
p r i n t e d w i t h t h e c o l o r e a s i l y d e t e c t e d b y the 
f a c s i m i l e t r a n s m i t t e r ( e . g . b l a c k ) . 

(d-1) d rawing marks d i r e c t l y on the manusc r i p t 
paper t o g e t h e r w i t h c h a r a c t e r s , 

(d-2) d raw ing marks on t he o t h e r pape rs . 

I n case o f ( d - 1 ) , t he o v e r l a p p i n g o f marks w i t h 
c h a r a c t e r s o r w i t h o t h e r marks shou ld be 
avo ided except f o r t he d e l e t e o r space marks 
s t a t e d l a t e r , w h i l e t he method (d-2) do no t 
s u f f e r f rom t h i s l i m i t a t i o n . 

F i g . l shows an example o f t he manusc r i p t paper 
fo rmat and f i v e k i n d s o f marks employed h e r e . 

(1) P o s i t i o n mark: 

The p o s i t i o n mark is d e f i n e d as a se t o f s h o r t 
l i n e s drawn a c c o r d i n g t o t h e r u l e d l i n e s o f 
m a n u s c r i p t s . The fo rma t and b l o c k s i z e o f 
manusc r ip t s are e s t i m a t e d f rom t h i s mark. 
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(2) De le te mark; 

The d e l e t e mark is d e f i n e d as a mass f i g u r e 
drawn on t he c h a r a c t e r s t r i n g w i t h i n the 
b l o c k s . The c h a r a c t e r s covered w i t h t h i s mark 
are d e l e t e d . 

(3) Space mark: 

The space mark is d e f i n e d as a mass f i g u r e 
drawn o n the c h a r a c t e r s t r i n g , which i s s i m i l a r 
t o , bu t w ide r than the d e l e t e mark. The 
c h a r a c t e r s covered w i t h t h e space mark are 
r e p l a c e d by t h e equa l numbers o f spaces. 

(4) Paragraph mark; 

The paragraph mark is d e f i n e d as a hook shaped 
l i n e f i g u r e wh ich crosses the b locks v e r t i c a l l y 
Th i s mark i n d i c a t e s the beg inn ing of the new 
pa rag raph . 

(5) Move mark: 

The move mark is d e f i n e d as a l i n e f i g u r e which 
c o n s i s t s of an arm and a l o o p . The c h a r a c t e r 
s t r i n g w i t h i n the loop i s e x t r a c t e d and 
i n s e r t e d t o the p o s i t i o n i n d i c a t e d b y the arm. 

3. Procedure 

R e f e r r i n g t o F i g . 2 , t he procedure o f t e x t 
e d i t t i n g i s d e s c r i b e d be low. 

3 . 1 I n p u t o f t e x t s 

O r i g i n a l manuscr ip ts and h a n d w r i t t e n marks are 
i n p u t t o the min icomputer f rom the f a c s i m i l e 
t r a n s m i t t e r . A t t h i s t i m e , t he p o s i t i o n mark 
i s d e t e c t e d , and the parameters on t he t e x t 
s i z e and fo rma t are c a l c u l a t e d . 

3 . 2 D e t e c t i o n o f marks f o r t e x t m o d i f i c a t i o n 

At f i r s t , t he paragraph marks and the move 
marks are d e t e c t e d by sea rch ing a long t he 
c e n t e r l i n e o f t he space between l i n e s . 

Then the d e l e t e marks and the space marks are 
d e t e c t e d b y t e s t i n g the i n s i d e o f b l o c k s . I n 
case o f method (d-1) s t a t e d i n 2 , d e t e c t e d 
marks a re comp le te l y removed f rom the b i n a r y 
p i c t u r e o f t he m a n u s c r i p t . 

3.3 Genera t ion o f t h e p i c t u r e a l l o c a t i o n l i s t 

The p i c t u r e a l l o c a t i o n l i s t (PAL) i s genera ted 
acco rd ing to the de t ec t ed marks. PAL c o n s i s t s 
o f b l o c k numbers and addresses i n d i c a t i n g t he 
o r d e r . Charac te r s t r i n g s o f t he manuscr ip t are 
v i r t u a l l y d e l e t e d , moved and combined in PAL. 

3.4 R e c o n s t r u c t i o n o f the b i n a r y image 

F i n a l l y , t he f a i r copy o f t he manuscr ip t i s 
made by r e a r r a n g i n g the b i n a r y p i c t u r e 
acco rd ing to PAL, and ou tpu t to the f a c s i m i l e 
r e c e i v e r . Put l i n e procedures f o r Japanese and 
E n g l i s h are d i f f e r e n t f rom each o t h e r . 
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F i g . 3 ( b ) R e s u l t a n t b i n a r y p a t t e r n o f t he 
manusc r i p t made f rom F i g . 3 ( a ) . 

4 . Expe r imen ta l r e s u l t s 

F i g . 3 ( a ) and (b) show an example of t e x t 
e d i t t i n g by t he system s t a t e d above. One page 
of t he manusc r i p t is hand led as a 512 x 512 do t 
b i n a r y p i c t u r e . 

Most programs o f t h e e x p e r i m e n t a l system are 
made u s i n g FORTRAN-IV, and o n l y some s p e c i a l 
i n p u t o r o u t p u t r o u t i n e s are w r i t t e n w i t h a n 
assembly language. 

The t o t a l p r o c e s s i n g t ime i s about t h r e e 
minu tes per one page of t he m a n u s c r i p t : one 
m inu te f o r f a c s i m i l e i n p u t , one minu te f o r mark 
r e c o g n i t i o n and t h e rearrangement o f b i n a r y 
p i c t u r e , and , one minu te f o r f a c s i m i l e o u t p u t . 

5 . Conc lus ion 

The fundamenta l exper imen ts o f t e x t e d i t t i n g by 
t h e system d e s c r i b e d here produced unexpec ted l y 
good r e s u l t s . A c t u a l l y , t h e r e p o r t [ 1 ] was made 
by u s i n g t he sys tem, w i t h l e s s than a h a l f o f 
e f f o r t s r e q u i r e d f o r o r d i n a r y way o f manusc r i p t 
w r i t i n g w i t h b l a c k i n k , e r a s e r s , s c i s s o r s and 
p a s t e . 

The n o t i o n and t echn iques s t a t e d here w i l l be 
ve r y u s e f u l f o r t he t he m o d i f i c a t i o n o f v a r i o u s 
k i n d s o f t e x t s w r i t t e n i n a lmost any k i n d s o f 
languages . 

Moreover , t he method employed here can be used 
i n comb ina t i on w i t h usua l t e x t e d i t o r s , o r , i n 
f u t u r e , w i t h some K a n j i OCR's, t o reduce the 
keyboard based man machine i n t e r a c t i o n . 
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AUTOMATIC CONSTRUCTION OF JUNCTION DICTIONARIES 
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A knowledge-guided system is presented f o r the a n a l y s i s o f range da ta ob ta ined f rom the 
t h r e e - d i m e n s i o n a l w o r l d . A model o f the wo r l d is de f i ned by a f i n i t e se t o f p r o t o t y p e s of 
t h r e e - d i m e n s i o n a l o b j e c t s , f rom which the system e s t a b l i s h e s i t s own knowledge about the 
w o r l d i n the form o f a " j u n c t i o n d i c t i o n a r y " . Next the system e x p l o i t s the d i c t i o n a r y f o r 
the p r e d i c t i o n o f m iss ing edges i n the a n a l y s i s o f range da ta o r i g i n a t e d w i t h r e a l 
t h r e e - d i m e n s i o n a l scenes, and thus c o n s t r u c t s conc ise d e s c r i p t i o n s o f the scenes in terms 
o f v e r t i c e s , edges, faces and s p a t i a l r e l a t i o n s h i p s among them. The system is f l e x i b l e in 
the sense t h a t the on ly t h i n g an ope ra to r has to do when the w o r l d is changed is to 
r e p l a c e the model by a new one; the system c o n s t r u c t s i t s own knowledge about the new 
w o r l d and u t i l i z e s i t f o r the a n a l y s i s o f range d a t a . 

w i t h shadows 
h idden l i n e s 
r e s p e c t i v e l y . 

1. INTRODUCTION 

I t i s known t h a t the na tu re o f the 
t h r e e - d i m e n s i o n a l o b j e c t s wo r l d p laces g rea t 
c o n s t r a i n t s on l i n e drawings o f those scenes, 
and these c o n s t r a i n t s are e x p l o i t e d f o r the 
a n a l y s i s of scenes. Huffman [ 1 ] and Clowes [ 2 ] 
enumerated a l l o f the p e r m i s s i b l e j u n c t i o n s i n 
l i n e drawings o f a c e r t a i n fundamental c lass o f 
p o l y h e d r a , and used them f o r c a t e g o r i z i n g 
l i ne -segmen ts acco rd ing t o t h e i r p h y s i c a l types 
( i . e . , convex edges, concave edges and 
c o n t o u r s ) . Wal ts [ 3 ] , Sugihara [A] and Kanade 
[ 5 ] extended Huffman-Clowes method to drawings 

and c r a c k s , to drawings w i t h 
and to Or igami w o r l d , 

Those methods work w e l l f o r 
p e r f e c t d raw ings . However, i f drawings are 
i m p e r f e c t , an unmanageable number of 
p e r m i s s i b l e j u n c t i o n s should be cons ide red . 
T h e r e f o r e , the knowledge about p e r m i s s i b l e 
j u n c t i o n s has been used f o r the c a t e g o r i z a t i o n 
o f e x t r a c t e d l i n e s , but not f o r the e x t r a c t i o n 
o f m i s s i n g l i n e s . 

On the c o n t r a r y , the a u t h o r , u t i l i z i n g the 
advantage of range i n f o r m a t i o n , proposes an 
approach to the use o f j u n c t i o n knowledge f o r 
the e x t r a c t i o n o f m i ss i ng edges i n the a n a l y s i s 
o f range da ta [ 6 ] . The bas ic idea of the 
approach i s the f o l l o w i n g . I n the a n a l y s i s o f 
range da ta we can d i s t i n g u i s h convex, concave, 
o b s c u r i n g and obscured l i n e s f rom each o the r 
w i t h o u t us i ng any a d d i t i o n a l i n f o r m a t i o n ; the 
j u n c t i o n knowledge i s no t necessary f o r the 

l i n e c a t e g o r i z a t i o n . T h e r e f o r e , t h i s knowledge 
can be used f o r another purpose, t h a t i s , f o r 
the p r e d i c t i o n of m i s s i n g edges. Comparing a 
l i n e drawing e x t r a c t e d f rom the range da ta w i t h 
the l i s t o f the p e r m i s s i b l e j u n c t i o n s , we can 
t e l l whether the present drawing i s c o n s i s t e n t 
w i t h the p h y s i c a l wo r l d o r n o t , and we can , in 
the l a t t e r case , p r e d i c t the l o c a t i o n s and 
p h y s i c a l c a t e g o r i e s o f m i ss i ng edges. Thus the 
e x t r a c t i o n of edges can be e f f i c i e n t l y guided 
by those p r e d i c t i o n s . Th is approach is 
p r a c t i c a l , s ince " n o i s y " raw range data can be 
d e a l t w i t h . 

One of the g r e a t e s t shor tcomings of the above 
approach (as w e l l as o the r approaches to the 
e x p l o i t a t i o n o f the j u n c t i o n knowledge) i s the 
t r i h e d r a l - v e r t e x c o n d i t i o n , t h a t i s , i t i s 
assumed t h a t every v e r t e x of a body in the 
scene has e x a c t l y t h r e e f a c e s . I f we would 
s imp ly remove t h i s assumpt ion , t h e r e would 
occur an i n f i n i t e number o f p e r m i s s i b l e 
j u n c t i o n s , wh ich cou ld not be s t o r e d in a 
f i n i t e s i z e o f the computer memory. 

The present s tudy aims at c i r c u m v e n t i n g the 
above sho r t com ing , t h a t i s , we rep resen t t he 
knowledge about n o n t r i h e d r a l j u n c t i o n s as w e l l 
as t r i h e d r a l ones. The approach we s h a l l t ake 
i s au tomat ic c o m p i l a t i o n o f the j u n c t i o n 
knowledge. A model of the w o r l d is d e f i n e d by 
a f i n i t e se t o f p r o t o t y p e s o f p o l y h e d r a , and 
the j u n c t i o n knowledge assoc ia ted w i t h t h i s 
w o r l d i s c o n s t r u c t e d a u t o m a t i c a l l y and i s 
i n c o r p o r a t e d i n the system f o r range -da ta 
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a n a l y s i s * Since the wor ld Is r e s t r i c t e d to a 
f i n i t e number of po l yhedra , the number of 
pe rm iss ib l e j u n c t i o n s i s a l so f i n i t e and the 
knowledge about the wor ld does not s w e l l out* 

2. OUTLINE OF THE SYSTEM 

The o u t l i n e of the f u n c t i o n s of our system is 
shown in F i g . l , where rec tang les denote system 
components, c i r c l e s denote i n f o r m a t i o n and 
arrows denote f l ow o f i n f o r m a t i o n . I t i s 
assumed tha t the r e a l wor ld is composed of 
polyhedra which are taken from a f i n i t e set of 
p r o t o t y p e s . The system cons i s t s of the f ou r 
subsystems: 

1. Range F inder a subsystem which o b t a i n 
range data from r e a l scenes by 
t r i a n g u l a t i o n , 

2. Model Generator an i n t e r a c t i v e 
subsystem by which an opera to r can 
generate a model of a r e a l wor ld as a 
f i n i t e set o f po lyhedra , 

3. Knowledge Compiler a subsystem whose 
i npu t is a wor ld model and whose ou tpu t is 
a j u n c t i o n d i c t i o n a r y , 

4. Range Analyzer a subsystem which 
analyzes range data and e s t a b l i s h e s 
concise d e s c r i p t i o n s ( i n terms o f 
v e r t i c e s , edges, faces and s p a t i a l 
r e l a t i o n s h i p s among them) of the scenes; 
in each s tep of the a n a l y s i s the subsystem 
consu l t s a j u n c t i o n d i c t i o n a r y i n order to 
p r e d i c t m iss ing edges. 

We s h a l l go i n t o d e t a i l s of those subsystem 
i n the f o l l o w i n g s e c t i o n s . 

3. RANGE OBSERVATION 

F ig .2 shows a t r i a n g u l a t i o n method f o r 
o b t a i n i n g range i n f o r m a t i o n about a scene. A 
l i g h t beam is p r o j e c t e d from a source 0 to the 
scene and the i l l u m i n a t e d spot is observed from 
another angle by a TV camera 0 ' . The d i r e c t i o n 
o f the beam is s p e c i f i e d by the p o i n t ( i , j ) a t 
which the beam i n t e r s e c t s a f i x e d plane S. Let 
d ( i , J ) denote the d is tance o f the image P f ( i , j ) 
o f the i l l u m i n a t e d spot P ( i . j ) f rom the l e f t 
margin of the TV image p lane , as is i l l u s t r a t e d 
in F i g . 2 . A th ree-d imens iona l l o c a t i o n o f the 
p o i n t P ( i , j ) can be e a s i l y c a l c u l a t e d by s imple 
geometry, i f we know d ( i , j ) and the s p a t i a l 
r e l a t i o n among the l i g h t source 0, the TV 
camera 0' and the plane S. We s h a l l c a l l the 
a r ray o f the data d ( i , j ) ' s ( 1=1 , . . . , m , j - 1 , 
. . . , n ) a range p i c t u r e (though d ( i , j ) i s not a 
range i t s e l f ) . For p r a c t i c a l purpose, a 
v e r t i c a l s l i t l i g h t can be used Ins tead o f a 
spot l i g h t (see Oshima and S h i r a i [ 7 ] ) . 

Note t h a t we can not always observe the range 
o f a g iven p o i n t ( i , j ) , because the range is 
obta ined on ly when the i l l u m i n a t e d spot P ( i , J ) 
can be seen from the TV camera. The 
l ine-segment AB in F i g . 2 , f o r example, i s 
h idden from the TV camera by another o b j e c t in 
f r o n t o f i t , and thus the range data assoc ia ted 
w i t h t h i s l ine-segment are unknown. The re fo re , 
i n the range p i c t u r e ( i . e . , the two-d imens iona l 
a r ray o f d ( i , j ) ' s ) the re are u s u a l l y a few 
reg ions whose values are unde f ined . 
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4. MODELING OF A WORLD 

The bas ic pa r t o f Model Generator is w r i t t e n in 
a h i g h - l e v e l language named GEOMAP, which is a 
FORTRAN subrou t ine package f o r hand l ing 
d e s c r i p t i o n s o f th ree-d imans iona l s o l i d s 
developed by F. Kimura of E l e c t r o t e c h n i c a l 
Laboratory [ 8 ] . This subsystem is used 
i n t e r a c t i v e l y f o r the c o n s t r u c t i o n of a wor ld 
model as a set of p ro to types of po lyhedra. In 
order to cons t ruc t a model of each polyhedron, 
an opera to r f i r s t (1) generates p r i m i t i v e 
polyhedra such as a rec tangu la r b r i c k , a wedge 
and a pr ism/cone w i t h a po lygonal base, and 
next (2) mod i f i es and combines them i n t o a 
requ i red shape by s e t - t h e o r e t i c a l opera t ions 
such as a un i on , an i n t e r s e c t i o n and a 
s u b t r a c t i o n and/or a f f i n e t r ans fo rma t i ons . An 
opera to r can a lso o b t a i n two-dimensional 
p r o j e c t i o n s of the modeled ob jec ts seen from an 
a r b i t r a r i l y s p e c i f i e d v i ewpo in t . 

F i g . 3 ( a ) shows an example of a modeled w o r l d . 
The process f o r the c o n s t r u c t i o n of the 
r i g h t e s t o b j e c t i s shown in F i g . 3 ( b ) , where 
two rec tangu la r b r i c k s are generated f i r s t and 
then they are merged i n t o one by a s e t -
t h e o r e t i c a l un ion o p e r a t i o n . 

5. CONSTRUCTION OF JUNCTION DICTIONARIES 

5 . 1 . L ine Categor ies 

F ig .4 shows a l i n e drawing of the scene in 
F i g . 2 , where two b locks are put on a desk 

su r f ace . The l i n e s in the drawing are 
c l a s s i f i e d accord ing t o t h e i r phys i ca l 
p rope r t i es i n t o the four ca tego r i es : convex 
l i n e s , concave l i n e s , obscur ing l i n e s and 
obscured l i n e s . While the f i r s t th ree 
ca tegor ies occur in usual l i n e drawings, the 
l a s t category i s p e c u l i a r to range p i c t u r e s 
obta ined by t r i a n g u l a t i o n . For example, the 
r i g h t s ide of A in F ig .2 is obscured by C when 
seen from the camera 0', and consequently A is 
on an obscured l i n e and C is on an obscur ing 
l i n e , a s i s i l l u s t r a t e d i n F i g . 4 . 

5 .2 . Enumeration of Poss ib le Junct ions 

We w i l l assume t h a t (1) the scene is composed 
of polyhedra taken from a f i n i t e set of 
p ro to t ypes , and tha t (2) acc i den ta l a l ignments 
do not occur in the scene. We w i l l c a l l a 
j u n c t i o n poss ib le i f i t can appear i n a l i n e 
drawing of the scene under those assumptions, 
and c a l l i t impossib le i f o the rw ise . 

Suppose tha t a ve r t ex of a polyhedron (made of 
s o l i d m a t e r i a l ) is put on the center of a u n i t 
sphere. Each face around the v e r t e x , when 
extended, i n t e r s e c t the u n i t sphere at a great 
c i r c l e , as is shown in F i g . 5 . These great 
c i r c l e s d i v i d e the sur face of the sphere i n t o a 
f i n i t e number of s p h e r i c a l po lygons. Then, 
some of the sphe r i ca l polygons are in s o l i d 
m a t e r i a l and the o thers are in an empty space; 
we w i l l c a l l the former polygons occupied 
polygons and the l a t t e r ones empty po lygons. A 
ve r t ex of a cube, f o r example, generates e i g h t 
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s p h e r i c a l po lygons , one of which Is an occupied 
polygon and the o the r seven are empty po lygons. 

The l i g h t source and the camera are supposed to 
be put on ( the same or d i s t i n c t ) empty 
po lygons. Then, the subsystem c l a s s i f i e s the 
area of sur faces around the v e r t e x I n t o the two 
groups: the area which Is v i s i b l e f rom both the 
l i g h t source and the camera ( i . e . , the area 
whose range can be observed) and the area which 
i s i n v i s i b l e f rom e i t h e r o f them. And f i n a l l y , 
the subsystem cons t r uc t s a pe rspec t i ve v iew of 
the v e r t e x (seen f rom the camera) in terms of 
the fou r ca tego r i es o f l i n e s , and thus ob ta ins 
a poss ib l e j u n c t i o n . 

Spec ia l types of j u n c t i o n s occur when the 
camera or the l i g h t source is on one of the 
(extended) face p l ane . For the enumerat ion of 
such k inds of j u n c t i o n s , we have to cons ider 
p u t t i n g the camera and/or the l i g h t source on 
an edge or a corner of a s p h e r i c a l po lygon . 
Once the p o s i t i o n s of the camera and the l i g h t 
source are f i x e d , the process ing f o r the 
c o n s t r u c t i o n of a j u n c t i o n is the same as the 
above case. 

The polyhedron shown in F i g . 6 ( a ) has 24 
v e r t i c e s ( i n c l u d i n g h idden v e r t i c e s which are 
not shown in the f i g u r e ) , and they are 
c l a s s i f i e d i n t o th ree types 1, 2 and 3 as are 
shown in the f i g u r e : the v e r t e x of type 1 
c o n s i s t s of t h ree faces which meet at th ree 
convex edges, the v e r t e x of type 2 c o n s i s t s of 
th ree faces which meet at one convex edge and 
two concave edges, and the v e r t e x of type 3 
cons i s t s of fou r faces which meet at two convex 
edges and two concave edges. A l l the poss ib le 
j u n c t i o n s assoc ia ted w i t h the v e r t i c e s are 
l i s t e d in F i g s . 6 ( b ) , (c) and ( d ) , where an arc 
connect ing two arrowed l i n e s denotes an 
obscur ing/obscured r e l a t i o n s h i p . 

5.3 Junc t i on D i c t i o n a r y 

A j u n c t i o n d i c t i o n a r y is cons t ruc ted in a form 
of a d i r e c t e d graph whose nodes are a l l 
s u b - c o n f i g u r a t i o n s o f poss ib l e j u n c t i o n s and 
whose arcs represent the r e l a t i o n s h i p s t h a t the 
i n i t i a l node can be changed i n t o the t e r m i n a l 
node by an a d d i t i o n of one l i n e . 

Par t o f the j u n c t i o n d i c t i o n a r y i s shown in 
F i g . 8 , where seven j u n c t i o n s and r e l a t i o n s h i p s 
between them are i l l u s t r a t e d . The th ree 
j u n c t i o n s in rec tang les ( t , v and y) are 
imposs ib le ones and the fou r in c i r c l e s ( u , w, 
x and z) are poss ib le ones. The drawings 
beside the poss ib le j u n c t i o n s show the examples 
o f the s i t u a t i o n s in which the j u n c t i o n s occur . 
An arrowed arc connect ing two j u n c t i o n s denotes 
an a d d i t i o n of a l i n e . I f , f o r example, we add 
a convex l i n e in the shaded area of the 
j u n c t i o n t in F i g . 8 , we get another j u n c t i o n u. 
Adding, f u r t he rmore , a concave l i n e to u, we 
o b t a i n w and thus we get the path ( t , u, w) 
from t to w. When we exchange the order of 
a d d i t i o n of the two l i n e s , we get another path 
( t , v , w ) . Those paths suggest the ex i s tence 
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of new l i n e s and guide the ana lys i s of the 
range d a t a . I f a j u n c t i o n of the type u is 
found in range-data a n a l y s i s , the d i c t i o n a r y 
t e l l s us t h a t a concave l i n e "may" e x i s t at 
t ha t j u n c t i o n . I f , on the other hand, a 
j u n c t i o n of the type v is found, the d i c t i o n a r y 
says t h a t a convex l i n e "must" e x i s t because v 
is imposs ib le and w is the on ly poss ib le 
j u n c t i o n t ha t has v as a s u b - c o n f i g u r a t i o n . 

6. RANGE DATA ANALYSIS 

6 . 1 . Experts f o r the Ana lys is 

The subsystem f o r the range data ana lys i s is 
c a l l e d DARP (D ic t i ona ry -gu ided Analyzer f o r 
Range P i c t u r e ) . The inpu t to DARP is a range 
p i c t u r e o r i g i n a t e d w i t h a r e a l scene and the 
ou tput is a c o l l e c t i o n o f labe led l i n e drawings 
o f a l l the ob jec t s i n the scene. 

DARP is composed of many expe r t s : a l i n e 
p r e d i c t o r , when a j u n c t i o n is g i ven , consu l ts a 
d i c t i o n a r y and p r e d i c t s miss ing l i n e s around 
the g iven j u n c t i o n ; a p r e d i c t i o n t e s t e r judges 
whether p red i c ted l i n e s r e a l l y e x i s t o r n o t ; a 
l i n e t r a c k e r , when a new l i n e is found at a 
j u n c t i o n , t racks i t as f a r as poss ib le and 
e x t r a c t s the whole pa r t of the l i n e ; a 
s t r a i g h t - l i n e ad jus te r f i n d s s t r a i g h t l i n e s 
which approximate to the s t r i n g s o f po in t s 
e x t r a c t e d by the l i n e t r a c k e r ; a body 
p a r t i t i o n e r , us ing the knowledge of what types 
of j u n c t i o n s occur when two bodies contact each 
o t h e r , decomposes the l i n e drawing i n t o smal ler 
ones; a v e r t e x - p o s i t i o n co r rec to r rev ises a 
p o s i t i o n of a j u n c t i o n whenever a new l i n e is 
connected to the j u n c t i o n . 

The processing of DARP is d i v i d e d i n t o the two 
p a r t s : a p re-process ing and the main 
p rocess ing . The pre-process ing cons i s t s of 
severa l r o u t i n e s which are executed one by one 
s e q u e n t i a l l y . In the main p rocess ing , on the 
other hand, the exper ts i n t e r a c t each o ther and 
the system chooses i t s next step in such a way 
tha t the i n f o r m a t i o n at hand is used most 
e f f i c i e n t l y [ 6 ] . The c o n t r o l s t r u c t u r e i s 
based on the idea of a h e t e r a r c h i c a l program by 
S h i r a i [ 9 ] ) . 

6 . 2 . Example 

F ig .9 shows a range p i c t u r e ( represented by 
l i g h t - s t r i p e images) of the scene composed of 
two ob jec ts a suppor t ing b lock and a 
compl icated body c o n s i s t i n g of two b r i c k s ; both 
of them are in the wor ld model in F i g . 3 ( a ) . 
F ig .10 shows how the system analyzes the scene. 

DARP, in i t s p reprocess ing , e x t r a c t s contour 
l i n e s and loca tes j u n c t i o n s on them. In the 
main processing DARP f i r s t focuses i t s 
a t t e n t i o n t o j u n c t i o n J l i n F i g . 1 0 ( a ) , where 
j u n c t i o n J i i s represented b y i . J l i s a 
j u n c t i o n of type t in F i g . 8 . (Note tha t the 
i n t e r n a l l i n e s J1J3 and J3J2 have not ye t been 
found. ) The l i n e p r e d i c t o r generates 
p r e d i c t i o n s about new l i n e s around J l , and the 
p r e d i c t i o n t e s t e r f i n d s a concave l i n e . The 
l i n e t r acke r f o l l ows i t and e x t r a c t s the whole 
l i n e (as a s t r i n g of p o i n t s ) , and the 
s t r a i g h t - l i n e ad jus te r f i n d s a new j u n c t i o n , 
say J3 , on the new l i n e and replaces the s t r i n g 
by two s t r a i g h t l ine-segments J1J3 and J3J2. 
Thus the type of J l is changed to x in F i g . 8 . 
Since no o ther l i n e s are found around J l , DARP 
terminates the ana l ys i s o f J l . 



Next DARP p icks up j u n c t i o n J A and the l i n e 
p r e d i c t o r suggests a concave l i n e in the r i g h t 
s ide o f the j u n c t i o n . The p r e d i c t i o n t e s t e r 
f i n d s t h a t the p red i c t ed concave l i n e has 
a l ready been e x t r a c t e d , and consequent ly the 
two j u n c t i o n s J2 and J 4 are merged i n t o one, 
which is renamed J2 . Then, the drawing is 
decomposed along the concave l i n e s J1J3 and 
J3J2, because J l and J2 are the j u n c t i o n s t h a t 
occur at the contac t of two bodies (F ig .10 (b ) 
and F i g . 1 0 ( e ) ) . 

When J5 is examined, a new convex l i n e J5J6 and 
a new j u n c t i o n J7 are found ( F i g . l O ( e ) ) , and 
when J8 is examined, J8 and J6 are merged i n t o 
one. By s i m i l a r process ing DARP es tab l i shes a 
concise d e s c r i p t i o n of the suppor t i ng b lock as 
is shown in F i g . 1 0 ( f ) . The o the r body is 
analyzed s i m i l a r l y and DARP ob ta ins the f i n a l 
l i n e drawing shown in F i g . 1 0 ( d ) . The numbers 
assigned to j u n c t i o n s show the order in which 
the l i n e s and the j u n c t i o n s are e x t r a c t e d . 

Though seven edges come c lose to each o ther 
around the c e n t r a l p o r t i o n of the scene, DARP 
can cons t ruc t a p e r f e c t l i n e d rawing , because 
the data process ing is supported by app rop r i a te 
p r e d i c t i o n s of m iss ing l i n e s based on the 
j u n c t i o n d i c t i o n a r y . 

7. CONCLUDING REMARKS 

We have s tud ied the d i c t i o n a r y - g u i d e d system 
f o r the ana l ys i s o f range data obta ined from 
th ree -d imens iona l scenes. Once a wor ld model 
is g iven as a set of po lyhedra , the system 
enumerates a l l o f the poss ib le views o f 
v e r t i c e s and compiles a j u n c t i o n d i c t i o n a r y 
assoc ia ted w i t h the g iven w o r l d , and uses i t 
f o r the ana l ys i s o f r e a l scenes. Since the 
j u n c t i o n d i c t i o n a r y suggests miss ing l i n e s a t 
each step of the a n a l y s i s , the edge d e t e c t i o n 
i s executed e f f i c i e n t l y and r e l i a b l y . 
Moreover, s ince the d i c t i o n a r y suggests how to 
organ ize the ex t rac ted l i n e s , the output i s not 
merely a c o l l e c t i o n of l i n e s but a s t r u c t u r e d 
d e s c r i p t i o n of v e r t i c e s , edges and faces , which 
is u s e f u l f o r l a t e r processings such as the 
i d e n t i f i c a t i o n and/or the man ipu la t i on o f 
o b j e c t s . The system is f l e x i b l e in the sense 
t h a t the on ly t h i n g an opera to r has to do when 
the wor ld is changed is to rep lace the model o f 
the wor ld w i t h a new one, from which the system 
generates i t s own knowledge about the new wor ld 
and uses i t f o r the scene a n a l y s i s . 

The present system has week p o i n t s . F i r s t , the 
j u n c t i o n d i c t i o n a r y conveys on ly l o c a l 
knowledge. The re fo re , the system is sometimes 
i n s e n s i t i v e to g l o b a l i ncons is tency o f the 
d rawing , and i t decomposes the scene i n t o 
pieces smal le r than the modeled p r o t o t y p e s . 
Secondly, obscured l i n e s can not be i d e n t i f i e d 
i f they are caused by the edges which are out 
o f the p i c t u r e ; t h i s d i f f i c u l t y seems to be 
e s s e n t i a l t o t r i a n g u l a t i o n . 
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It has not a cashe, but has a h igh speed 
s tack(4k of 1 6 - b i t words) ac ts as a h igh speed 
main memory area f o r a s t a c k , which is where 
most of the memory re ferences go in LISP. 
It has a lso th ree buses c a l l e d A bus, Y bus and 
B bus. A bus is the data bus , Y bus is the 
d e s t i n a t i o n bus and B bus is the data bus between 
the CCU and ALU through which a constant va lue 
is supp l ied to the ALU. 

3.1 The ALU and CCU 

The ALU is an a r ray of four 4 - b i t expandable 
b i p o l a r microprocessor s l ices(Am P903). And 
the CCU is a c o n t r o l u n i t of the machine and 
cons i s t s of a microprogram sequeneer(Am ?910) , 
WCS, and o ther c i r c u i t s . The Am 2910 is an 
address sequencer intended f o r c o n t r o l l i n g the 
sequence o f execut ion o f m i c r o i n s t r u c t i o n s 
stored in the WCS(access t ime is about 150 nsec) . 
Besides the c a p a b i l i t y o f sequen t ia l access, the 
sequencer p rov ides c o n d i t i o n a l branchings to 
any m i c r o i n s t r u c t i o n s w i t h i n i t s 4096 microwords 
range. The f l a g r e g i s t e r con ta ins ALU's f l a g s , 
the mapping memory f l a g s and o ther f l a g s . A l l 
these f l a g s are a v a i l a b l e f o r c o n d i t i o n a l 
branching under the microprogram c o n t r o l . 
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The hardware stack is a 4096 1 6 - b i t word memory 
(access t ime of the memory ch ip is about 70 nsec 
). Two p o i n t e r r e g i s t e r s STP and SAR are 
prov ided f o r stack o p e r a t i o n s . 

The f i e l d e x t r a c t o r l oca tes on the A bus and 
a l l data to the ALU f low through the u n i t . 
Th is u n i t i s u s e f u l t o e x t r a c t a f i x e d 
s p e c i f i e d f i e l d o f da ta . 

The mapping memory is a Ik 3 - b i t word memory. 
Whenever the main memory re ferences are made 
the address i s gated to the u n i t . I k 3 - b i t 
word memory is considered as a tag t a b l e whose 
e n t r i e s are assoc ia ted w i t h every 64 words 
sec t ions of the main memory. The supp l ied 
address is converted i n t o th ree b i t s code which 
i n d i c a t e s the data type of the o b j e c t . By us ing 
t h i s th ree b i t s code rap id c o n d i t i o n a l jump i s 
poss ib le in the microcode:-). 

The b i t addressing u n i t is a f unc t i ona l u n i t 
which t e s t s and sets a b i t on a p rede f ined b i t 
t a b l e in the main memory. This u n i t is 
prepared f o r r e a l i z i n g the rap id garbage 
c o l l e c t i o n . 
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mapping memory and o t h e r c i r c u i t s a re e n t i r e l y 
under t h e c o n t r o l of m ic rocode words of t h e WCX 
The m i c r o i n s t r u c t i o n i s a 5 6 - b i t word d i v i d e d 
i n t o f i e l d s . Two t y p e s o f m i c r o i n s t r u c t i o n s 
a r e p r o v i d e d . The t y p e 1 i n s t r u c t i o n s can 
p r o v i d e a c o n s t a n t v a l u e to t h e ALU t h r o u g h t h e 
B b u s , t y p e ? i n s t r u c t i o n s a re c o n d i t i o n a l 
b r a n c h i n g i n s t r u c t i o n s wh ich can t r a n s f e r 
c o n t r o l s t o any m ic rocode l o c a t i o n s depend on 
c o n d i t i o n f l a g s . 

4. DATA AND FUNCTION TYPES 

There a re f o u r d a t a t y p e s , s m a l l i n t e g e r , 
i n t e g e r , s ymbo l i c atom and l i s t . Smal l i n t e g e r , 
+8191 t o - 8 l 9 2 d o e s n ' t occupy any memory w o r d s . 
I n t e g e r s a re r e p r e s e n t e d i n t w o ' s complement 
n o t a t i o n . Symbo l i c atom a re s t o r e d as f o u r 
c o n s e c u t i v e w o r d s , each o f wh i ch i s d i v i d e d 
i n t o two l 6 - b i t c e l l s termed t h e f u n c t i o n body 
c e l l , a t t r i b u t e c e l l , argument c e l l , t o p - v a l u e -
e e l ] , p r o p e r t y l i s t c e l l , p r i n t name c e l l and 
two unused c e l l s . 

Three t y p e s m ic roeoded s u b r o u t i n e f u n c t i o n s , 
MSUBR, MRSUBR and MRFSUBR a re p r o v i d e d . 
MRSUBR and MRFSUBR a re r e c u r s i v e f u n c t i o n s and 
MSUBR is n o t . 

MRSUBR: 
MRFSUBR: 
MSUBR: 

EVAL, APPLY, MAP, GET, EQUL, e t c . 
COND, PROS, AND, DE, SETQ, e t c . 
CAR, CDR, CONS, EQ, NULL, ATOM, e t c . 

i n c h e s ) . The LTSP i n t e r p r e t e r o f t h e machine 
i s e n t i r e l y m ic roeoded and s t o r e d i n t h e WCS. 
The program s i z e o f t h e f i r s t v e r s i o n i s about 
1200 m i c r o i n s t r u c t i o n s t e p s . 

I n o r d e r t o e v a l u a t e ou r LISP m a c h i n e , we 
execu ted t h e benchmark programs o f t h e second 
LISP contest of IPSJ(Informat ion Processing 
Society of Japan). Our i n t e r p r e t e r s execution 
times of these programs were shor ter than those 
of any pa r t i c i pan t s of the contest(almost a l l 
t y p i c a l LISP systems in Japan such as HLISP 
i n s t a l l e d IIITAC-8800 and OLISP i n s t a l l e d NEC 
system 800-2 were a t tended) . 
Examples of t y p i c a l two benchmarks(e.g. TARAI 
and TPU) are shown in Table 1. TPU is a theorem 
prover based on the u n i t b inary reso lu t i on 
p r i c i p l e w r i t t e n by C.L. Chang and TARAI is a 
very short program which does almost recursions 
only except the very simple funct ions GREATERP 
and SUB1. 
These measurements showed tha t the a rch i tec tu re 
o f our machine n i ce l y f i t s in the con t ro l 
s t ruc tu re of the LISP language and rea l i zes a 
very rap id execution of LISP programs. 
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We have developed a f l e x i b l e parser c a l l e d Extended LINGOL which is an extended ve rs ion of 
P r a t t ' s LINGOL. Al though o r i g i n a l LINGOL has severa l advantages, the r e s u l t s of our experiments 
revealed t h a t i t has some d e f i c i e n c i e s . One of them is t h a t each augmented c o n t e x t - f r e e r u l e 
does not enable us to examine t h e i r a p p l i c a b i l i t y in case of some s i t u a t i o n s . Another is t h a t 
the morpheme analyzer of o r i g i n a l LINGOL is too simple to analyze a g g u l u t i n a t i v e languages such 
as Japanese. With respect to the former problem, we have in t roduced p r e d i c t i v e c o n t r o l 
mechanism which has o f f e r e d us f l e x i b l e methods to implement a p rec i se grammar w i th a small set 
o f r u l e s . Fur thermore, as the mechanism avoids genera t ing unnecessary p a r t i a l l y parsed t rees 
we have obta ined h igh speed p a r s i n g . On the o ther hand, w i t h respect to the l a t t e r problem, we 
have implemented a more powerfu l morpheme ana lyzer . 

1. INTRODUCTION 

The LINGOL, which was developed by V. P r a t t , is 
a research t o o l f o r n a t u r a l language 
p rocess ing . We implemented LINGOL on our 
T-5600 computer system about four years ago and 
used i t f o r a w h i l e . The advantages of the 
LINGOL arc i t s program s i z e , speed, and i t s 
neat format of grammar and d i c t i o n a r y . I t is 
i n t e r e s t i n g to note t h a t the semantic i n 
t e r p r e t a t i o n method of the LINGOL is s im la r to 
t h a t of Montague Grammar. 

The r e s u l t of our exper iments , however, has 
revea led t h a t P r a t t ' s LINGOL has severa l de
f i c i e n c i e s main ly w i t h respect t o s y n t a c t i c 
p rocess ing . One of them is t h a t each augmented 
c o n t e x t - f r e e r u l e does not enable us to examine 
t h e i r a p p l i c a b i l i t y . Another i s t ha t the 
morpheme analyzer of o r i g i n a l LINGOL is too 
s imple to analyze a g g u l u t i n a t i v e languages such 
as Japanese. In order to cope w i t h these 
d e f i c i e n c i e s , we have rev i sed some p o r t i o n s of 
o r i g i n a l LINGOL and added new programs to i t . 

2. PREDICTIVE CONTROL MECHANISM 

2.1 <Advice> and <delayed-advice> 

The Extended LINGOL inco rpo ra tes a p r e d i c t i v e 
c o n t r o l mechanism which enables us to examine 
the a p p l i c a b i l i t y o f each r u l e in case of some 
s i t u a t i o n s . The s t r i n g parser developed at New 
York U n i v e r s i t y had implemented the same mecha
nism in t h e i r top-down parser [ 1 ] . 

However, as the LINGOL uses both top-down and 
bottom-up pars ing a l g o r i t h m s , the p r e d i c t i v e 
c o n t r o l mechanism d i f f e r s from tha t of New York 
U n i v e r s i t y . D e s c r i p t i v e format o f our d i c t i o n 
ary i s , 

[<word> <syn tac t i c - ca tego ry> 
(<message- l is t> <cog>) <sem>] 

Message- l i s t is considered to be at tached to 
the s y n t a c t i c category of the <word> and is 
used l a t e r by p r e d i c t i v e c o n t r o l mechanism as 
messages. (Fuct ions of <cog> and <sem> are the 
same as descr ibed in [3] and [ 4 ] ) . The format 
of an augmented c o n t e x t - f r e e r u l e in Extended 
LINGOL i s , 

[ < l e f t > < r i gh t> (<advice> <cog>) <sem>] 

The < l e f t > - < r i g h t > p a i r represents a c o n t e x t -
f r ee r u l e of A >B (C) . The <adv ice>, which 
is in t roduced in our Extended LINGOL, is an 
a r b i t r a r y LISP f u n c t i o n f o r c o n t r o l l i n g 
pa rs ing process. The eva lua to r o f p r e d i c t i v e 
c o n t r o l mechanism works as f o l l o w s : 
For each <advice> or <delayed-advice> in r u l e s , 

i f the eva lua t i on va lue i s t r u e 
then do not apply the r u l e 
e lse apply i t ; 

Suppose a P a r t i a l l y Parsed Tree w i t h a r oo t 
node E (PPT:E) is c rea ted at some in temed ia te 
stage o f p a r s i n g . There are s i x p o s s i b i l i t i e s 
to extend the t r e e . Four of them depend on the 
eva lua t i on o f <advice> i n the f o l l o w i n g r u l e s ; 

(Rl) A >E or 
(R2) A >E F. 

(See F i g . 1 ) . 
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2.2 Cont ro l of Messages 

F i g . 1 The r e s u l t of the eva lua t ion of advice 

"X ' ' in F i g . l i n d i c a t e s tha t (Rl) and (R2) f a i l 
t o app ly . F i g . l ( 1 ) i nd i ca tes tha t (Rl) app l ies 

F i g .1 (3 ) i nd i ca tes tha t (R2) creates 
which p r e d i c t s the next syn tac t i c 

In ( 4 ) , a new goal is e x p l i c i t l y 
cance l l ed , wh i l e i n (2) i t i s i m p l i c i t l y 
cance l l ed . 

to PPT:E. 
a new goal 
category F 

When a new goal is created as in F i g . 1 ( 3 ) , we 
can record <delayed-advice> in the goal by 
us ing the Memo-Advice (MA) f unc t i on in <advice> 
in the f o l l o w i n g way: 

(MA <delayed-advice>) 
The execut ion of <delayed-advice> is postponed 
u n t i l PPT:F w i l l be c rea ted . (See F i g . 2 ) . 
With respect to <delayed-advice>, there are two 
more p o s s i b i l i t i e s in growing PPTs depending on 
the eva lua t i on value of <delayed-advice>. The 
<delayed-advice> acts as though it were a 
look - fo rward demon which would be ac t i va ted 
when a goal is s a t i s f i e d l a t e r . 

Tn the f i e l d of advice and delayed-advice , 
we use messages to con t ro l pars ing process. 
About 10 p r i m i t i v e func t ions are prepared. 

A. Creat ing and Passing Messages: In 
<advice>, users can crcat and pass any k ind of 
messages from node to node upward in accordance 
w i th the growth of PPT. There arc s i x p r i m i 
t i v e func t i ons as shown in F i g . 3 . The e f f e c t s 
o f the eva lua t ion are a lso s ta ted in F i g . 5 . 

F ig .3 P rm i t i ve func t ions f o r 
c r e a t i n g and passing messages. 

B. Checking Messages: When app ly ing a 
c o n t e x t - f r e e r u l e to some PPTs and goals 
created so f a r , users can ask f o r messages at 
the root node of PPTs by using the f u n c t i o n 
named QM. Recal l the cases of F i g . l where (Rl) 
and (R2) have a very simple <advice> (QM 'm). 

[A E ((QM ' m ) . . ) ] ;A -E 
[A (E F) ((QM ' m ) . . ) . . ] ;A ->E F 

If a message m e x i s t at the node E, (EVAL (QM 
!m)) becomes t r u e and two ru l es under cons ider 
a t i o n can not be app l ied ( (2) and ( 4 ) ) , o the r 
wise PPT:E grows in (1) or a new goal is 
created i n ( 3 ) . 
C. Removing Messages: To remove a messages in 
the roo t node of PPTs, the f u n c t i o n named KM is 
used. 
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3. EXAMPLES 

In o r d e r to show how the p r e d i c t i v e c o n t r o l 
mechanism works , we d i scuss two v e r y s imp le 
examples, which i n h i b i t s t he r e c u r s i v e a p p l i 
c a t i o n o f r u l e s o f l e f t and r i g h t r e c u r s i v e 
d e f i n i t i o n s . 

Example (a) 
Let us c o n s i d e r t he f o l l o w i n g r u l e . 
(R3) [NOUN (NLUN SUFFIX) 

((OR (QM ' uncoun tab le ) 
(QM ' s u f f i x ) (PMR ' s u f f i x ) ) . . ) . . ] 

and [ e s t i m a t i o n NOUN ( ( u n c o u n t a b l e ) . . ) . . ] 
[ app le N O U N ( ( ) . . ) . . ] 
[ s SUFFIX ( ( s u f f i x ) . . ) . . ] 

N o t i c e t h a t t he r u l e (R3) i s l e f t r e c u r s i v e , 
but i t should no t be a p p l i e d r e c u r s i v e l y . The 
p r e d i c t i v e c o n t r o l mechanism avo ids the 
s i t u a t i o n . The l a s t t h r e e a re f rom a 
d i c t i o n a r y . 
The <advice> in (R3) works as f o l l o w s : 

I f NOUN is no t an uncoun tab le noun 
and Noun is no t f o l l o w e d by a s u f f i x 
then c r e a t e a goal by a p p l y i n g (R3) 

and pass a message named s u f f i x 
upward i f a goal SUFFIX is s a t i s f i e d ; 

e l s e do no t app ly (R3) ; (See F i g . 4 ( a ) ) . 

Example (b) 
The f o l l o w i n g r u l e (R4) i s r i g h t r e c u r s i v e . 

(R4) [NOUN (PREFIX NOUN) 
((MA (OR (QM ' p r e f i x ) 

(PM ' p r e f i x ) ) ) . . ) . . . ) 

The <advice> c r e a t e s a <de layed-adv icc> (OR (QM 
' p r e f i x ) (PM ' p r e f i x ) ) . By us ing l i g . 4 ( b ) , i t 
is easy to f o l l o w how the de layed -adv i ce 
p reven ts the r i g h t r e c u r s i v e a p p l i c a t i o n o f 
(R4) . 

4. CONCLUSION 

We have d iscussed a new pa rse r c a l l e d Extended 
LINGOL which has been used in our l a b o r a t o r y 
f o r about 3 y e a r s . P r e d i c t i v e c o n t r o l mecha
nism has o f f e r e d us f l e x i b l e methods to i m p l e 
ment a grammar. As desc r i bed in the p reced ing 
s e c t i o n , each c o n t e x t - f r e e r u l e works as an 
a c t i v e process t h a t can pass messages to an
o t h e r process or c rea t a new p rocess . The 
process can a l s o n o t i f y the parser the a p p l i 
c a b i l i t y o f the r u l e a t t a c h e d . The newly 
c rea ted process works as i f i t were a l o o k -
fo rward demon. The <advicc> a t tached to each 
( c o n t e x t - f r e e ) r u l e expresses an a c t i o n o f t he 
r u l e (or p r o c e s s ) . Semantic i n f o r m a t i o n w i l l 
become a v a i l a b l e d u r i n g p a r s i n g process th rough 
the message c o n t r o l mechanism i f necessary . 

Automat ic segmentat ion a l g o r i t h m s in our 
Extended LINGOL are r e p o r t e d in [ 6 ] . Var ious 
exper iments have been c a r r i e d out in our 
l a b o r a t o r y us ing Extended LINGOL. Some of them 
are r e p o r t e d i n [ 5 ] . 
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The p rob lem o f l e a r n i n g c a t e g o r i e s f rom a sequence o f examples i s c o n s i d e r e d in terms o f 
m a i n t a i n i n g a min imum-cost r e p r e s e n t a t i o n f o r the se t o f c a t e g o r i e s . C a t e g o r i e s he re a re 
s u b s e t s o f a se t o f n a t u r a l numbers. Compu ta t i ona l aspec t s o f t he f o l l o w i n g prob lems are 
a d d r e s s e d : (1) how a re t he c a t e g o r y r e p r e s e n t a t i o n s upda ted as an i n c r e m e n t a l change is made 
to one c a t e g o r y , (2) how can a minimum cos t r e p r e s e n t a t i o n f o r a new c a t e g o r y be o b t a i n e d in 
terms of e x i s t i n g ones? and (3) how does the en largement o f t he known u n i v e r s e of o b j e c t s 
a f f e c t r e p r e s e n t a t i o n s o f known c a t e g o r i e s ? We then d i s c u s s e x t e n s i o n s o f our methodology to 
domains wh ich i n c l u d e s t r u c t u r e i n the c a t e g o r i c a l d e s c r i p t i o n s . 

1. INTRODUCTION 

1.1 M o t i v a t i o n 

Machine a c q u i s i t i o n o f concepts f rom e x p e r i e n c e 
i s a n i m p o r t a n t g o a l f o r a r t i f i c i a l i n t e l l i 
gence . Knowledge b a s e s , t he p r i m a r y sou rce o f 
l i m i t a t i o n a s w e l l a s power i n " e x p e r t sys tems" 
s h o u l d be a b l e to grow and thus p e r m i t t he s y s 
tems t o improve [ 2 ] . The a u t o m a t i o n o f t h i s 
g r o w t h o f sys tem knowledge i s t hen o f obv ious 
i n t e r e s t . I n t h i s paper we focus on a s i m p l i 
f i e d l e a r n i n g s c e n a r i o where t h e concepts a re 
r e s t r i c t e d t o b e c a t e g o r i e s . 

1.2 Pas t Work 

The p r o c e s s o f l e a r n i n g c a t e g o r i e s f rom exam
p l e s has been s t u d i e d f rom s e v e r a l d i f f e r e n t 
approaches i n c l u d i n g (a ) t r a i n a b l e p a t t e r n 
c l a s s i f i e r s w o r k i n g w i t h r e a l - v a l u e d f e a t u r e s 
[ 6 ] and (b) d i s c o v e r y o f c l a s s i f i c a t i o n r u l e s 
u s i n g v a r i a b l e - v a l u e d l o g i c [ 5 ] , and ( c ) f o r 
m a t i o n o f s t r u c t u r a l d e s c r i p t i o n s i n terms o f 
known s u b s t r u c t u r e s [ 7 ] . Here we d i s c u s s t h e 
l e a r n i n g o f c a t e g o r i e s i n t he s i m p l e mathema
t i c a l f ramework o f c o u n t a b l e s e t s a s i s done 
by Lena t [4] so as to make c l e a r some of t h e 
c o m p u t a t i o n a l i s s u e s i n v o l v e d . 

1.3 P rob lem F o r m u l a t i o n 

The k i n d o f l e a r n i n g w e w i s h t o unde rs tand i s 
t h e a c q u i s i t i o n o f new " c o n c e p t s " ( c a t e g o r i e s 
o f o b j e c t s ) and t h e c o n t i n u a l r e f i n e m e n t o f 
t h e r e p r e s e n t a t i o n s f o r known c a t e g o r i e s as 
new examples o f o l d c a t e g o r i e s a re e n c o u n t e r e d . 

For examp le , suppose a pe rson Sue p r e v i o u s l y u n 
exposed to computers is shown a p e r s o n a l compu
t e r and t o l d " T h i s compu te r , t h e ACME 1 , i s a 
home s y s t e m " . Sue s h o u l d t h e n know t h a t t h e r e i s 
a c a t e g o r y " c o m p u t e r " , a c a t e g o r y "home s y s t e m " 
and t h a t t h e ACME 1 is an example of each . She 
may a l s o be a b l e to i n f e r t h a t t he c a t e g o r y 
"home sys tem" i s i n c l u d e d i n the c a t e g o r y 
" c o m p u t e r " i f t he c o n t e x t s u p p o r t s t h a t i n f e r 
ence , e . g . i f she had p r e v i o u s l y been t o l d 
" L e t ' s d i s c u s s t ypes o f c o m p u t e r s " . A f t e r be ing 
shown s e v e r a l more home systems she may u n d e r 
s tand "home sys tem" to be the se t {ACME 1, 
Apple 15 , JETSETTER, ACME 2 1 . Suppose she is 
then t o l d t h a t t he f o l l o w i n g a re " c h e a p o ' s " : 
{ACME 1, App le 15 , ACME 2 } . Be ing u n f a m i l i a r 
w i t h the computer doma in , we wou ld no t expec t 
Sue to be a b l e to d i s t i n g u i s h t h e cheapo 's 
f rom the n o n - c h e a p o ' s except by u s i n g the I n f o r 
m a t i o n she has been t o l d . I f Sue i s t h i n k i n g , 
we wou ld n a t u r a l l y expec t her t o i n f e r t h a t 
JETSETTER is an example of a home system t h a t 
i s no t a cheapo. I n f a c t , i f she remembers 
wh i ch a re t he home sys tems , then she has an 
easy method f o r remembering the cheapo 's i n : 

cheapo 's = (home systems) - {JETSETTER}. 

We wou ld l i k e computer programs to make s i m i l a r 
i n f e r e n c e s i n t h e cou rse o f l e a r n i n g c a t e g o r i e s . 

2. MINIMUM COST REPRESENTATIONS 

2 .1 R e p r e s e n t a t i o n Scheme 

Given a s e t S of n a t u r a l numbers , a r e p r e s e n t a 
t i o n f o r S w r i t t e n R(S) i s any one o f the f o l 
l o w i n g forms (as a p p l i c a b l e ) and C ( R ( S ) ) , t h e 
cos t o f R ( S ) , i s a s g i v e n . (1 ) i f S i s known 
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f o rward means to r ep resen t and to compute cos t s 
f o r s t r u c t u r e d o b j e c t s such a s n - t u p l e s , l a b 
e l l e d graphs and s t r i n g s . Once a g a i n , comput
a t i o n a l comp lex i t y is a problem as one c o n 
f r o n t s the problem o f subgraph isomorphism [ l ] . 

4. IMPLEMENTATION 

A p r e l i m i n a r y imp lemen ta t i on has shown t h a t 
a d d i t i o n a l h e u r i s t i c s and /o r p a r a l l e l p r o c e s s 
i ng are needed to make m i n i m i z a t i o n of cos t 
c o m p u t a t i o n a l l y f e a s i b l e . Approximate s o l u 
t i o n s would be accep tab le i n most A I a p p l i 
c a t i o n s and t h i s area i s open f o r f u t u r e work . 

5. CONCLUSION 

The ma in ta inance of a minimum cos t r e p r e s e n 
t a t i o n f o r a s e t o f c a t e g o r i e s i s d e s i r a b l e b e 
cause r e l a t i o n s h i p s among c a t e g o r i e s are c l a r 
i f i e d and space requ i rements f o r the s t o r e d i n 
f o r m a t i o n a re low. However, the comp lex i t y o f 
comput ing the r e p r e s e n t a t i o n s is h i g h . Some 
h e u r i s t i c s have been g i ven here and more a re 
needed to s i m p l i f y such computa t ions . 
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Research in n a t u r a l language process ing could be f a c i l i t a t e d by thorough and c r i t i c a l 
eva lua t i ons of n a t u r a l language systems. Two measurements, conceptual and l i n g u i s t i c 
completeness, are de f ined and discussed in t h i s paper. Tes t ing done on two n a t u r a l language 
ques t ion answerers demonstrated tha t the conceptual coverage of such systems should be extended 
to b e t t e r s a t i s f y the needs and expec ta t ions of users . 

None of the n a t u r a l language papers presented at 
IJCAI77 repor ted on t h e i r programs1 performance 
as language unders tanders . The reader has very 
l i t t l e hope o f thorough ly understanding the 
c a p a b i l i t i e s of the systems and techniques 
desc r i bed . 

The most c r i t i c a l dimensions of n a t u r a l language 
performance are the range of concepts understood 
and the accommodation of d i ve rse forms of 
exp ress ion . In t h i s work on e v a l u a t i o n I have 
concent ra ted on these two aspects of performance 
and r e s t r i c t e d the study to n a t u r a l language 
ques t ion answering systems. In the paragraphs 
tha t f o l l o w , I w i l l descr ibe performance goals 
and measurement in more d e t a i l , then d iscuss the 
f i n d i n g s to which t h e i r use has l e d . 

1.0 Performance Goals and Measurement 

A n a t u r a l language processor can be seen from 
two po in t s of v iew: t h a t of the designer and 
tha t of the user . The designer examines the 
domain of d iscourse of a p a r t i c u l a r a p p l i c a t i o n 
and maps out the range of concepts t ha t are 
w i t h i n i t . The range o f concepts i s the 
CONCEPTUAL COVERAGE of the system. The designer 
must a l so accommodate the d i v e r s i t y w i t h which 

w i l l generate t h e i r statements and 
The range of l i n g u i s t i c phenomena 

handled by the system is the LINGUISTIC COVERAGE 
of the system. The gauge of the success of the 
des igners is how w e l l the coverage has 
a n t i c i p a t e d the needs of the users . 

the users 
reques ts . 

Th is work was supported by the O f f i c e of Naval 
Research under Cont rac t N00014-75-C-061?. 

Users see a na tu ra l language quest ion answering 
system and the database to which i t i n t e r f a c e s 
through the perspec t i ve of t h e i r own needs and 
h a b i t s . They approach a database quest ion 
answerer expect ing i t t o inc lude c e r t a i n 
concepts , and forming u t te rances in t h e i r 
accustomed ways. The degree to which the 
concepts expected by a set of users can a c t u a l l y 
be found in the system's conceptual coverage is 
the CONCEPTUAL COMPLETENESS of the n a t u r a l 
language processor , w i t h respect to the set o f 
use rs . S i m i l a r l y , the degree to which the 
language of a set of users is a p p r o p r i a t e l y 
analyzed by the system is the LINGUISTIC 
COMPLETENESS w i t h respect to t ha t set of users . 

I t i s i n t e r e s t i n g t o cons ider the cu r ren t 
d e s c r i p t i o n techniques f o r n a t u r a l language 
processors in terms of conceptual and l i n g u i s t i c 
coverage and completeness. When a paper 
presents twenty or so quest ions t ha t are 
a p p r o p r i a t e l y ana lyzed, the quest ions i nc lude 
concepts from the system's conceptual coverage, 
and t h e i r forms and fea tu res suggest elements of 
the system's l i n g u i s t i c coverage. 
U n f o r t u n a t e l y , the conceptual and l i n g u i s t i c 
coverage o f the system is not f u l l y s p e c i f i e d by 
what is found in the examples, and one cannot 
gene ra l i ze from them. I f no c la im is made t h a t 
the examples were in some sense t y p i c a l of user 
i n p u t s , no th ing can be i n f e r r e d about conceptual 
o r l i n g u i s t i c completeness. I f the paper goes 
on to e x p l i c i t l y mention hand l ing fea tu res such 
as e l l i p s i s or pronoun re fe rence a comment is 
being made about the elements of l i n g u i s t i c 
coverage. Since t h i s i s not being r e l a t e d to 
the needs of a set o f use rs , i t says no th ing 
about l i n g u i s t i c completeness. 
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2.0 Performance Test ing 

The ideas fo r t es t i ng conceptual and l i n g u i s t i c 
completeness were exercised on two natura l 
language quest ion answering systems, PLANES[9] 
and, to a lesser ex ten t , the Automatic 
A d v i s o r [ 7 ] . The performance of PLANES w i l l be 
described i n [ 8 ] , 

One t e s t s the general competence of the natura l 
language system by simply g iv ing database 
problems to users and l e t t i n g them attempt to 
solve them. Conceptual completeness if. tested 
by g i v i n g database problems to subjects who are 
very f a m i l i a r w i th the system, e g . , the system 
designers. If a problem can be solved at a l l , 
the conceptual coverage must include the 
concepts ind ica ted by the problem. L ingu i s t i c 
completeness is tested by g iv ing users the 
problems tha t were solved in the conceptual 
completeness t e s t . I f a user utterance cannot 
be handled appropr ia te ly by the system, it is 
probably due to a l i m i t a t i o n of l i n g u i s t i c 
coverage. It cou ld , however, be due to a 
l i m i t a t i o n of the conceptual coverage that was 
not discovered in the conceptual completeness 
t e s t . For t h i s reason, tes ts fo r conceptual 
completeness and l i n g u i s t i c completeness are not 
e n t i r e l y independent. 

3.0 Conceptual Completeness 

Much work has been done and discussed in the 
l i t e r a t u r e on i d e n t i f y i n g the elements of 
l i n g u i s t i c coverage fo r improved l i n g u i s t i c 
completeness. The user t es t i ng has not led to 
the discovery of new elements of l i n g u i s t i c 
coverage. 

The most i n t e r e s t i n g f ind ings were in the area 
of conceptual completeness. Papers descr ib ing 
na tu ra l language processors f requent ly 
concentrate on l i n g u i s t i c coverage wi th the 
i m p l i c i t assumption that the database determines 
the range of conceptual coverage. However, we 
found tha t the subjects thought in terms of the 
a c t i v i t i e s tha t the database descr ibed. The 
a c t i v i t i e s o r i e n t a t i o n is ev ident ly the one that 
should be supported fo r casual users. 

The a c t i v i t i e s o r i e n t a t i o n is he lp fu l f o r 
i d e n t i f y i n g a broad class of erroneous 
presupposi t ions that may be embedded in user 's 
quer ies . In the question "Which planes that 
f lew on March 2, 1970 had maintenance on March 
3?" , one presupposi t ion is that there were in 
fac t some planes that f lew on March 2. If the 
database l i s t s the planes that f lew on 
p a r t i c u l a r days, t h i s would be a Kaplan-type 
presupposi t ion [ 2 ] . However, i f there was no 

in format ion on f l i g h t s in the database, i t would 
be a more general form of presuppos i t ion. 

Another r e s u l t r e l a t i n g to conceptual 
completeness was evidence against the common 
assumption tha t users ' ut terances are l i m i t e d to 
database quer ies. Most na tura l language 
quest ion answerers r e l y on the assumption tha t 
the user w i l l ask a quest ion, the system w i l l 
query the database to answer i t , then the user 
w i l l ask another and so on. This is not the way 
conversations work. In t es t i ng PLANES and the 
Automatic Advisor, users f requent ly made 
utterances tha t were not intended to be 
in te rp re ted as database quer ies. Various 
examples f o l l ow . 

1. About the database: 
1. "What do you know"? 
2. " I s tha t everyth ing you know about 

math 195?'' 
2. About vocabulary: 

1. "What is a buser?" 
2. "What does howmal mean?" 

3. Context s e t t i n g : 
1. "Now I am t a l k i n g about the year 

1970". 
2. "Year is 1970". 
3. "I am in te res ted in a 7 ' s " . 

4. Reference to discourse ob jec ts : 
1. "What was the l a s t plane I ta lked 

about?" 
2. "Now combine the two" 
3. "The other ones I j u s t mentioned" 

5. Ve r i f y i ng or summarizing r e s u l t s : 
1. "Then i n f e 210 and in fe 211 must 

be taken at the same t ime" . 
2. "So a l l I need is j un i o r standing 

and math 195". 
6. Mu l t i p l e query u t terances: 

1. "What par ts f a i l e d and what were 
the par ts removed or i n s t a l l e d " . 

7. M u l t i p l e ut terance quer ies: 
1. "How many a i r c r a f t f lew more than 

10 f l i g h t s in 1973? in 1972? in 
1970? L i s t a i r c r a f t by number of 
f l i g h t s f o r 1970." 

Each of these examples was ac tua l l y typed in by 
users using one of the na tura l language 
processors. Many more examples in each of these 
categor ies could be imagined. A few add i t i ona l 
examples can be found in Malhot ra 's work [ 3 ] on 
a hypothet ica l management in format ion system. 
These examples show c l e a r l y that quest ion 
answerers cannot operate on a 
one-database-query-per-sentence bas is . 

A t h i r d r esu l t was discovered whi le t e s t i n g the 
Automatic Advisor. I t per ta ins to pragmatic 
re la t i onsh ips between elements of a database 
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domain. 

One of the data domains of the Automatic Advisor 
is tha t of the top ics tha t are covered by the 
engineering courses in the database. The top ics 
covered in the lower l e v e l courses were genera l , 
those in the upper l eve l courses were more 
s p e c i f i c . The Automatic Advisor included no 
pragmatic r e l a t i onsh ips among the elements of 
the top ics domain. Consequently, when asked fo r 
the courses tha t dea l t w i th computers, i t 
returned one course, the only one which 
e x p l i c i t l y mentioned "computers" as a t o p i c . I t 
f a i l e d to re tu rn about ten higher l e v e l hardware 
and software courses and a host of others that 
made extensive use of computers. 

The problem of misleading answers due to missing 
pragmatic r e l a t i onsh ips is not pecu l ia r to the 
Automatic Advisor , but is common to "po r tab le " 
na tu ra l language processors. Har r is s ta tes tha t 
" [ t h e p o r t a b i l i t y o f ROBOT] is l a rge l y poss ib le 
because of the way ROBOT makes use of the 
database as an e x i s t i n g semantic s t r u c t u r e " [ 1 ] . 
Indeed, ROBOT, the Automatic Advisor , and other 
systems are evidence tha t much semantic and 
pragmatic in fo rmat ion does l i e in the s t r uc tu re 
of the database, but the t es t s have i l l u s t r a t e d 
the l i m i t a t i o n s of r e l y i n g so le l y on the 
database f o r t h i s i n fo rma t i on . This suggests 
that conceptual coverage should inc lude the 
pragmatic r e l a t i onsh ips between data elements 
even though these r e l a t i o n s h i p s may not be 
expressed in the database. 

4.0 Conclusion 

There is a c lea r need fo r na tu ra l language 
processors to be evaluated. The measures and 
measurement techniques described in t h i s paper 
suggest tha t meaningful t e s t i n g can be performed 
and tha t i t s r e s u l t s can promote the engineering 
of be t te r systems. 

The f i nd ings discussed above suggest tha t in 
add i t i on to the study of the elements of 
l i n g u i s t i c coverage, a t t e n t i o n should be focused 
on conceptual coverage. Without extending 
conceptual coverage beyond the l i m i t s of the 
database con ten ts , a na tu ra l language quest ion 
answerer can do l i t t l e more than a formal query 
language. One mainstay argument in favor of 
na tu ra l language processors over formal query 
languages is t ha t the use of na tu ra l language 
processors can be learned qu ick ly and reca l l ed 
eas i l y a f t e r a per iod of d isuse. These claims 
have not been subs tan t i a ted , however. 

The LADDER system [ 6 ] was evaluated [ 4 ] as a 
query language, and users were able to use the 
system w i th some f a c i l i t y a f t e r "moderate 
t r a i n i n g (approximately 1.5 hours) in LADDER 
syntax and vocabulary" [ 4 ] ( they were selected 
to be f a m i l i a r w i th the a c t i v i t i e s described by 
the database). The LADDER users were t ra ined 
because, "LADDER is s u f f i c i e n t l y demanding in 
i t s syntax and lex icon so that i f no t r a i n i n g 
were prov ided, the outcome could be pred ic ted 
w i th c e r t a i n t y — namely, the technology would 
be severely l i m i t e d as a t oo l fo r accessing a 
Naval command and con t ro l database." But t es ts 
of formal query languages have shown s i m i l a r 
performance a f t e r f a m i l i a r i z a t i o n [ 5 ] . 

I t seems c lear tha t the r o l e that na tu ra l 
language quest ion answerers should play is in 
p rov id ing the user w i th more complete conceptual 
coverage than he can have using a formal query 
language. The user has gained l i t t l e i f he 
avoids the r i g o r s of lea rn ing a formal query 
language only to be subjected to the r i g o r s of 
learn ing the d e t a i l s o f the s t r uc tu re of the 
database. If he must know the minut ia of 
e i t h e r , he w i l l not be able to use the system 
e f f e c t i v e l y on an occasional bas is . 
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t r u t h f u n c t i o n a l connect ives which attempt to ma in ta in consis tency in the network. The 
use of contex t l a ye rs in a d d i t i o n to dependencies a l lows more accurate wor ld -mode l l i ng 
than prev ious dependency-based model l ing schemes. Focus of a t t e n t i o n in deduct ive search 
and p lann ing is accomplished by the propagat ion of c o n t r o l i n f o rma t i on through the network 
i n a d d i t i o n t o normal t r u t h va lues . 

1. The 
1.1 I n t r o d u c t i o n 

ntenance 

The problem of mode l l ing the consequences of an 
a c t i o n has been c e n t r a l to the development of 
automated symbolic problem s o l v i n g . Se lec t i on 
o f proper s t r a t e g i e s f o r accompl ishing goals 
may be done on ly when the machine has an 
accurate model of the s t a t e of the wor ld at 
each dec i s i on po in t (o r e lse has a model of i t s 
own u n c e r t a i n t y ) . Ear ly systems requ i red a 
programmer to associate w i th each ac t i on des
c r i p t i o n a complete rep resen ta t i on of the 
changes t h a t should be made to the world model 
when the execut ion of the ac t i on was s imu la ted . 
In h i g h l y coupled problem* domains where s i n g l e 
a c t i o n s may a l t e r l a rge numbers of s t a t e s , * 
t h i s requirement can lead to a d i f f i c u l t p ro 
gramming problem. I f an u n r e s t r i c t e d h ie ra rchy 
o f d e f i n i t i o n s is a l l owed , the consequences o f 
a c t i o n s may become h i g h l y contex t dependent, 
and the problem of s imply enumerating the 
a f f e c t e d s ta tes can e a s i l y become i n t r a c t a b l e . 

In i n t e g r a t e d prob lem-so lv ing systems, in which 
p lann ing and wor ld -mode l l ing are combined w i t h 
automat ic i n fe rence from l o g i c a l r e l a t i o n s , i t 
becomes h i g h l y des i rab le f o r the model l ing com
ponent to employ the same l o g i c a l r e l a t i o n s h i p s 
used by the in fe rence process. Thus, i f some 
planned a c t i o n changes a s t a t e tha t had been 
i n f e r r e d from previous s t a t e s , then i t s sup
p o r t i n g antecedents must a lso be changed ( " r e 
fu ted s u p p o r t " ) . S i m i l a r l y , i f the changed 
s t a t e had p rev i ous l y been used as the j u s t i f i -

The f o l l o w i n g d e f i n i t i o n s apply to t h i s 
d i s c u s s i o n : A statement is represented as an 

(normal ly a Pred icate Calculus 
formula; . Expressions are s to red in an indexed 

( a s s o c i a t i v e ) database as nodes. A states is 
the t r u t h s ta te ( represented by a truth value 
(TV) , such as t r u e , f a l s e , e t c . ) of a node (o r 
i t s assoc ia ted s ta temen t ) . ax ioms o r ru les , are 
statements of known t r u t h value whose s ta te may 
not be changed. Statement connect ives inc lude 
the normal t r u t h - f u n c t i o n a l connect ives (AND, 
OR, e t c . ) p lus connect ives f o r represen t ing 
c a u s a l i t y . 

* * T h i s paper presents the r e s u l t s of one 
phase of research c a r r i e d out a t the Je t Pro
p u l s i o n Labora to ry , C a l i f o r n i a I n s t i t u t e o f 
Technology, under Contract No. NAS 7-100, 
sponsored by the Na t iona l Aeronaut ics and Space 
A d m i n i s t r a t i o n . 

c a t i o n f o r another s t a t e , then the dependent 
s t a t e may no longer be J u s t i f i a b l y be l ieved 
( " l o s t s u p p o r t " ) . A l so , the new s t a t e may 
prov ide a j u s t i f i c a t i o n f o r l o g i c a l l y dependent 
s t a t e s ( "d iscovered s u p p o r t " ) . These concepts 
l ed to the no t ion of l o g i c a l dependency as a 
means of ma in ta in ing the j u s t i f i c a t i o n s of 
der ived s ta tes and of a process of " T r u t h 
Maintenance" (TM) as a means of de termin ing the 
s t a t e o f b e l i e f o r d i s b e l i e f i n expressions as 
a consequence of changes to the database. 

1.2 Previous, releated work 

The most complete recent systems employing TM 
techniques are those of Doyle [ 2 ] and London 
[5]. Al though these systems are based on 
s i m i l a r t h e o r e t i c a l grounds, they d i f f e r w ide ly 
in implementat ion and a p p l i c a t i o n . Doy le 's 
system uses dependencies to determine the 
consequences o f assumptions, to i d e n t i f y i ncon 
s i s t e n t sets o f assumptions and to c o n t r o l 
back t rack ing . London's system is designed f o r 
mode l l ing the consequences of proposed a c t i o n 
sequences. Both of these systems a l l ow 
knowledge to be expressed in l o c a l i z e d "chunks" 
w i t h the coup l ing to o ther chunks accomplished 
by the dependency network. Both systems depend 
upon a separate in fe rence module to compute the 
i n i t i a l j u s t i f i c a t i o n s f o r s t a t e s , which are 
then used by the TM process. In both cases, 
the dependencies must be e x p l i c i t l y declared by 
the in fe rence process in c lause form, i . e . , as 
( the con junc t ion o f ) a l i s t o f the antecedents 
o f the der ived s t a t e . 

A thorough background d iscuss ion on the use of 
l o g i c a l dependencies may be found in the r e f e r 
enced works; t h i s d i scuss ion i s r e s t r i c t e d to 
c e r t a i n g e n e r a l i z a t i o n s o f the e a r l i e r methods 
and w i t h the s o l u t i o n s t o c e r t a i n d i f f i c u l t i e s 
encountered in the use of dependencies f o r 
wo r l d -mode l l i ng . Only examples in p ropos i -
t i o n a l l o g i c w i l l be i l l u s t r a t e d ; the methods 
have been extended to f i r s t - o r d e r , but are not 
implemented as of t h i s w r i t i n g . (Th is is an 
abr idged vers ion o f the o r i g i n a l paper, which 
can be obtained from the a u t h o r . ) 

1.3 and Features of the JPL System 

The "ERIS"+ system being developed at JPL is 
designed to genera l i ze and improve the the TM 
and deduct ive processes in severa l r espec ts . 

ERIS was the Greek goddess of d i s c o r d . 
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The propagation of l o g i c a l suppor t , one of the 
primary funct ions of t r u t h maintenance (d iscov
ered suppor t ) , is also requ i red by deduct ion; 
as deduct ion pursues p o t e n t i a l p roo fs , the d i s 
covery of an actual proof should r e s u l t in 
marking the v a l i d l i n e o f support . In add i 
t i o n , by removing the r e s t r i c t i o n that depen
dencies 6e e x p l i c i t l y declared in clause form, 
considerable s t r u c t u r a l manipulat ion could be 
avoided dur ing TM processing. In ERIS, gener
a l i zed TM procedures have been developed tha t 
are combined w i th the deductive process, 
r e s u l t i n g in a s i g n i f i c a n t reduct ion in 
symbol /s t ructure manipulat ion dur ing deduct ion. 

Rule-based systems of ten have the r e s t r i c t i o n 
tha t knowledge be expressed in clause form, 
w i th in ference (and there fo re l o g i c a l support) 
d i rec ted only from the antecedent to the conse
quent of imp l i ca t i ve r u l e s . Since t h i s syntax 
r e s t r i c t i o n can o f ten prove burdensome, espe
c i a l l y to non-programmers, a more general 
representa t ion was des i red , in which domain 
axioms could be expressed using any combination 
of r e l a t i o n a l connect ives. The SRI "SNIFFER" 
system employed such a rep resen ta t i on , but 
requi red ' •ex t rac t ion" ru les to place the term 
to be proved in the consequent of an i m p l i 
ca t ion 13 ] . In ERIS, by de f i n i ng TM behavior 
f o r each statement connect ive the need fo r 
apply ing rewr i t e ru les to re formulate domain 
axioms as imp l i ca t i ons dur ing deduction has 
been e l iminated by a graph l a b e l l i n g procedure 
tha t determines l o g i c a l suppor t . A lso, there 
is no need to conduct a separate search fo r a 
proof of a statement 's negat ion , s ince the TM 
process may r e s u l t in the discovery of a l i n e 
o f support f o r e i t h e r r e s u l t . 

Previous work has demonstrated the advantages 
of dependency methods over l i n e a r (chrono
l o g i c a l ) context layer schemes f o r the con t ro l 
o f backtracking (see [ 4 ] , [ 5 ] , [ 2 ] ) , but 
context swi tch ing fo r purposes of hypo the t i ca l 
reasoning or m u l t i - w o r l d model l ing requ i res 
considerable computation using dependencies 
a lone, as compared to t y p i c a l " c o n t e x t - l i s t " 
schemes. Although ERIS uses dependencies to 
con t ro l backtracking (by i d e n t i f y i n g the par
t i c u l a r assumptions responsib le f o r c o n f l i c t s ) , 
the use of context layers is ava i l ab l e fo r 
these other a c t i v i t i e s . Furthermore, by 
a l l ow ing the d e f i n i t i o n of a p a r t i c u l a r sub-
context fo r model l ing purposes, the combined 
dependency/context scheme permits the same TM 
procedures to be used f o r both deduction and 
mode l l ing , even though d i f f e r e n t behavior 
r e s u l t s . This method has resu l ted in greater 
accuracy in wor ld-model l ing than London's 
dependency-based technique, upon which i t is 
based. 

When the t r u t h value of a statement is not 
known, the deductive process may have to 
examine a l l app l i cab le axioms f o r a d e r i v a t i o n . 
Focus of a t t e n t i o n dur ing the search is the key 
f a c t o r in determining the e f fec t i veness of a 
deduct ion method when the number of domain 
axioms is l a r g e . In a manner analogous to the 
propagat ion of l o g i c a l support fo r known t r u t h 
va lues , focus o f a t t e n t i o n dur ing deduct ion is 
propagated through the network of expressions 
using "meta" t r u t h values tha t conta in con t ro l 
i n f o r m a t i o n , such as the type of search (de
d u c t i o n , p lann ing, e t c . ) , p r i o r i t y , s t ra tegy 
adv ice , e t c . The meta-TV^s a l low e f f i c i e n t , 
uni form treatment o f a l l the propagation ru les 
associated w i th statement connect ives, and, by 
i n i t i a l propagation through the domain axioms 
to possib le antecedents of re levant nodes, they 

provide a way 0r d e l i m i t i n g the subdomain 
w i t h i n which the forward (antecedent) reasoning 
of TM behavior is a l lowed. This r e s t r i c t i o n of 
forward inference is essen t i a l in unbounded 
domains to suppress the generat ion of i r r e l e 
vant asser t ions . Moreover, when domain-
dependent deductive s t ra tegy in format ion 
is ava i l ab le (as a supplement to general ized 
s y n t a c t i c a l s t ra tegy ru les ) , the con t ro l i n f o r 
mation in the database can be e x p l i c i t l y 
accessed by modal operators that may be used in 
s t ra tegy advice expressions. S imi la r use of 
modal operators f o r con t ro l in fo rmat ion was 
ava i l ab le in the MIT AMORD/TMS system [ 2 , 1 ] . 

2. The Method of Network Truth Maintenance 

2.1 The D e f i n i t i o n of Statement Connectives 
The t r u t h - f u n c t i o n a l connectives of symbolic 
l og ic are def ined by assoc ia t ing wi th the name 
of the connective an encoded set of ru les that 
govern the behavior of expressions formed w i th 
the connect ive. The ru les determine the ways 
in which the expression can provide l o g i c a l 
support to the subexpressions i t connects (and 
v ice versa) and are responsib le fo r propagating 
the consequences of changes in support to the 
a f fec ted expressions. For e f f i c i e n c y , the 
ru les are embedded in a procedural s p e c i a l i s t 
f o r the connect ive. When a new TV is asserted 
f o r an argument of a connective expression or 
an e n t i r e expression, the s p e c i a l i s t examines 
the TV's of the expression and i t s arguments. 
Knowledge of the t r u t h tab le fo r a connective 
is embedded in i t s s p e c i a l i s t and is used to 
f i n d a cons is tent l a b e l l i n g of the expression 
and i t s arguments. If the new TV was assigned 
to the expression, then the TV's of the argu
ments may have to be changed; if the new TV was 
assigned to one of the arguments, then the TV 
of the expression may change unless the 
expression is ac t ing as an axiom, in which case 
the TV of some other argument may have to 
change. The s p e c i a l i s t s are also responsib le 
f o r propagating con t ro l in format ion dur ing 
deduct ion or p lann ing. Connectives used to 
represent knowledge of c a u s a l i t y are def ined to 
the system s i m i l a r l y , by prov id ing an appro
p r i a t e procedural s p e c i a l i s t . 

2.2 The Notion of a "Consistency Context" 
Any connective expression may behave as an 
axiom by having "cu r ren t " support fo r i t s t r u t h 
va lue . Truth values are context s e n s i t i v e ; an 
expression may have one t r u t h value in a given 
context and a d i f f e r e n t one in another context 
or in an e a r l i e r " l aye r " of the given con tex t . 
A spec ia l subcontext. ca l led the "Consistency 
Context" (CC), def ines the subcontext w i t h i n 
which l o g i c a l support f o r one t r u t h value may 
not be re fu ted by a con t rad ic to ry l i n e of 
support . Normal TM guarantees tha t TV's of 
t rue o r fa lse are we l l - founded, that i s , tha t 
they do not depend upon a c i r c u l a r j u s t i f i 
ca t i on [ 2 ] . During deduct ion the CC is 
i d e n t i c a l w i th the e n t i r e con tex t , wel l - founded 
TV's may not change, and con t rad i c t i ons r e s u l t 
in r e t r a c t i n g the o f fend ing assumptions (as in 
[ 5 J ) . During mode l l ing , however, the CC con
ta ins only the cur rent set of axioms and those 
changes made SINCE the (modelled) execut ion of 
the most recent a c t i o n . Lines of support 
w i t h i n the CC may over r ide other suppor t , per
m i t t i n g the network to change so that i t 
r e f l e c t s the world s ta te a f t e r the execut ion o f 
the a c t i o n . Truth values in the g loba l plan 



contex t are assumed not to 
fo rced by new suppor t . .Axioms 
by the f a c t t ha t t h e i r TV is in 
even subexpressions may behave 
t h e i r TV has wel l - founded su 
CC. For example, g iven the ax 
(OR B O ) . support f o r the 
cause the d i s j u n c t i o n to behave 
i . e . , i f B is known to be fa l se 
l a b e l l e d t r u e . 

change unless so 
behave as such 

the CC, so tha t 
as axioms i f 

ppor t w i t h i n the 
lorn (IMPLIES A 

t r u t h o f A w i l l 
as an axiom, 

, then C w i l l be 

2.3 D u r i n g Wor ld-Model l ing 

p 

There are severa l problems associated w i th the 
use of dependencies f o r wo r ld -mode l l i ng , 
r e l a t i n g t o the requirement f o r r e f u t i n g a l l 
l o g i c a l support f o r a changed s t a t e . These 

roblems a r e : l o c a l u n c e r t a i n t y , g l oba l uncer-
a i n t y , and the need f o r adequate domain 

knowledge. Local unce r t a i n t y a r i ses in cases 
where support der ives from m u l i t p l e antece
den t s , so there is more than one poss ib le 
l a b e l l i n g tha t r e f u t e s the support should the 
consequent be changed by an a c t i o n . Suppose 
t h a t C was o r i g i n a l l y proved t rue by the t r u t h 
of A, B, and the axiom (IMPLIES (AND A B) C). 
I f C is made fa l se by a planned a c t i o n , i t is 
necessary to r e f u t e the c o n j u n c t i o n . Since 
both A and B were t rue (before the a c t i o n ) , i t 
is inde te rmina te whether one or both should be 
changed. London o u t l i n e s two approaches to the 
problem o f l o c a l indeterminacy: the i n t r o 
d u c t i o n of u n c e r t a i n t y i n t o the network by 
a l l o w i n g the propagat ion of a TV f o r "unknown" 
to r e f u t e the support f o r both A and B, or e lse 
by r e q u i r i n g domain knowledge to be s u f f i 
c i e n t l y complete and, moreover, s u i t a b l y 
expressed to determine w i t h c e r t a i n t y a l l 
consequences of a s ta te change (by forward (an
tecedent ) i n f e r e n c e ) . These a l t e r n a t i v e s are 
g e n e r a l l y unacceptable, but the method d i s 
cussed here o f f e r s less s e n s i t i v i t y to the 
s t r u c t u r e of domain axioms and avoids the 
i n t r o d u c t i o n o f u n c e r t a i n t y in most cases. 

London po in ted out t h a t , in the case of 
r e f u t i n g con junc t i ve suppor t , the spread o f 
u n c e r t a i n t y can in some cases be m i t i ga ted by 
new l i n e s of support emanating from the s ta te 
o r i g i n a l l y changed, as would occur in the case 
of "exhaust ive suppor t " w i t h complete domain 
knowledge [ 4 ] . Since w i t h incomplete knowledge 
such new support is not guaranteed to propagate 
to the r e f u t e d c o n j u n c t i o n , some unce r ta i n t y 
may s t i l l remain In the n e t . By using a mul
t i p l e - l e v e l agenda mechanism, the ERIS system 
de fe rs the propagat ion of unce r ta i n t y to a 
queue w i t h lower p r i o r i t y than tha t f o r known 
t r u t h va lues , so tha t a l i n e of support may be 
found t h a t e l im ina tes the unce r t a i n t y w i thout 
h a v i n g t o m a r k n o d e s a s " u n k n o w n " u n n e c e s s -having to mark nodes as 
s a r i l y . 

Fur thermore, 
method p rov id 
nodes marked " 
t a i n t y propaga 
o f the o r i g i n a 
was spread to 
and subsequent 
have a known 
in pa r t by 
ove r r i de the 
and a lso by re 
when needed 
The CC method 
de tec t ins tanc 
not l i n k e d by 
the network i s 
a change. 

u n l i k e London's system the CC 
es a way to undo the l a b e l l i n g of 
unknown'' in the event tha t uncer-
tes to a wel l - founded consequence 
1 s t a t e change or i f unce r ta in t y 
nodes in a con junc t i ve antecedent 
ly one of the nodes was found to 
r e f u t a t i o n . This i s accomplished 
a l l o w i n g wel l - founded TV a to 

"unknown" TV even w i t h i n the CC 
t r a c i n g the spread o f u n c e r t a i n t y 
to recons t ruc t previous suppor t , 
has the a d d i t i o n a l a b i l i t y to 
es where m u l t i p l e antecedents are 
the same connec t i ve , but in which 
g l o b a l l y indeterminate f o l l o w i n g 

The remaining d i f f i c u l t y encountered in 
mode l l ing i s the problem o f cap tu r i ng a l l the 
consequences of a s ta te change. The above d i s 
cuss ion pe r t a i ns t o i n s t a n t i a t e d s t r u c t u r e w i t h 
i n i t i a l l y known t r u t h va lues , but i t i s o f t en 
necessary to invoke deduct ion to determine 
whether nodes tha t could poss ib l y have been 
p r o v i d i n g support before the s ta te change (due 
to unresolved u n c e r t a i n t y ) were in f a c t p ro 
v i d i n g suppor t . I f sucn nodes were suppor t ing 
a s t a t e t ha t is changed by an a c t i o n , then 
t h e i r support must a lso be r e f u t e d . F a i l u r e to 
determine the support s ta tus of inde terminate 
nodes w i t h respect to a changed s ta te may cause 
some of the consequences of an ac t i on to be 
i gno red . This is the problem of exhaust ive 
suppor t , as descr ibed by London [ 4 ] . and is a 
major problem in dependency-based mode l l i ng . 
I t i s r e l a t e d both t o the completeness o f the 
domain knowledge and to deduct ive search, s ince 
the basic problem is t ha t of p rov ing a u n i 
v e r s a l , namely the completeness of the set of 
consequences (o r the non-ex is tence of a l i n e of 
support from the a c t i o n consequent to any sup
posedly unaf fec ted s t a t e ) . The problem of tne 
completeness of domain knowledge is ou ts ide the 
scope of the system (a l though indeterminacy 
f o l l o w i n g a s ta te change may a l l ow i t to detec t 
incompleteness) . Deducing the TV's of p r e v i 
ous ly unknown s ta tes to determine t h e i r support 
s ta tus may place la rge demands on the deduct ive 
component. 

3. Concluding Remark;? 

By a l l o w i n g l o g i c a l support to be determined 
w i t h i n e x i s t i n g s t r u c t u r e , the r e s t r i c t i o n tha t 
dependencies be e x p l i c i t l y declared in c lause 
form is e l i m i n a t e d . This is accomplished by 
connect ive s p e c i a l i s t s tha t use graph l a b e l l i n g 
to ma in ta in consis tency in the network, g r e a t l y 
reduc ing the overhead f o r symbol man ipu la t ion 
requ i red by the deduct ive process, as r e w r i t e 
r u l e s are a lso e l im ina ted (except f o r the 
i n i t i a l s i m p l i f i c a t i o n o f exp ress ions ) . The 
c rea t i on o f new s t r u c t u r e is l i m i t e d to the 
i n s t a n t i a t i o n of r u l e s du r ing deduc t ion . By 
avo id ing the s t r u c t u r a l man ipu la t ion o f expres
s i o n s , the network becomes, in e f f e c t , a "com
p i l e d " knowledge r e p r e s e n t a t i o n , upon which the 
procedura l s p e c i a l i s t s operate merely by the 
propagat ion of normal and "meta" t r u t h value 
" s i g n a l s " . 
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HEURISTICS FOR KNOWLEDGE ACQUISITION FROM MAPS 
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A c q u i r i n g knowledge f rom a map depends upon procedures f o r f o c u s i n g a t t e n t i o n , encoding 
i n f o r m a t i o n , and i n t e g r a t i n g d i v e r s e knowledge. Th is paper desc r i bes the h e u r i s t i c s 
people use to s tudy and l e a r n maps. Ve rba l p r o t o c o l s ob ta ined from e i g h t s u b j e c t s 
suggested f o u r c a t e g o r i e s o f procedures t h a t were invoked d u r i n g l e a r n i n g : a t t e n t i o n , 
encod ing , e v a l u a t i o n , and c o n t r o l . The use o f c e r t a i n h e u r i s t i c s in each ca tegory was 
h i g h l y p r e d i c t i v e o f l e a r n i n g success. Good l e a r n e r s d i f f e r e d f rom poor l e a r n e r s i n t h e i r 
a b i l i t y t o encode s p a t i a l i n f o r m a t i o n , t o e v a l u a t e t h e i r l e a r n i n g p r o g r e s s , and t o focus 
t h e i r a t t e n t i o n i n accordance w i t h a l e a r n i n g p l a n . Many o f the s u c c e s s f u l h e u r i s t i c s 
appear t o b e r e a d i l y t r a i n a b l e . 

1. INTRODUCTION 

Any image p r o c e s s i n g sys tem, whether human or 
machine, must t r a n s l a t e the i n f o r m a t i o n i n the 
sensory d i s p l a y i n t o a mean ing fu l i n t e r n a l 
d e s c r i p t i o n o f t he sensory image [ 1 , 3 ] . Th i s 
paper i n v e s t i g a t e s how humans a c q u i r e knowledge 
f rom geograph ic maps. AI s t u d i e s of map 
l e a r n i n g [ 2 ] have emphasized the use of 
c a r t o g r a p h i c knowledge to gu ide segmentat ion 
and i n t e r p r e t a t i o n of map f e a t u r e s . The 
p resen t s t u d y , i n c o n t r a s t , focuses on the 
h i g h - l e v e l p rocedures t h a t peop le use to 
s e l e c t , combine, and encode map i n f o r m a t i o n in 
memory. I s h a l l r e f e r to these procedures as 
h e u r i s t i c s t o emphasize the v a r i e t y o f 
a v a i l a b l e techn iques and the l a c k o f 
p r e s c r i p t i v e l e a r n i n g methods. The research 
goa l i s to deve lop a t h e o r y o f e x p e r t i s e in map 
l e a r n i n g by a n a l y z i n g d i f f e r e n c e s between good 
and poor l e a r n e r s i n terms o f d i f f e r e n c e s i n 
t h e i r l e a r n i n g h e u r i s t i c s . 

2. THE KNOWLEDGE ACQUISITION PROCESS 

F i g u r e 1 schemat izes the knowledge a c q u i s i t i o n 
p r o c e s s . The maps used in t h i s s tudy c o n t a i n a 
v a r i e t y o f concep tua l " e l emen ts " ( e . g . , 
b u i l d i n g s , roads , p a r k s ) . Each element has 
b o t h s p a t i a l e x t e n t (shape and l o c a t i o n 
r e l a t i v e to a d j a c e n t e lements) and a l i n g u i s t i c 
l a b e l . Because map l e a r n i n g is an a c t i v e , 
i n t e n t i o n a l p r o c e s s , i t resembles a p rob lem-
s o l v i n g t a s k . The goa l s t a t e corresponds to a 
complete memory d e s c r i p t i o n of the map (shown 
a t the top o f the f i g u r e ) , and the p rob lem-
s o l v i n g o p e r a t o r s are the h e u r i s t i c s the 

l e a r n e r a p p l i e s to produce the memory 
r e p r e s e n t a t i o n . These h e u r i s t i c s r e g u l a t e the 
f l o w o f i n f o r m a t i o n and determine how i t w i l l 
be encoded in memory. 

F igu re 1. A schemat ic of the knowledge 
a c q u i s i t i o n process 

A t t e n t i o n a l h e u r i s t i c s r e s t r i c t t he se t o f 
i n f o r m a t i o n on the map t h a t t he l e a r n e r focuses 
o n a t any p o i n t i n t i m e , a s i l l u s t r a t e d i n the 
lower p o r t i o n o f t he f i g u r e . Encoding 
h e u r i s t i c s e l a b o r a t e the i n f o r m a t i o n c u r r e n t l y 
i n focus and i n t e g r a t e i t w i t h o t h e r 
i n f o r m a t i o n f rom the map and knowledge a l r e a d y 
in memory. For example, one such procedure 
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(P27) m igh t form a semant ic a s s o c i a t i o n between 
the names Aspen Road and Fo res t Road us ing 
knowledge about t h e i r common p r o p e r t y " t r e e s . " 

S ince the p rocess i ng c a p a c i t y ( i . e . , the upper 
bound on p rocess ing e f f o r t , s i z e o f work ing 
memory, communicat ion channel c a p a c i t y , e t c . ) 
i s l i m i t e d [ 4 ] , on l y a subset o f the a v a i l a b l e 
procedures are c o n c u r r e n t l y a c t i v e . T h e r e f o r e , 
c o n t r o l h e u r i s t i c s oversee the s e l e c t i o n , 
a c t i v a t i o n , and schedu l i ng o f compet ing 
encod ing and a t t e n t i o n a l p rocedures . 

3- ANALYSIS OF LEARNING HEURISTICS 

To i d e n t i f y the h e u r i s t i c s t h a t people a c t u a l l y 
use , Cathy Stasz and I [ 5 ] c o l l e c t e d v e r b a l 
p r o t o c o l s from e i g h t sub jec t s a t t e m p t i n g t o 
l e a r n r e a l maps. On each o f s i x t r i a l s , 
s u b j e c t s would f i r s t s tudy a map f o r two 
minutes and then a t tempt to r e c o n s t r u c t the map 
f rom memory. Du r ing the s tudy p e r i o d s u b j e c t s 
though t ou t l o u d , d e s c r i b i n g t h e i r a t t e n t i o n a l 
f o c u s , t h e i r s tudy h e u r i s t i c s , and t h e i r 
e v a l u a t i o n s o f t h e i r l e a r n i n g p r o g r e s s . 

Four gene ra l types of processes emerged from 
the p r o t o c o l s : a t t e n t i o n , encod ing , e v a l u a t i o n , 
and c o n t r o l . These processes and the 
h e u r i s t i c s s u b j e c t s used to implement them are 
d e s c r i b e d b r i e f l y below. 

A t t e n t i o n a l processes i nc l uded those by which 
s u b j e c t s r e s t r i c t e d eye f i x a t i o n s to a 
p a r t i c u l a r subset of the map ( focus of 
a t t e n t i o n ) and s h i f t e d t h e i r focus o f a t t e n t i o n 
to a new l o c a t i o n ( a t t e n t i o n s w i t c h i n g ) . Two 
types o f a t t e n t i o n a l h e u r i s t i c s were observed. 
The f i r s t o f t h e s e , p a r t i t i o n i n g , was a 
p rocedure f o r f o c u s i n g a t t e n t i o n on a subset o f 
t he map i n f o r m a t i o n . Since a map con ta ined too 
much i n f o r m a t i o n to be a s s i m i l a t e d on any one 
t r i a l , p a r t i t i o n i n g the map enabled a l e a r n e r 
to a t t e n d s e l e c t i v e l y to a w e l l - d e f i n e d aspect 
of the map. Sub jec ts p a r t i t i o n e d the map 
e i t h e r b y (a ) s p a t i a l r eg ion ( e . g . , b y 
a t t e n d i n g o n l y t o elements i n the n o r t h o f 
Market S t r e e t ) o r (b) by conceptua l ca tegory 
( e . g . , by a t t e n d i n g on l y t o the s t r e e t s on the 
map). 

The second type of a t t e n t i o n a l process 
compr ised sampl ing h e u r i s t i c s . These 
procedures determined s h i f t s i n a s u b j e c t ' s 
focus of a t t e n t i o n among v a r i o u s map e lements . 
Sys temat i c sampl ing i n v o l v e d s h i f t i n g a t t e n t i o n 
a c c o r d i n g t o a s u b j e c t - d e f i n e d a l g o r i t h m ( e . g . , 
s t u d y i n g elements f rom west t o e a s t ) . 
S t o c h a s t i c sampl ing i n v o l v e d s h i f t i n g the focus 
o f a t t e n t i o n to an immedia te ly ad jacen t 
e l emen t , bu t in no sys temat i c o r c o n s i s t e n t 

d i r e c t i o n . I n random sampl ing t he focus o f 
a t t e n t i o n jumped haphazard ly around the map, 
w i t h the new focus seemingly independent o f t he 
p rev i ous focus i n bo th l o c a t i o n and c o n t e n t . 
Memory-d i rec ted sampl ing occu r red when a 
s u b j e c t dec ided t o s tudy p a r t i c u l a r e lements 
t h a t had no t y e t been l e a r n e d . For example, a t 
the b e g i n n i n g of a new s tudy t r i a l , a s u b j e c t 
m igh t s tudy the l o c a t i o n o f a r i v e r because 
s/he cou ld no t remember i t on the p r e v i o u s 
r e c a l l t r i a l . 

When i n f o r m a t i o n was in a s u b j e c t ' s focus of 
a t t e n t i o n , v a r i o u s h e u r i s t i c s cou ld be used to 
e l a b o r a t e and encode the i n f o r m a t i o n in memory. 
These h e u r i s t i c s may be d i v i d e d i n t o those t h a t 
opera ted p r i m a r i l y o n v e r b a l o r l i n g u i s t i c 
i n f o r m a t i o n and those t h a t opera ted p r i m a r i l y 
on shapes and l o c a t i o n i n f o r m a t i o n . 

Three v e r b a l l e a r n i n g h e u r i s t i c s were observed. 
Count ing he lped s u b j e c t s t o c l u s t e r s e v e r a l 
elements s h a r i n g a p a r t i c u l a r p r o p e r t y ( e . g . , 
" t h e r e are two parks on V i c t o r y Avenue" ) . 
Mnemonics were used to genera te e a s i l y 
memorable r e t r i e v a l cues f o r a se t of names, 
such as "BUD," the o rder of the t h r e e 
s t r u c t u r e s on Market S t r e e t : bank, u n d e r t a k e r s , 
and department s t o r e . The a s s o c i a t i o n 
h e u r i s t i c i n v o l v e d the e l a b o r a t i o n o f t he map 
i n f o r m a t i o n by a s s o c i a t i o n to o r embel l i shment 
w i t h some r e l a t e d p r i o r knowledge. For example, 
one s u b j e c t no ted t h a t Fo res t and Aspen Roads 
were bo th names f o r " t r e e s . " 

S i m i l a r l y , s e v e r a l h e u r i s t i c s f o r l e a r n i n g 
s p a t i a l i n f o r m a t i o n were observed. V i s u a l 
imagery was a l e a r n i n g techn ique in wh ich 
s u b j e c t s c o n s t r u c t e d menta l images o f p o r t i o n s 
of the map. Du r ing s tudy some s u b j e c t s c l osed 
t h e i r eyes and a t tempted to draw shapes or name 
elements in a menta l image and r e p o r t e d 
a t tempts to form a menta l p i c t u r e of some 
p o r t i o n o f the map. L a b e l i n g i n v o l v e d the 
g e n e r a t i o n of a v e r b a l l a b e l f o r a complex 
s p a t i a l c o n f i g u r a t i o n . For example, a s u b j e c t 
might n o t i c e t h a t the t h r e e s t r e e t s i n the 
nor thwes t co rner of the map resembled the 
mathemat ica l symbol p i . I n p a t t e r n encoding a 
s u b j e c t would n o t i c e a p a r t i c u l a r l o w - l e v e l 
shape or s p a t i a l f e a t u r e of an e lement , such as 
V i c t o r y Avenue c u r v i n g t o the e a s t . F i n a l l y , 
the r e l a t i o n encoding h e u r i s t i c r e f e r s t o the 
c r e a t i o n o f a s p a t i a l r e l a t i o n between two o r 
more e lements . For example, one s u b j e c t s t a t e d 
t h a t V i c t o r y Avenue i s "be low the g o l f cou rse " 
and i s " p a r a l l e l t o Johnson . " 

The t h i r d t ype o f process e v i d e n t i n t he 
p r o t o c o l s was e v a l u a t i o n . Sub jec ts would 
mon i t o r t h e i r l e a r n i n g p rogress b y c o n s i d e r i n g 
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what they had a l r e a d y l ea rned and what they 
s t i l l needed t o s t u d y . I n p a r t i c u l a r , t hey 
would focus on an element and then de te rmine 
whether o r no t t hey had lea rned i t w e l l enough 
t o r e c a l l i t l a t e r . Th i s e v a l u a t i o n r e q u i r e d a 
search and r e t r i e v a l o f i n f o r m a t i o n f rom memory 
and a compar ison o f t h a t i n f o r m a t i o n to the 
r e p r e s e n t a t i o n on the map of the t a r g e t 
e lement . When s u b j e c t s dec ided they had no t 
l ea rned the i n f o r m a t i o n , they migh t then dec ide 
to s tudy the element us i ng one o f the 
e l a b o r a t i o n h e u r i s t i c s . 

F i n a l l y , c o n t r o l o r e x e c u t i v e processes 
presumably d i r e c t e d the o v e r a l l f l o w o f 
p r o c e s s i n g . Since p r o c e s s i n g c a p a c i t y i s 
l i m i t e d . Only a subset of t he processes can be 
a c t i v e s i m u l t a n e o u s l y . The c o n t r o l processes 
i n c l u d e a mechanism f o r s e l e c t i n g f rom a se t 
o f a v a i l a b l e h e u r i s t i c s those t o be a c t i v a t e d 
( s e l e c t i o n ) and a mechanism f o r d e c i d i n g when 
to d e a c t i v a t e a h e u r i s t i c and s w i t c h to a new 
one ( s w i t c h i n g ) . For example, s e v e r a l s u b j e c t s 
began to s tudy a map w i t h an u n r e s t r i c t e d 
random sampl ing h e u r i s t i c and then sw i t ched to 
a more s e l e c t i v e p a r t i t i o n i n g h e u r i s t i c . 

4. ANALYSIS OF INDIVIDUAL DIFFERENCES 

For each s u b j e c t , t he accuracy of t he maps 
reproduced a f t e r each o f t he s i x s tudy t r i a l s 
was computed as the p r o p o r t i o n of map e lements 
whose name and l o c a t i o n were c o r r e c t l y 
r e c a l l e d . Performance ranged w i d e l y f rom 94% 
o f the map e lements c o r r e c t a f t e r o n l y f o u r 
t r i a l s t o 39% c o r r e c t a f t e r s i x t r i a l s . 

The p r o t o c o l s o f t he s u c c e s s f u l l e a r n e r s ( t h r e e 
s u b j e c t s who r e c a l l e d at l e a s t 90% of t he 
e lements c o r r e c t l y ) were d i r e c t l y c o n t r a s t e d 
w i t h those o f t he o t h e r f i v e l e a r n e r s . For 
each s u b j e c t the number of occur rences of each 
h e u r i s t i c i n the s u b j e c t ' s s i x s tudy p r o t o c o l s 
was computed. Whi le s u b j e c t s d i d not va ry in 
how many h e u r i s t i c s they used , they d i d va r y in 
wh ich h e u r i s t i c s they used. The major 
d i f f e r e n c e s between good and poor l e a r n e r s ' use 
o f h e u r i s t i c s are summarized below f o r each 
p r o c e s s i n g c a t e g o r y . 

ATTENTION. When good l e a r n e r s used the 
p a r t i t i o n i n g h e u r i s t i c , i t was acccompanied b y 
e i t h e r s y s t e m a t i c o r s t o c h a s t i c samp l i ng . Once 
they had dec ided to focus on a d e f i n e d subset 
of the map i n f o r m a t i o n , they would sample o n l y 
e lements i n the p a r t i t i o n e d s e t . I n c o n t r a s t , 
poor l e a r n e r s e i t h e r (a ) d i d no t use the 
p a r t i t i o n i n g s t r a t e g y , (b ) used random sampl ing 
to accompany p a r t i t i o n i n g , o r ( c ) were unable 
t o r e s t r i c t a t t e n t i o n t o e lements i n the 
p a r t i t i o n e d s e t . 

On l a t e r t r i a l s , when t h e b a s i c framework o f 
the map had been l e a r n e d , good l e a r n e r s r e l i e d 
on memory -d i rec ted sampl ing t o de te rmine t h e i r 
focus o f a t t e n t i o n . That i s , good l e a r n e r s 
knew wh ich d e t a i l s were as ye t un lea rned and 
searched f o r and focused on t h a t p a r t i c u l a r 
i n f o r m a t i o n . T h e i r h e u r i s t i c f o r s e l e c t i n g 
a t t e n t i o n a l focus was thus g o a l - d i r e c t e d . Poor 
l e a r n e r s , on the o t h e r hand, r a r e l y used t h i s 
sampl ing h e u r i s t i c . 

ENCODING. A l l s u b j e c t s s u c c e s s f u l l y l ea rned 
the l i n g u i s t i c i n f o r m a t i o n ; however, s u b j e c t s 
v a r i e d i n t h e i r success a t l e a r n i n g the s p a t i a l 
i n f o r m a t i o n . E f f e c t i v e l e a r n e r s used f r e q u e n t 
and v a r i e d s p a t i a l l e a r n i n g h e u r i s t i c s , w h i l e 
poor l e a r n e r s d i d n o t . Good l e a r n e r s r e p o r t e d 
c o n s t r u c t i n g in memory and r e h e a r s i n g a v i s u a l 
image o f the map. They would a l s o r e f i n e t h e i r 
knowledge o f s p a t i a l l o c a t i o n by n o t i c i n g and 
encod ing e x p l i c i t shapes ( p a t t e r n encod ing) o r 
s p a t i a l r e l a t i o n s ( r e l a t i o n encod ing) among two 
or more map e lemen ts . These h e u r i s t i c s were 
used s i g n i f i c a n t l y more o f t e n by good l e a r n e r s 
than by poor l e a r n e r s . Poor l e a r n e r s 
f r e q u e n t l y r e p o r t e d t h a t they cou ld not t h i n k 
o f a t echn ique f o r l e a r n i n g the s p a t i a l 
i n f o r m a t i o n i n t h e i r focus o f a t t e n t i o n . 

EVALUATION. A l l l e a r n e r s e x t e n s i v e l y e v a l u a t e d 
t h e i r l e a r n i n g p rog ress a f t e r each r e c a l l 
t r i a l , bu t bo th the accuracy and con ten t o f 
s u b j e c t s ' e v a l u a t i o n s d i f f e r e d between good and 
poor l e a r n e r s . An e v a l u a t i o n r e s u l t e d in a 
d e c i s i o n t h a t the s u b j e c t e i t h e r d i d o r d i d not 
"know" the eva lua ted i n f o r m a t i o n . Good 
l e a r n e r s e v a l u a t e d p r i m a r i l y un learned e lements 
(82% o f a l l e v a l u a t i o n s t a t e m e n t s ) , i g n o r i n g 
i n f o r m a t i o n they had a l r e a d y l e a r n e d . Poor 
l e a r n e r s e v a l u a t e d a s i g n i f i c a n t l y s m a l l e r 
p r o p o r t i o n (62%) of un lea rned e lemen ts , and 
i n s t e a d spent some of t h e i r s tudy t ime 
c o n f i r m i n g t h a t they knew c e r t a i n i n f o r m a t i o n . 
As noted above, good l e a r n e r s appeared to be 
g o a l - d i r e c t e d d u r i n g s t u d y i n g . They would 
b r i n g t o each new l e a r n i n g t r i a l knowledge o f 
what i n f o r m a t i o n they had no t y e t l e a r n e d , f i n d 
t h a t i n f o r m a t i o n on the map, and then s tudy i t 
u s i n g an a p p r o p r i a t e encod ing s t r a t e g y . Poor 
l e a r n e r s seemed more d a t a - d r i v e n : they would 
f i r s t focus on a r a n d o m l y - s e l e c t e d map e lemen t , 
and then e v a l u a t e the element in memory to 
dec ide whether o r no t i t had been l e a r n e d . 

When s u b j e c t s assessed whether or no t they 
knew an e lemen t , they c o u l d be e i t h e r 
c o r r e c t o r i n c o r r e c t i n t he e v a l u a t i o n . 
(Accuracy was assessed by compar ing the 
s u b j e c t s ' s ta tements about the e lements w i t h 
the accuracy o f t he r e p r o d u c t i o n s on the 
p r e v i o u s t r i a l . ) Good l e a r n e r s were 



s i g n i f i c a n t l y more a c c u r a t e i n t h e i r 
e v a l u a t i o n s (96% c o r r e c t ) t h a n poor l e a r n e r s 
(82%) . Tha t i s , good l e a r n e r s were s u p e r i o r a t 
d e t e r m i n i n g t h e i r c u r r e n t s t a t e o f l e a r n i n g and 
" k n o w i n g what t hey know. " 

CONTROL. When good l e a r n e r s adopted a 
p a r t i c u l a r h e u r i s t i c , t h e y wou ld c o n t i n u e t o 
use i t u n t i l i t had a c h i e v e d i t s pu rpose . For 
examp le , when good l e a r n e r s used p a r t i t i o n i n g , 
t h e y wou ld sample o n l y i n f o r m a t i o n i n t h e 
p a r t i t i o n e d s e t u n t i l a l l e lements had been 
c o n s i d e r e d . I n c o n t r a s t , poor l e a r n e r s 
f r e q u e n t l y abandoned t h i s h e u r i s t i c a b r u p t l y 
and p r e m a t u r e l y . T h i s t y p i c a l l y o c c u r r e d when 
s u b j e c t s c o u l d t h i n k o f n o h e u r i s t i c f o r 
l e a r n i n g t h e sampled i n f o r m a t i o n . 

Poor l e a r n e r s a l s o f a i l e d t o e f f e c t i v e l y s e l e c t 
and use h e u r i s t i c s f o l l o w i n g e v a l u a t i o n s . When 
a d e c i s i o n had been made t h a t an e lement had 
n o t y e t been l e a r n e d , good l e a r n e r s i m m e d i a t e l y 
s t u d i e d t h e e l e m e n t . However, poor l e a r n e r s 
wou ld f r e q u e n t l y s h i f t t h e i r focus o f a t t e n t i o n 
to a new e lement w i t h o u t s t u d y i n g t h e u n l e a r n e d 
i n f o r m a t i o n . 

5. CONCLUSIONS 

These a n a l y s e s sugges t t h a t t he use o f p o w e r f u l 
h e u r i s t i c s a re p r i n c i p a l l y r e s p o n s i b l e f o r 
d i f f e r e n c e s in l e a r n i n g success . We have 
comp le ted a n o t h e r s t u d y t h a t demons t ra tes 
d i r e c t l y t h e u t i l i t y o f u s i n g these h e u r i s t i c s 
[ 6 J . Three groups o f s u b j e c t s , e q u i v a l e n t i n 
map l e a r n i n g a b i l i t y , were g i v e n d i f f e r e n t i a l 
t r a i n i n g i n t he use o f l e a r n i n g h e u r i s t i c s . 
One group l e a r n e d s i x o f t he e f f e c t i v e 
h e u r i s t i c s r e p o r t e d h e r e : t h r e e s p a t i a l 
l e a r n i n g s t r a t e g i e s ( i m a g e r y , r e l a t i o n 
e n c o d i n g , p a t t e r n e n c o d i n g ) , two f eedback -
m o n i t o r i n g s t r a t e g i e s ( e v a l u a t i o n , memory-
d i r e c t e d s a m p l i n g ) , and p a r t i t i o n i n g . A second 
g roup l e a r n e d s i x h e u r i s t i c s t h a t were 
u n c o r r e l a t e d w i t h l e a r n i n g success . The t h i r d 
g roup r e c e i v e d n o i n s t r u c t i o n . S u b j e c t s 
t r a i n e d t o use e f f e c t i v e h e u r i s t i c s improved 
t h e i r pe r f o rmance on a new map s i g n i f i c a n t l y 
more t h a n s u b j e c t s i n t h e o t h e r two g r o u p s . 
F u r t h e r , t h e magn i tude of t h e improvement was a 
f u n c t i o n o f t h e f r e q u e n c y w i t h wh i ch s u b j e c t s 
used t h e t r a i n e d h e u r i s t i c s . 

These s t u d i e s e x e m p l i f y a g r o w i n g body o f 
r e s e a r c h i n c o g n i t i v e s t u d i e s o f e x p e r t i s e and 
i n d i v i d u a l d i f f e r e n c e s . P s y c h o l o g i s t s a re 
b e g i n n i n g t o v iew e x p e r t i s e as a c o l l e c t i o n 
w e l l - t u n e d , i n f o r m a t i o n p rocesses t h a t combine 
t o p roduce complex t a s k p e r f o r m a n c e . T h i s 
a n a l y t i c approach h a s , o f c o u r s e , been 
s u c c e s s f u l l y a p p l i e d i n t h e c o n t r u c t i o n o f 

knowledge-based systems i n a r t i f i c i a l 
i n t e l l i g e n c e . Based upon t h e e a r l y successes 
o f t h i s approach i n c o g n i t i v e p s y c h o l o g y , i t 
wou ld appear t o have a p r o m i s i n g f u t u r e i n t h a t 
a rea as w e l l . 
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We i n t r o d u c e a method o f a s t r u c t u r a l a n a l y s i s f o r d e s c r i p t i o n o f t e x t u r e s in n a t u r a l scenes. 
The proposed t e x t u r e a n a l y s i s system a u t o m a t i c a l l y e x t r a c t s the e lements in a t e x t u r e image, 
measures t h e i r p i c t u r e p r o p e r t i e s , c l a s s i f i e s them i n t o some d i s c r i m i n a b l e c l asses (one 
" g r o u n d " and some " f i g u r e s " ) , and produces the d e s c r i p t i o n o f e lements in each c l a s s and a l s o 
o f t h e i r p lacement r u l e s . Th i s d e s c r i p t i o n can be used f o r l e a r n i n g and r e c o g n i t i o n o f t e x t u r e 
images. We a l s o p resen t a new idea f o r e v a l u a t i n g t e x t u r e a n a l y z e r s . In o rde r to d i r e c t l y see 
what e s s e n t i a l f e a t u r e s o r s t r u c t u r s o f the g i ven t e x t u r e s each ana l yze r e x t r a c t s , we propose 
an a n a l y s i s - b y - s y n t h e s i s method. That i s , the s y n t h e s i s program in our system r e c o n s t r u c t s the 
t e x t u r e image on the b a s i s o f i t s d e s c r i p t i o n . Comparing the r e c o n s t r u c t e d image w i t h the 
o r i g i n a l one, we can e v a l u a t e what i n f o r m a t i o n i s p reserved and what i s l o s t i n the d e s c r i p t i o n 
and can improve our a l g o r i t h m s . 

1. INTRODUCTION 

When we observe o b j e c t s in a scene, we use the 
t e x t u r a l i n f o r m a t i o n a s f o l l o w s . 

(1) i d e n t i f i c a t i o n o f o b j e c t s by the 
c a t e g o r i e s o f t e x t u r e s , 

(2) d i s c r i m i n a t i o n o f o b j e c t s by the 
d i f f e r e n c e s o f t e x t u r e s , and 

(3) p e r c e p t i o n of a d e p t h , a curved s u r f a c e , 
or a i n c l i n a t i o n of a s u r f a c e by t he changes of 
t e x t u r e s . 

Endowing machines w i t h these r e c o g n i t i o n 
c a p a b i l i t i e s i s no t o n l y a n i n t e r e s t i n g problem 
i n computer sc ience bu t a l s o p r a c t i c a l l y 
i m p o r t a n t f o r au toma t i c a n a l y s i s o f a e r i a l 
photographs or med i ca l images. Tex tu re has 
been s t u d i e d on a t l e a s t two l e v e l s : 
s t a t i s t i c a l and s t r u c t u r a l [ 1 ] . On the 
s t a t i s t i c a l l e v e l , we rega rd a t e x t u r e as 
d e f i n e d by a se t of s t a t i s t i c s e x t r a c t e d f rom a 
l a r g e ensemble o f l o c a l p i c t u r e p r o p e r t i e s . On 
the s t r u c t u r a l l e v e l , a t e x t u r e i s cons ide red 
to be d e f i n e d by e lements wh ich occur 
r e p e a t e d l y a c c o r d i n g t o placement r u l e s . 

We have developed a s t r u c t u r a l a n a l y s i s method 
f i r s t t o segment a n image i n t o d i f f e r e n t l y 
t e x t u r e d r e g i o n s [ 2 ] and second ly t o c l a s s i f y 
t e x t u r e samples i n t o s e v e r a l c a t e g o r i e s [ 3 ] . 
In t h i s paper , we show what k i nds of 
d e s c r i p t i o n can be g i v e n by the s t r u c t u r a l 
a n a l y s i s and a l s o p resen t a new idea f o r 

e v a l u a t i n g t e x t u r e a n a l y z e r s . A c o n v e n t i o n a l 
method f o r t e s t i n g per formance o f ana l yze r s i s 
t o e v a l u a t e t h e i r c l a s s i f i c a t i o n a b i l i t i e s f o r 
some t e x t u r e samples whose c a t e g o r i e s a re 
s p e c i f i e d by a u s e r ; a b e t t e r ana l yze r is t h a t 
wh ich ge ts a h i g h e r score o f c l a s s i f i c a t i o n 
[ 4 ] , The c l a s s i f i c a t i o n a b i l i t y , however, i s 
h i g h l y dependent on bo th the t e x t u r e samples 
and the c a t e g o r i e s . S ince c a t e g o r i e s o f 
n a t u r a l t e x t u r e s a re no t so d e f i n i t e as 
a r t i f i c i a l l y made c h a r a c t e r s , the e v a l u a t i o n o f 
t e x t u r e c l a s s i f i c a t i o n a l g o r i t h m s i s dependent 
o n t h e i r a p p l i c a t i o n f i e l d s . Then, i n o rde r t o 
d i r e c t l y see what e s s e n t i a l f e a t u r e s o r 
s t r u c t u r e s o f the g i v e n t e x t u r e s each ana l yze r 
e x t r a c t s , we propose an a n a l y s i s - b y - s y n t h e s i s 
method. That i s , our system f i r s t ana lyzes 
t e x t u r e samples and g i ves t h e i r d e s c r i p t i o n s . 
Nex t , the s y n t h e s i s program r e c o n s t r u c t s the 
t e x t u r e image o n the b a s i s o f i t s d e s c r i p t i o n . 
Comparing the r e c o n s t r u c t e d image w i t h the 
o r i g i n a l one, we can e v a l u a t e what i n f o r m a t i o n 
i s p reserved and what i s l o s t i n the course o f 
the a n a l y s i s and can improve our a l g o r i t h m s , 

2. STRUCTURAL ANALYSYS 

A t e x t u r e i s d e f i n e d as a r e p e t i t i v e p a t t e r n i n 
wh ich " e l e m e n t s " a re a r ranged a c c o r d i n g t o 
"p lacement r u l e s " . The proposed t e x t u r e 
a n a l y s i s system a u t o m a t i c a l l y e x t r a c t s the 
elements in a t e x t u r e image and measures t h e i r 
p i c t u r e p r o p e r t i e s and t h e i r p lacement r u l e s . 
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2 .1 Preprocess ing 

An i n p u t image is d i g i t i z e d i n t o 64x64 p i x e l s 
and is quant ized i n t o 64 gray l e v e l s . F i g . 1 
shows d i g i t a l images of th ree k inds of 
t e x t u r e s . Since inpu t cond i t i ons may change 
the f i r s t order s t a t i s t i c s o f b r igh tness 
d i s t r i b u t i o n s , the inpu t image i s normal ized 
w i t h respec t to gray scale changes so t ha t the 
mean of the b r igh tness d i s t r i b u t i o n is 32 and 
the s tandard d e v i a t i o n is 8 . Next , the 
normal ized image is deb lu r red by an edge 
p r e s e r v i n g averaging method to e x t r a c t t e x t u r e 
elements e a s i l y . 

2.2 E x t r a c t i o n of Elements 

A t e x t u r e element is de f ined as a connected 
area w i t h almost same gray l e v e l s . To e x t r a c t 
such e lements , p i x e l s which are adjacent and 
whose gray l e v e l s are almost same are merged 
i n t o r e g i o n s . The merging process used here is 
as f o l l o w s . 

F i r s t , any p i x e l s which are adjacent and whose 
gray l e v e l d i f f e r e n c e s are less than the 
t h resho ld d ( - l ) are merged i n t o reg ions and 
t h e i r gray l e v e l s are averaged. Here, the 
t o t a l b r i gh tness change caused by averaging is 
examined. The t o t a l change is de f ined as 

N ( d ) - E E | 6 ( x f y ) | 

where sd (x ,y ) is the gray l e v e l change at a 
p o i n t ( x , y ) . Next , d is increased by one 
(d<-d+l) and the merging process is repeated 
u n t i l one o f the f o l l o w i n g cond i t i ons i s 
s a t i s f i e d (d>4) . 

(1) the t o t a l change is very l a r g e , which 
imp l i es t h a t d has become la rge enough to merge 
d i f f e r e n t e lements, o r 

(2) the t o t a l change is very s m a l l , which 
i m p l i e s t h a t the re may be a b r igh tness gap 
between d i f f e r e n t k inds o f e lements. 

When the process stops at a th resho ld d* on the 
c o n d i t i o n ( 1 ) , the reg ions obta ined by merging 
a t d * - l are used f o r the t e x t u r e elements. 
When the process stops on the c o n d i t i o n ( 2 ) , 
the segmented reg ion by th resho ld ing the 
b r i gh tness h is togram are used f o r the t e x t u r e 
e lements. For example, F i g . 2 shows the thus 
ob ta ined elements o f the images in F i g . 1 . 

2.3 P r o p e r t i e s of Element 

The f o l l o w i n g f i v e k inds o f p r o p e r t i e s are 
measured f o r each ex t rac ted element. They are 
used f o r g l o b a l d i s c r i m i n a t i o n o f e lements. 
(1) b r i g h t n e s s 
(2) area 
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2.4 C l a s s i f i c a t i o n o f Elements 

On the bas is of the d i s t r i b u t i o n s of these 
p r o p e r t i e s , elements are c l a s s i f i e d i n t o some 
d i s c r i m i n a b l e c l asses . In our system, elements 
are c l a s s i f i e d by t h r e s h o l d i n g the h is togram of 
each p r o p e r t y . In computing the h is togram of a 
p r o p e r t y , we use the weighted va lue as i t s 
f requency to g i ve l a rge we ight to dominant 
e lements. The we igh t i ng va lues are shown in 
Table 1. For example, the frequency of 
b r i gh tness b is de f ined as the t o t a l area (not 
number) of elements whose b r i gh tness are bo 
The re fo re , the system can s t a b l y analyze a 
t e x t u r e image in which there are comparat ive ly 
smal l number of e lements. Since each p roper ty 
has a d i f f e r e n t domain and range, the h is togram 
is normal ized and the th resho lds are set 
a u t o m a t i c a l l y a t the bottoms of deep v a l l e y s 
between the prominent peaks, i f any [ 3 ] . 

d i s t r i b u t i o n s . 

Furthermore, the fo l low ing features concerning 
to placements of elements are eas i ly measured. 
(3) the densi ty of elements in each class i: Ai 
( i = 1 N c ) , which is the r a t i o of the t o t a l area 
of elements in class i to the image area. 
(4) the adjacency p robab i l i t y between class i 
and class k: Pik ( i f k " l - vNc) , which is def ined 
as the p robab i l i t y that a boundary point of an 
element in class i is adjacent to that in class 
k. When i==k, it is especia l ly ca l led 
'auto-adjacency p r o b a b i l i t y ' . 

Table 2 shows the values of these tex tu ra l 
features of the images in F ig . 1. 

Figure and Ground 

If there is more than one class of elements, 
one of them can be regarded as the "ground" of 
the image. The "ground" class is defined as 



(1) a class whose average area of elements is 
very large ( fo r example, class 1 of (c) in 
Table 2 ) , o therwise, 

(2) a class whose r a t i o of the dev ia t ion to 
the mean of areas of elements is very large 
( f o r example, c lass 2 of (b) in Table 2 ) , 
o therwise, 

(3) a class which has the la rgest 
auto-adjacency p r o b a b i l i t y ( f o r example, class 
1 of (a) in Table 2 ) . 

The other classes are in tu rn regarded as the 
" f i g u r e s " of the image. If the image has only 
one class of elements, i t is regarded as both 
the " f i g u r e " and the "ground" . For example, 
the "grounds" of the images in F i g . 1 are 
smeared w i t h black as shown in F i g . 3. 

Typ ica l Element 

The system selects one t y p i c a l element from 
each " f i g u r e " class to give a de ta i led shape 
desc r i p t i on of the elements in that c lass . The 
t y p i c a l element in each " f i g u r e " class is the 
one whose shape proper t ies are the c losest to 
the means of those of that c lass . The func t ion 
tha t evaluates the closeness of an element j in 
c lass i is def ined as 

where x jp is the value of a property p of an 
element j and the shape proper t ies used are 
area, s i z e , d i r e c t i o n a l i t y and curvatures„ For 
example, the dotted areas in F i g . 3 are the 
t y p i c a l elements of the image in F i g . 1. 

It is an important problem how a t y p i c a l 
element is to be described fo r a de ta i led 
comparison needed in recogn i t ion phase of the 
system. There are many algor i thms for shape 
analys is [6] and we should select a in format ion 
preserv ing technique. In t h i s paper, however, 
only the po in ts in a t y p i c a l element are 
memorized in terms of the r e l a t i v e coordinates 
from the cent ro id of the element fo r 
s i m p l i c i t y . 

Relat ive Pos i t i on Vectors 

To give a de ta i l ed desc r ip t i on also of 
placements of elements, the system measures 
r e l a t i v e pos i t ions among elements in " f i g u r e " 
c lasses. A r e l a t i v e p o s i t i o n between two 
elements is def ined as the r e l a t i v e coordinate 
between t h e i r cen t ro ids . The two diment ional 
histogram Hik of the r e l a t i v e pos i t ions of 
every pa i r of elements, one in class i and the 
other in class k ( i nc lud ing i = k ) , are computed. 
Here, in computing the histogram we use the 
weighted value as i t s frequency as f o l l ows . 
Let E i j be the closeness of an element j in 
class i and Ekl be that of an element 1 in 
class k. Then the weighted value is def ined as 
m i n ( E i j , E k l ) , I f the placement i s regu la r , 
there are s i g n i f i c a n t c lus te rs p e r i o d i c a l l y in 
the histogram,, In such a case, the mean and 
dev ia t ion of each independent c lus te r which is 
nearest to the o r i g i n is measured as the 
placement r u l e R ik . They are denoted as 

where Nik is the number of independent 
c l u s t e r s . I f there is no s i g n i f i c a n t c l u s t e r , 
the placement r u l e Rik is regarded as random. 

For example, F i g . 4 shows the d i s t r i b u t i o n s H22 
of r e l a t i v e pos i t ions of elements in the 
" f i g u r e " class 2 of the image in F i g . 1 (a ) . In 
t h i s case, the placement is regarded as regular 
and two independent c lus te rs (whose means are 
(13,-6) and (0,11)) are measured. On the other 
hand, those of the other images in F i g . 1 are 
regarded as randara. 

Now, the desc r i p t i on of tex tu re is completed. 
This desc r i p t i on can be used fo r learn ing and 
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r e c o g n i t i o n ( c l a s s i f i c a t i o n ) o f t e x t u r e images. 
C l a s s i f i c a t i o n exper iments us ing on ly the 
s t a t i s t i c a l f ea tu res are repor ted i n [ 3 ] . 

3. RECONSTRUCTION OF TEXTURES 

The syn thes is program in the system generates a 
t e x t u r e image on the bas is of the d e s c r i p t i o n 
o f the o r i g i n a l t e x t u r e . I t r econs t r uc t s a 
t e x t u r e image so t h a t the s t a t i s t i c a l f ea tu res 
may be the same as those of the o r i g i n a l one. 

3.1 M o d i f i c a t i o n o f T y p i c a l Element 

To r e c o n s t r u c t the t e x t u r e e lements, the system 
uses the t y p i c a l element in each " f i g u r e " c lass 
and mod i f i es i t accord ing to the d i s t r i b u t i o n s 
o f the p r o p e r t i e s o f elements in i t s c l a s s . 
The p r o p e r t i e s used f o r m o d i f i c a t i o n are 
b r i gh tness ( f o r l i g h t and da rkness ) , s i ze ( f o r 
m a g n i f i c a t i o n and r e d u c t i o n ) , d i r e c t i o n ( f o r 
r o t a t i o n ) , and the magnitude o f d i r e c t i o n a l i t y 
( f o r compress ion) . 

For example, l e t b e the nean and 
d e v i a t i o n o f the p r o p e r t y p o f e lements in 
c l a s s i . The t y p i c a l e lement i s m o d i f i e d s o 
t h a t t he d i s t r i b u t i o n o f a p r o p e r t y p i s 

u s i n g a normal random number 
g e n e r a t e d . 

M o d i f i e d e lements in such a way a re then 
a r ranged a c c o r d i n g t o t h e p lacement r u l e s as 
ment ioned i n the nex t s e c t i o n . 

3 .2 Placement o f M o d i f i e d Elements 

The system de te rm ines t he p o s i t i o n s a t w h i c h 
m o d i f i e d t y p i c a l e lements a r e p l a c e d a s 
f o l l o w s . I f t h e r e a re more than one " f i g u r e " 
c l a s s , one dominant " f i g u r e " c l a s s i s s e l e c t e d . 
That i s , the p o s i t i o n s o f e lements o f t he 
dominant " f i g u r e " c l a s s ( l e t i t b e now i ) a re 
a t f i r s t de te rm ined a c c o r d i n g t o the p lacement 
r u l e R i i and those o f o t h e r c l a s s k a r e 
de te rm ined l a t e r a c c o r d i n g to R i k o r Rkk. Our 
system d e f i n e s a c l a s s i as the dominant one 
whose average d e v i a t i o n i n the p lacement r u l e 
R i i i s t h e s m a l l e s t . The p o s i t i o n s o f e lements 
i n t he dominant c l a s s a re de te rm ined as 
f o l l o w s . 

When t h e placement r u l e R i i i s r e g u l a r , t h e 
d i s t r i b u t i o n s o f r e l a t i v e p o s i t i o n s i n R i i i s 
u s e d . F i r s t , the p r e l i m i n a r y p o s i t i o n s a r e 
de te rm ined u s i n g t h e means i n R i i 

a s shown b y w h i t e p o i n t s i n F i g . 5 ( i n t h i s 
case , N i i - 2 ) . N e x t , these p r e l i m i n a r y 

F i g . 5 P o s i t i o n d e t e r m i n a t i o n i n r e g u l a r 
placement case (->: mean v e c t o r ) 

p o s i t i o n s a re f l u c t u a t e d a c c o r d i n g t o t h e 
normal d i s t r i b u t i o n 

as shown by b l a c k p o i n t s in F i g . 5 u s i n g a 
normal random g e n e r a t o r , w h e r e a n d a r e 
t h e average d e v i a t i o n s i n These' b l a c k 
p o i n t s a r e the f i n a l p o s i t i o n s a t wh i ch 
m o d i f i e d e lements a re p l a c e d . 

When t h e p lacement r u l e R i i i s random, t h e 
system uses t he d e n s i t y A i o f e lements t o 
de te rm ine t he p o s i t i o n s . S ince t h e number o f 
a r ranged e lements Is expected as 

t o t a l a rea o f e lements i n c l a s s i 
i average area of e lements in c l a s s i 

t he system ar ranges such number o f p o s i t i o n s 
randomly over t he image u s i n g a u n i f o r m random 
number g e n e r a t o r . 

N e x t , t he p o s i t i o n o f e lements i n o t h e r c l a s s 
k ( + i ) a re de termined in a lmost t he same way 
a c c o r d i n g to the placement r u l e R i k o r Rkk. 

R e f e r i n g t o thus de te rmined p o s i t i o n s , m o d i f i e d 
e lements i n each " f i g u r e " c l a s s a re p l a c e d . 
A f t e r a l l t he " f i g u r e " e lements a re p l a c e d , 
t h e r e remains b l a n k space wh ich cor responds to 
the " g r o u n d " o f t he image. I t i s f i l l e d u p 
w i t h g ray v a l u e s on the b a s i s o f the 
s t a t i s t i c a l f e a t u r e s o f the " g r o u n d " c l a s s by a 
r e g i o n g rowing method. 

Now, the r e c o n s t r u c t i o n o f t e x t u r e i s 
comp le ted . F i g . 6 shows examples of t he 
r e c o n s t r u c t e d images f rom the o r i g i n a l ones I n 
F i g . 1 . 

4. DISCUSSIONS 

For our e x p e r i m e n t s , we used the same t e x t u r e 
samples f rom B r o d a t z ' s pho tog raph i c album [ 7 ] 
a s used i n c l a s s i f i c a t i o n [ 3 ] . The s t r u c t u r a l 
a n a l y s i s produces an thropomorph ic d e s c r i p t i o n s 
and t h e r e f o r e they a re e a s i l y unders tandab le 
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F i g . 6 O r i g i n a l images ( l e f t ) and 
recons t ruc ted images ( r i g h t ) 

and u s e f u l * However, we found some impor tant 
problems by r e c o n s t r u c t i n g those t e x t u r e 
images. 

Since we on ly use b r i gh tness i n f o r m a t i o n to 
e x t r a c t t e x t u r e e lements, they do not always 
correspond to r e a l i n d i v i d u a l s or what human 
beings p e r c e i v e . For example, overlapped 
i n d i v i d u a l s w i t h same b r igh tness are ex t rac ted 
as one element on the image l e v e l . 

A lso the "grounds" which the system se lec ts do 
not always correspond to those which human 
beings s e l e c t . This problem r e l a t e s to the 
d e f i n i t i o n o f e lements. 

The placement r u l e s used ( r e l a t i v e p o s i t i o n s ) 
is the second order s t a t i s t i c s and may be s t i l l 
too s imp le . For example, though the p o s i t i o n 
of an element is considered independent ly of 
i t s p r o p e r t i e s and those of surrounding 
e lements, there are o f t e n c o r r e l a t i o n s among 
them. 

In t h i s paper, we ha rd l y deal w i t h h i e r a r c h i c a l 
t e x t u r e s . A h i e r a r c h i c a l t e x t u r e is such tha t 

a set of severa l elements can be regarded as a 
u n i t and many such u n i t s are arranged accord ing 
to t h e i r own placement r u l e s . Such 
h i e r a r c h i c a l t e x t u r e s , however, are more o f t e n 
found in a r t i f i c i a l t e x t u r e s . I f we add 
aggregat ion programs [8 ] to our system, we 
would be able to descr ibe them in the same way. 
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A b s t r a c t 
Th i s paper p resen ts an overv iew of a f r ame

work f o r the a n a l y s i s o f mot ion f rom sequences 
of images by computer . The framework i n c l u d e s : 
(a) A r e p r e s e n t a t i o n of knowledge f o r mo t ion 
concepts t h a t is based on M i n s k y f s frame theo ry 
and semant ic ne tworks ; 
(b) Assoc ia ted a l g o r i t h m s f o r r e c o g n i z i n g these 
mo t ion concep ts . These a l g o r i t h m s implement a 
form of feedback, by a l l o w i n g c o m p e t i t i o n and c o 
o p e r a t i o n among l o c a l p rocesses . They a l s o a l l o w 
a change of a t t e n t i o n mechanism t h a t is based on 
s i m i l a r i t y l i n k s between knowledge u n i t s . 

The framework is be ing r e a l i z e d w i t h a s y s 
tem c a l l e d ALVEN, whose s t r u c t u r e and o p e r a t i o n 
are d e s c r i b e d . The purpose behind t h i s system 
i s t o p rov i de an e v o l v i n g resea rch p r o t o t y p e f o r 
expe r imen t i ng w i t h the a n a l y s i s o f c e r t a i n 
c lasses o f b i o m e d i c a l imagery , and f o r r e f i n i n g 
and q u a n t i f y i n g the body o f r e l e v a n t med ica l 
knowledge. 

1.0 INTRODUCTION 
The main goa l o f t h i s r e s e a r c h , f rom an AI 

v i e w p o i n t is the development o f a framework f o r 
Mo t ion Unders tand ing by Computer. Th is f rame
work i s expected t o p r o v i d e : 
(a) A r e p r e s e n t a t i o n of knowledge f o r mot ion 
concep ts , based on frames [Minsky75] and semant ic 
networks [Brachman79] . 
(b) The d e s c r i p t i o n of bas i c mot ion concepts 
such as v e r b s , shape t r a n s f o r m a t i o n s and tempora l 
i n f o r m a t i o n i n terms o f the knowledge r e p r e s e n t a 
t i o n proposed, based on past work i n mot ion r e 
p r e s e n t a t i o n [ B a d l e r 7 5 ] , [ T s o t s o s 7 6 ] ; 
(c ) The development o f a l g o r i t h m s f o r the a n a l y 
s i s o f p i c t o r i a l da ta in terms o f a mot ion 
knowledge base. These a l g o r i t h m s w i l l be e x p e c t 
ed to genera te a d e s c r i p t i o n of the o b j e c t s and 
mot ions found i n the p i c t o r i a l da ta a t d i f f e r e n t 
l e v e l s o f a b s t r a c t i o n , f rom d e t a i l e d LV w a l l 
k i n e m a t i c s to summary s ta tements us ing E n g l i s h 
l i k e v e r b s . The r e c o g n i t i o n c o n t r o l s t r u c t u r e 
is based on the concept o f c o m p e t i t i o n and c o 
o p e r a t i o n among l o c a l hypotheses [Zucker78] both 
a t t he low (image) l e v e l [Rose fe l d ,Zucke r , 
Humel76l and a t h i g h e r ( concep tua l ) l e v e l s . 

ALVEN (A L e f t V e n t r i c u l a r Wa l l Mo t ion A n a l y 
s i s Computer C o n s u l t a n t ) , i s a system f o r the 
a n a l y s i s o f c inecard ioang iog rams ( f i l m s o f the 
human l e f t v e n t r i c l e ) . Given such a f i l m , the 
sys tem's j o b i s to generate a concep tua l des 

c r i p t i o n o f the shapes and mot ions e x h i b i t e d in 
the f i l m b y the l e f t v e n t r i c u l a r w a l l , n o t i n g 
a b n o r m a l i t i e s and unusua l occu r rences . 

From a med i ca l p o i n t of v i e w , ALVEN*s impor 
tance i s based on i t s a b i l i t y t o p r o v i d e an 
assessment o f the human l e f t v e n t r i c l e ( h e r e i n 
a f t e r LV ) , as a f u n c t i o n i n g musc le . The aim of 
the research i s t w o f o l d : 
(a) To produce a system t h a t can a i d in the 
a n a l y s i s o f c i neca rd ioang iog rams , and wh ich p r o 
duces c o n s i s t e n t and o b j e c t i v e d e s c r i p t i o n s o f 
l e f t v e n t r i c u l a r w a l l dynamics, 
(b) To p r o v i d e a framework f o r the r e p r e s e n t a t i o n 
of med ica l knowledge about the dynamics of the 
human l e f t v e n t r i c l e . 

ALVEN is a f i r s t s tep towards a c h i e v i n g these 
o b j e c t i v e s . Past d e s c r i p t i o n s of ALVEN may be 
found in [Tso tsos78 ] and [ T s o t s o s 7 9 ] . 

2 .0 REPRESENTATION OF KNOWLEDGE 
2 .1 What Needs to be Represented? 

The main concern o f t h i s r e p r e s e n t a t i o n a l 
f o rma l i sm is how mot ion concepts are to be r e p r e 
sented and o rgan ized i n t o a genera l mo t ion con 
cept and p r o b l e m - s p e c i f i c concept knowledge base. 
There are s e v e r a l types of mot ion concepts : 
a) speed of an o b j e c t 
b ) t r a j e c t o r y o f mot ion 
c ) d e s c r i p t i v e mot ion verbs 
d ) q u a l i t a t i v e t r a j e c t o r y d e s c r i p t i o n s -

d i r e c t i o n a l s 
e) changes of an o b j e c t ' s p r o p e r t i e s 
f ) tempora l concep ts : d u r a t i o n , s t a r t and end 

t i m e , r e l a t i v e t i m i n g o f e v e n t s . 
In a d d i t i o n , the r e p r e s e n t a t i o n must be 

f l e x i b l e enough t o handle " f u z z y " d a t a , d i f f e r e n t 
l e v e l s o f a b s t r a c t i o n i n c l u d i n g l i n g u i s t i c l e v e l s , 
and to rep resen t enough i n f o r m a t i o n f o r a p p r o x i 
mate r e g e n e r a t i o n o f analyzed m o t i o n s . 
2.2 R e p r e s e n t a t i o n a l B u i l d i n g B locks 

The bas ic e n t i t i e s o f the r e p r e s e n t a t i o n 
are c a l l e d frames and are used to model a b s t r a c t 
concepts such as t h a t of HEART or BEATing. The 
i n s t a n t i a t i o n s o f the a b s t r a c t concepts o f the 
r e a l w o r l d a re model led i n the r e p r e s e n t a t i o n by 
frame tokens (o r s imp l y t o k e n s ) . The INSTANCE-OF 
r e l a t i o n s h i p r e l a t e s tokens to the frames o f 
wh ich they are i n s t a n c e s . Thus, " J o h n ' s LV" , an 
i ns tance which rep resen t s a p a r t i c u l a r l e f t v e n 
t r i c l e , i s r e l a t e d t o "LV" th rough the INSTANCE-
OF r e l a t i o n s h i p . 
* Th is paper is a summary of [Tso tsos79 ] . 
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The i n t e r n a l s t r u c t u r e of a f rame is made up 
o f two d i s t i n c t components: i n f o r m a t i o n on how to 
i n s t a n t i a t e the frame ( f i l l t he s l o t s wh ich make 
up the semant i c components o f the concept wh ich 
the f rame d e f i n e s ) , and i n f o r m a t i o n on what c o n 
c e p t s must b e p r e s e n t i n the d e s c r i p t i o n d e r i v e d 
t h u s f a r i n t he a n a l y s i s i n o r d e r f o r t he d e f i n e d 
concep t to a p p l y . These two components a re termed 
dependant and the p r e r e q u i s i t e r e s p e c t i v e l y . Both 
p a r t s a r e made up o f s l o t s . The d i f f e r e n c e l i e s 
i n t h e d e f a u l t v a l u e s o f the s l o t s . The s l o t 
d e f a u l t s f o r t he dependant s l o t s a re made up o f 
r e f e r e n c e s t o s l o t s o f t he p r e r e q u i s i t e p a r t and 
f u n c t i o n c a l l s wh i ch use these v a l u e s t o c a l c u 
l a t e the i n s t a n t i a t e d v a l u e o f the s l o t . D e f a u l t s 
i n t h e p r e r e q u i s i t e s l o t s g i v e expec ted v a l u e s 
f o r observed d a t a . S l o t s have a s s o c i a t e d w i t h 
them a name, a f rame t y p e , c o n s t r a i n t s t h a t must 
be s a t i s f i e d by any c a n d i d a t e v a l u e and e x c e p t 
i o n s t h a t a re t o b e r a i s e d i f those c o n t r a i n t s 
a re n o t s a t i s f i e d . 
2 .3 Frame O r g a n i z a t i o n 

The f rames wh i ch a re p a r t of a knowledge 
base a r e o r g a n i z e d i n t o a n IS-A h i e r a r c h y i n 
terms o f the ( p a r t i a l o r d e r ) r e l a t i o n s h i p IS-A 
[B rachman79 ] . 

The p r e r e q u i s i t e s l o t s o f a f rame must c o n 
fo rm t o s p e c i f i c c o n d i t i o n s a s w e l l . I f f rame A 
d e f i n e s a m o t i o n concept f o r o b j e c t C , the p r e 
r e q u i s i t e s l o t s must d e s c r i b e : 
a ) t he m o t i o n sequences f o r C , i n c l u d i n g any 
p a r a l l e l d e s c r i p t i o n s wh ich must be added t o g e 
t h e r t o fo rm the o v e r a l l m o t i o n o f C ; 
b ) the m o t i o n sequences o f a l l o b j e c t s C 1 such 
t h a t C' is a PART-OF C, thus c o n f o r m i n g to the 
PART-OF h i e r a r c h y of C. 

I n a d d i t i o n t o these two s t a t i c o r g a n i z a 
t i o n a l c o n c e p t s , t he r e p r e s e n t a t i o n a l l o w s the 
use o f s i m i l a r i t y l i n k s a s a n a i d i n t r a n s f e r r i n g 
c o n t r o l between c o n t e x t s and c l a s s i f i c a t i o n s 
d u r i n g r e c o g n i t i o n . 

S i m i l a r i t y l i n k s a re a s s o c i a t e d w i t h the 
f rame concept d e f i n e d and a re based on e x c e p t i o n s 
wh i ch occur i n the p r e r e q u i s i t e components o f 
t h a t f r ame . There a re t h r e e ma jo r components to 
the d a t a s t o r e d a l o n g w i t h a s i m i l a r i t y l i n k : 
a ) c o m p a t i b i l i t y e x p r e s s i o n - T h i s Boolean 
e x p r e s s i o n c o n t a i n s the necessary c o n d i t i o n s 
wh i ch the two l i n k e d f rames must share i n o r d e r 
f o r t he s i m i l a r i t y l i n k t o b e a c t i v a t e d ( i . e . , 
t he " s i m i l a r i t i e s " ) . 
b ) e x c e p t i o n e x p r e s s i o n - Th i s i s a l i s t o f 
Boo lean c o n d i t i o n s i n wh i ch the p r e d i c a t e s a re 
e x c e p t i o n s wh i ch may be r a i s e d d u r i n g ma tch ing 
o f t he f r a m e . Each o f the l i s t ' s e lements has 
a s s o c i a t e d w i t h i t a t ime when the e x c e p t i o n 
s h o u l d o c c u r . I n e f f e c t , what such a n e x p r e s s i o n 
d e f i n e s i s the t ime course o f m a t c h i n g f a i l u r e s 
i n one f rame wh ich i n d i c a t e t h a t the o t h e r f rame 
i s more r e l e v a n t ( i . e . , t he t ime sequence o f 
" d i f f e r e n c e s " ) . 

c ) a c t i v a t e - s u p p o r t l i s t - T h i s i s a l i s t o f 
g e n e r i c f rame names wh ich a re to be a c t i v a t e d o r 
suppo r ted b y the s i m i l a r i t y l i n k . 
2.4 L e f t V e n t r i c u l a r M o t i o n Concepts 

The l e f t v e n t r i c l e i s s t a n d a r d l y d e s c r i b e d 
by s p l i t t i n g up the o u t l i n e i n t o 3 segments 
(when v iewed i n t h e R i g h t A n t e r i o r O b l i q u e p r o 
j e c t i o n ) - p o s t e r i o r , a p i c a l and a n t e r i o r . 

Wh i l e the fo rm o f LV bea t s i s n o t known p r e 
c i s e l y , t h e r e a r e some s u b j e c t i v e da ta t h a t a re 
r e l e v a n t f o r a n i n i t i a l v e r s i o n o f the knowledge 
base (KB) . For example , t h e r e is a s e p a r a t e 
m o t i o n f rame f o r each of 7 phases of an LV c y c l e . 
Some phases d e f i n e c o n t r a c t i o n of the LV (maximum 
e j e c t i o n , reduced e j e c t i o n ) , o t h e r s expans ion 
( r a p i d i n f l o w , d i a s t a s i s , f i l l i n g b y a t r i a l c o n 
t r a c t i o n ) and two d e f i n e a s t a t e o f r e s t ( i s o v o -
lum ic c o n t r a c t i o n , i s o v o l u m i c r e l a x a t i o n - i s o v o -
l um ic i s t he key h e r e ) . T h e r e f o r e the phase 
f rames a r e IS-A l i n k e d t o the f rames f o r 
" c o n t r a c t " and " e x p a n d " a s i s a p p r o p r i a t e . I n 
each f r a m e , a l l o f t he segments o f the LV a re 
a s s o c i a t e d w i t h the even t o r sequence o f even ts 
t h a t d e f i n e the segment ' s mo t i ons d u r i n g t h a t 
phase. C o r r e s p o n d i n g l y , the f rame f o r " n o r m a l 
LV b e a t " would be made up of the even ts wh i ch 
r e p r e s e n t each phase o f the LV, l i n k e d in a 
c y c l e w i t h a p p r o p r i a t e t i m i n g i n f o r m a t i o n s o t h a t 
t o g e t h e r they d e f i n e the c y c l i c b e a t s . 

A b n o r m a l i t i e s a r e r e p r e s e n t e d u s i n g the same( 

s t r u c t u r e . The segments wh ich have abnormal 
mo t i ons have s e p a r a t e f rames wh ich d e s c r i b e 
a b n o r m a l i t i e s expec ted f o r t h a t t ype o f m o t i o n . 
Thus, f o r a p a r t i c u l a r a b n o r m a l i t y , the f rame 
wou ld be made up of t he a p p r o p r i a t e normal and 
abnormal segments and phases . 

3 .0 A KNOWLEDGE-BASED FEEDBACK MODEL FOR 
ANALYSIS OF TIME-VARYING IMAGERY 

There a re t h r e e main components to the f e e d 
back mode l : ( i ) image a n a l y s i s u s i n g system 
e x p e c t a t i o n s ; ( i i ) compar ison o f the r e s u l t s t o 
the s y s t e m ' s e x p e c t a t i o n s ; and ( i i i ) a d j u s t m e n t 
o f t he s y s t e m ' s s t a t e and e x p e c t a t i o n s . 
3 .1 Image A n a l y s i s 

The s t a r t i n g p o i n t f o r the system i s a n i n i 
t i a l s t a t e ( s a y , "NORMAL" L V m o t i o n i s e x p e c t e d ) . 
Thus , t he no rma l LV m o t i o n f rame i s a c t i v a t e d 
a l o n g w i t h a l l o f i t s p a r t s and g e n e r a l i z a t i o n s 
( a l o n g the IS -A h i e r a r c h y ) . T h i s a l l o w s g e n e r a 
t i o n o f t he f i r s t se t o f e x p e c t a t i o n s f o r t he 
nex t image. I n our c a s e , t he f i r s t L V o u t l i n e 
has been t r a c e d i n t h e image. The f i r s t e x p e c t a 
t i o n i s t h i s same o u t l i n e w i t h a window o f 
a c c e p t a b l e " n o r m a l " o u t l i n e s b u i l t upon i t . T h i s 
i s r easonab le because a t e n d - d i a s t o l e ( i . e . , t he 
t ime when the LV has comple ted i t s expans ion ) 
t h e r e i s v e r y l i t t l e m o t i o n i n the t ime spanned 
by the f i r s t 2 or 3 images . 

The LV o u t l i n e i s found u s i n g an e x p e c t a t i o n 
gu ided r e l a x a t i o n p r o c e s s . P r e d i c t i o n s e n t e r t he 
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r e l a x a t i o n process In two ways: the search r e g i o n 
and the expected edge o r i e n t a t i o n . R e l a x a t i o n Is 
o n l y a p p l i e d to the p o i n t s f o r wh ich a g r a d i e n t 
o p e r a t o r has produced responses , i . e . , i n the 
search r e g i o n . The expected o r i e n t a t i o n i s i n 
c luded i n the computa t ion by a s s o c i a t i n g w i t h each 
s u b - r e g i o n i n the r e g i o n a n o r i e n t a t i o n . Th is 
o r i e n t a t i o n i s then used t o b i a s the u p d a t i n g 
f u n c t i o n to f avou r edge l a b e l s o f the expected 
o r i e n t a t i o n (and those immed ia te ly compa t i b le w i t h 
t h a t o r i e n t a t i o n ) . Th i s i n f o r m a t i o n i s coded 
i n t o a " s t r e n g t h " f u n c t i o n wh ich becomes p a r t o f 
the r e l a x a t i o n u p d a t i n g r u l e . 

We c a l l the r e s u l t a n t o u t l i n e the " e s s e n t i a l 
t r a c e " o f the LV. Mo t i on i s d e t e c t e d f o r the 
o b j e c t i f the l o c a t i o n s o f any o f i t s p a r t s d i f f e r 
between the two consecu t i ve images• C o r r e l a t i o n 
of moving shape f e a t u r e s between the two LV o u t 
l i n e s i s done in a h e u r i s t i c manner. Us ing the 
c o r r e l a t i o n i n f o r m a t i o n , va lues a re de termined 
f o r t r a n s f o r m a t i o n p r e d i c a t e s . The e s s e n t i a l 
k ineses f o r an o b j e c t a re the changes o f i t s phy
s i c a l p r o p e r t i e s and the changes i n i t s l o c a t i o n . 
3.2 Change of A t t e n t i o n Mechanism 

The system m a i n t a i n s a se t of a c t i v e hypo the 
ses th roughou t the r e c o g n i t i o n p r o c e s s . Th i s se t 
i s i n i t i a l l y f i l l e d w i t h the mo t i on h y p o t h e s i s the 
user b e l i e v e s i s e x h i b i t e d by a p a r t i c u l a r o b j e c t 
(o r o b j e c t s ) . 

A c t i v e hypotheses are o rgan i zed by t h e i r 
" c o n c e p t u a l a d j a c e n c y " , d e f i n e d i n terms o f the 
p r i m i t i v e r e l a t i o n s h i p s used t o o rgan i ze the know
ledge base ( IS -A , PART-OF and t ime r e l a t i o n s h i p s ) . 

The system adds hypotheses t o i t s l i s t o f 
a c t i v e ones v i a a c t i v a t e d s i m i l a r i t y l i n k s and v i a 
the " n e x t " tempora l c o n s t r a i n t . S i m i l a r i t y l i n k s 
a re a c t i v a t e d when one o f the excep t i ons s p e c i f i e d 
i n the e x c e p t i o n - e x p r e s s i o n i s s a t i s f i e d i n a d d i 
t i o n t o the h y p o t h e s i s c o m p a t i b i l i t y exp ress i on 
be ing s a t i s f i e d . A n a c t i v e s i m i l a r i t y l i n k i s a l s o 
propagated a long the mo t i on PART-OF h i e r a r c h y in 
o rde r to ensure the proper new c o n t e x t f o r the new
l y a c t i v a t e d h y p o t h e s i s i s a c t i v a t e d a s w e l l . 

Hypotheses a re d e l e t e d f rom the a c t i v e l i s t i n 
two ways. I f the h y p o t h e s i s ' expected maximum d u r a 
t i o n i s exceeded, i t i s removed. I f t he va lues o f 
i t s d e f i n i t i o n a l s l o t s can b e f o u n d , i t i s i n s t a n 
t i a t e d . I f the s l o t s cannot b e f i l l e d I t i s aban
doned c o m p l e t e l y . The second way of removing hypo
theses i s by s imp le t h r e s h o l d i n g based on the l e a d 
i n g h y p o t h e s i s ' c e r t a i n t y . D e l e t i o n o f a hypo thes i s 
i s p ropagated t o a l l o f i t s p a r t s , a l l pa ren t sub
j e c t s , and a l l IS-A sons ( r e c u r s i v e l y ) . 
3.3 Focus of A t t e n t i o n Mechanism 

The se t o f a c t i v e hypotheses r e q u i r e s f u r t h e r 
o r g a n i z a t i o n . The p r e d i c t i o n mechanism needs to 
know wh ich a re the bes t hypotheses at any i n s t a n t 
i n the p r o c e s s i n g , s o t h a t i t can base i t s e x p e c t 
a t i o n s on them. The hypotheses w i l l be o rdered by 
means of the c e r t a i n t y which the system has in 
them. On a c t i v a t i o n , a l l hypotheses are g i ven a 
50-50 chances - a c e r t a i n t y of 0 . 5 . For each image 
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a f t e r w a r d s , t h i s c e r t a i n t y i s updated u s i n g the 
paradigm of c o m p e t i t i o n and c o o p e r a t i o n among 
c o n c e p t u a l l y a d j a c e n t hypo theses . 

The u p d a t i n g is done by a second m o d i f i e d 
r e l a x a t i o n l a b e l l i n g r u l e f o r wh ich c o m p a t i b i l i t y 
a re d e f i n e d between hypotheses depending on the 
type o f concep tua l ad jacency they e x h i b i t . For 
example, m u t u a l l y e x c l u s i v e hypotheses are those 
w i t h a common d i r e c t IS-A a n c e s t o r . Hypotheses 
wh ich f o l l o w or precede each o the r in t ime have 
l a r g e nega t i ve c o m p a t i b i l i t i e s t o a i d i n t h e i r 
t ime -w i se segmen ta t i on . Hypotheses which are the 
p r e r e q u i s i t e s l o t s o f another h y p o t h e s i s have 
l a r g e p o s i t i v e c o m p a t i b i l i t i e s w i t h t h e i r pa ren t 
h y p o t h e s i s . A hypo thes i s has a c o m p a t i b i l i t y 
dynam ica l l y se t w i t h i t s e l f f o r i t s f o l l o w i n g 
t ime i n t e r v a l depending on i t s match ing p r o g r e s s . 
F i n a l l y , hypotheses l i n k e d b y s i m i l a r i t y l i n k s 
a l s o have d y n a m i c a l l y se t c o m p a t i b i l i t i e s depend
i n g on whether one suppor t s the o t h e r d u r i n g 
t h a t t ime i n t e r v a l . 

4 .0 PROJECT STATUS 
C u r r e n t l y , we a re in the f i n a l s tage o f a 

p r o t o t y p e imp lemen ta t i on of ALVEN. The low l e v e l 
modules ( e s s e n t i a l t r a c e and e s s e n t i a l k i neses ) 
have been implemented and are be ing t e s t e d . The 
da ta c o l l e c t i o n module has been implemented and 
f i l m s a re be ing p rocessed . A syn tax f o r the 
r e p r e s e n t a t i o n of knowledge has been d e f i n e d and 
a comp i l e r f o r e n t e r i n g and m a i n t a i n i n g the KB 
has been implemented. 
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AN AUTOMOBILE WITH ARTIFICIAL INTELLIGENCE 
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5-12-2 F u j i m i - c h o , Higashimurayama 
Tokyo 189 Japan 

Th is paper desc r ibes an au tomob i le w i t h a r t i f i c i a l i n t e l l i g e n c e , which c o n s i s t s o f a road 
p a t t e r n r e c o g n i t i o n u n i t and a problem s o l v i n g u n i t . The v e h i c l e is comple te ly autonomous and 
can be d r i v e n w i t h o u t a human d r i v e r . The road p a t t e r n r e c o g n i t i o n u n i t i n v o l v i n g a p a i r of TV 
cameras and a p rocess ing u n i t i d e n t i f i e s obs tac les in f r o n t o f the v e h i c l e and ou tpu ts data 
r e g a r d i n g to the l o c a t i o n s o f the o b s t a c l e s . The problem s o l v i n g u n i t i s a microcomputer system 
and determines c o n t r o l o p t i m a l to the environment around the v e h i c l e based on the d a t a . The 
a l g o r i t h m employed i n i t i s a t a b l e - l o o k - u p method, i n which the l o c a t i o n o f the o p t i m a l c o n t r o l 
i s addressed in the t a b l e by key words generated f rom the d a t a . The t a b l e was h e u r i s t i c a l l y 
made by means of d i g i t a l s i m u l a t i o n . The v e h i c l e was s u c c e s s f u l l y d r i v e n under v a r i o u s road 
env i ronments at the speed w i t h i n 30 Km/h. 

1. INTRODUCTION 

The o r i g i n s o f an au tomobi le w i t h a r t i f i c i a l 
i n t e l l i g e n c e , c a l l e d an i n t e l l i g e n t c a r , can be 
found i n bo th the a u t o m a t i c a l l y d r i v e n v e h i c l e 
[1 ] and the i n t e l l i g e n t r o b o t [ 2 ] . Due to the 
guidance system f o r the a u t o m a t i c a l l y d r i v e n 
v e h i c l e , i t had one s e r i o u s d e f e c t t h a t i t cou ld 
n e i t h e r d e t e c t nor avo id o b s t a c l e s o n i t s p a t h . 
Based o n the performance o f a r t i f i c i a l i n t e l l i 
gence the a u t o m a t i c a l l y d r i v e n v e h i c l e was i m 
proved t o the i n t e l l i g e n t car shown i n F i g . 1 . 
I t c o n s i s t s o f a road p a t t e r n r e c o g n i t i o n u n i t 
and a prob lem s o l v i n g u n i t . Then, i t i n v o l v e s 
a l l the f a c i l i t i e s t o pe r fo rm locomot ion as an 
au tomob i le and can move autonomously. 

2. ROAD PATTERN RECOGNITION 

The road p a t t e r n r e c o g n i t i o n u n i t f u n c t i o n s t o 
c l a r i f y presence o f o b s t a c l e s i n the v iew f i e l d 
i n f r o n t o f the v e h i c l e . The u n i t c o n s i s t s o f a 
p a i r of TV cameras and a p rocess ing u n i t f o r 
v i deo s i g n a l s f rom them. The cameras are mounted 
i n the f r o n t p a r t o f the v e h i c l e w i t h a f i x e d 
i n t e r v a l (50 cm) a long a v e r t i c a l l i n e as shown 
i n F i g . 1 . 

The p r i n c i p l e o f o p e r a t i o n o f the u n i t i s shown 
i n F i g . 2 , and p rocess i ng i n i t i s shown i n F i g . 
3 ( a ) - ( c ) wh ich cor respond to ( a ) - ( c ) i n F i g . 2 . 
The two images on the TV cameras, one of which 
i s shown i n F i g . 3 ( a ) , s h i f t v e r t i c a l l y f rom 

F i g . 1 The i n t e l l i g e n t c a r . 

each o the r due to the camera p o s i t i o n s , and 
scanning them synchronous ly and v e r t i c a l l y gen
e ra tes two v ideo s i g n a l s . By p rocess ing the 
s i g n a l s two pu lse t r a i n s i n d i c a t i n g b r i g h t n e s s / 
darkness changing p o i n t s (BDCP), one of which 
i s shown in F i g . 3 ( b ) , a re o b t a i n e d . One t r a i n 
is de layed f o r a f i x e d t ime cor respond ing to a 
d i s t a n c e of a range where an o b s t a c l e is to be 
searched. The de lay compensates the s h i f t b e 
tween the images. Then, the t r a i n s are checked 
i f any p a r t of them has same pu lse sequences 
each o t h e r , and t h i s r e s u l t s i n d e t e c t i o n o f 
obs tac l es as shown in F i g . 3 ( c ) , where j u s t 
r e a l obs tac l es i n c l u d i n g some i l l u s i o n are 
shown. I n F i g . 3 (c ) the cen te r l i n e i s r e j e c t e d 
as i t does not have any h e i g h t , and the guard 
r a i l i s a l s o r e j e c t e d a s i t i s out o f the p r e s 
ent range. To cance l the I l l u s i o n , h e i g h t and 
w i d t h o f o b s t a c l e s are checked f u r t h e r m o r e . 
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By employing d i f f e r e n t delays of more than one 
and the f o l l o w i n g c i r c u i t s , the process ing o f 
the pulse t r a i n s i s performed i n p a r a l l e l t o 
i d e n t i f y obs tac les i n the whole view f i e l d . 
Processing the images shown in F i g . 4(a) as de-
sc r ibed above r e s u l t s i n i d e n t i f i c a t i o n o f ob
s tac l es i n the view f i e l d shown i n F i g . 4 ( b ) . 
The view f i e l d is quant ized accord ing to the 
ranges, in each o f which obs tac les are i d e n t i -
f i e d , and then the pe rspec t i ve form is converted 
to a p lane f i g u r e fo rm. The t rapezo id in F ig .4 
(b) i s the view f i e l d in the plane f i g u r e and 
b lack pa r t s in the center o f i t are the guard 
r a i l , i . e . obs tac l es . 

The area of the view f i e l d is between 5 m and 
20 m from the v e h i c l e w i t h v iew ing angle of 40 
degree. The t ime requ i red to i d e n t i f y obstac les 
is 33.3 msec f o r scanning one frame and 2.3 msec 
f o r p rocess ing a f t e r scanning. 

3. ALGORITHM FOR DETERMINATION OF CONTROL 

The problem s o l v i n g u n i t determines c o n t r o l by 
us ing the data from the road p a t t e r n r e c o g n i t i o n 
u n i t . The purpose of the i n t e l l i g e n t car is 
proper locomot ion in road environments w i t h 
s a f e t y , quickness and "keep l e f t " . Therefore the 
t ime requ i red to determine c o n t r o l must be 
w i t h i n 100 msec at most, because the v e h i c l e 
runn ing at 36 Km/h runs 1 m in 100 msec. To s a t 
i s f y t h i s requ i rement , a t a b l e - l o o k - u p method is 
employed. In the method, c o n t r o l i s r e t r i e v e d by 
key words f rom a t a b l e . The key words are gen
e ra ted by l o g i c a l ope ra t i on upon the data from 

894 



895 



THREE DIMENSIONAL MOVEMENT ANALYSIS 
OF 

DYNAMIC LINE IMAGES 
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Toyonaka, Osaka 560, Japan 

As a part of a cine-film understanding system, this paper presents a dynamic scene analyzer which 
separates moving objects from the background and analyzes their motion patterns in dynamic line images 
such as cartoon films. Finding correspondence of regions and their segments in a sequence of input frames 
by a new flexible template matching method, the analyzer tracks moving regions and their segments in the 
dynamic images. Next, a similarity test of segment movements detects the background movement, and 
classifies the regions into stationary and non-stationary ones. Each in the latter group is further labeled as 
partly occluded, false, or moving, by examining motion patterns of its segments. Finally, the analyzer 
merges segments of each moving object into groups having similar motion patterns in order to obtain a 
meaningful partition corresponding to its components such as hands or legs. 

1. INTRODUCTION 

In recent years, people have studied dynamic scene 
analysis, which analyzes a sequence of pictures taken 
at a constant time interval, such as a cine f i lm or a 
video record, to interpret it into meaningful 
descriptions on constituents of the scene and their 
temporal changes, as well [1,2]. Many papers have 
been published on detection and tracking of moving 
objects with [3,4] or without [5] their models in 
temporal records of natural scenes, interpretation of 
a sequence of silhouetted images into a model of 
static and moving constituents [6] , and analysis of 
dynamic line images by utilizing a camera model [7] 
or by utilizing procedural knowledge about an actor 
and static objects to describe the dynamic image in 
terms of meaningful actions [8]. 

Most systems utilize a priori knowledge and models 
of the constituents which are very useful to 
efficiently analyze a large number of consecutive 
frames, and to solve occlusion problems. They were, 
however, designed to accept only limited 
spatio-temporal patterns as inputs; the dynamic 
image must satisfy both or one of strong restrictions 
that (1) the constituents show two dimensional 
movements, and (2) their shapes are almost rigid. 

This paper presents a more general motion analysis 
system that analyzes a sequence of line images, a 
cartoon f i lm, in which a personified animal moves 
and rotates freely in a three dimensional world. The 
analysis is difficult because of the following reasons: 
(1) Since the line image of the object consists of 
curved components, it seems difficult to find strong 
local features which could be utilized as useful cues 
for motion analysis or segmentation of the moving 
object into meaningful parts such as its arms or legs. 
(2) Since the moving object and its parts move and 
rotate in the three dimensional world, and since 

occlusion often occurs, the shape, size, and structure 
of each constituent change from frame to frame. 
(3) The background or stationary objects may move 
in the image because of camera movements to track 
interesting objects. 
An approach to overcome the above-mentioned 
difficulties is to develope a scene analyzer which 
utilizes effectively temporal patterns. The proposed 
system has been designed along this approach; 
knowledge about the shape and structure of each 
object in the scene, by which usual computer vision 
systems interpret static scenes, is not utilized, but 
similarities of both spatial and temporal patterns are 
iteratively examined with an aim of extracting useful 
information or cues for higher level analysis of the 
dynamic scene. In other words, the analyzer is a 
subsystem of a film-understanding system [8], and 
its task is to divide the scene into meaningful parts; 
for example, it separates moving objects from the 
background, and also subdivides a moving object into 
components showing similar movement patterns. 
One can arrange the results into a structural 
description of the detected objects on properties, 
spatial relations, and motion patterns. 

2. SEGMENTATION OF SCENE BY MOTION ANALYSIS 
2.1 INPUT IMAGE 
Two animation films containing about 100 frames, in 
which a personified animal (Moomin) moves freely 
in a three dimensional world, are used to test the 
performance of the system. Fig.l displays binary 
pictures of sampled frames in Film 1; the animal 
runs from the right side of the picture and then 
jumps over a stone. Another f i lm, Film 2 shown in 
Fig.2, is one for testing the effect of the camera 
movement. We perceive it as if the animal moves 
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If a computer observes Film 1 from its first frame, 
where the animal is separated from the other objects, 
it can easily creat a model of the scene in which the 
segmentation of each constituent is established. 
Then, the successive frames wil l be analyzed by 
following moving constituents with the aid of the 
scene model. However, we try to analyze a more 
complex case; a frame in which occlusion has already 
occured, for example the 65th frame, is selected as 
the first input picture to the computer, and the 
successive frames are then analyzed without the 
already segmented model of the scene. 

A TV camera is used as an input device of the 
system, and a digitized (200 by 200 4bit) image of 
each frame is converted into a binary picture by 
thresholding. Applying a simple thinning operator, 
we track every arc in the picture, and arrange the 
line image into lists Of arcs; an arc is described in 
terms of end points, connected arcs, and chain coded 
pixels on it. Illustrated in Fig.3 is a graphical 
representation of the arc list of the 65th frame of 
Film 1. 

2.2 SEGMENTATION OF SCENE BY MOTION ANALYSIS 
Our system is a lower level motion analyzer which 
segments scenes into their constituents by examining 
their motion patterns, and interprets them into 
moving, stationary, or partly occluded objects. 
Movement patterns of short segments of a moving 
object are also analyzed in order to subdivide the 
object into meaningful moving parts such as hands 
or legs. 

Most motion analyzers extract movements of the 
objects in consecutive frames, but they do not analyze 
how different parts of a moving object show different 
motion patterns. Our system is characterized by 
extraction of motion patterns of sufficiently short 
segments, and also by tests of similarities of the 
segment movements. The analysis is divided into the 
following phases. 
(1) Inter frame comparison of segments 
At first, we detect regions in the scene and establish 
their correspondence to those of the next frame. 
Then, we divide all arcs into sufficiently short 
segments, and follow them in the line image 
sequence to measure how they are moving. A flexible 
template matching method has been developed to 
find correspondence between the segments in the 
consecutive frames. The movement patterns of the 
segments are examined in the next three phases. 

(2) Separation of non-stationary regions from the 
background 
The objects in the backgroud may also move in the 
image because of the camera movements, therefore 
we need to know which objects are really moving. 
Detecting the background movement as that of the 
majority of the segments in the scene, we classify the 
regions in the scene into stationary and 
non-stationary ones. 



(3) Labeling non-stationary regions 
The movements of the segments in the 
non-stationary regions are examined to classify them 
into partly occluded objects (for example, Region 
ABCD in Fig.3), moving objects, or false objects that 
are areas surrounded by moving objects and static 
objects (Region EFGHIJE in Fig.3). The results are 
used to creat and update a scene model. This labeling 
is not always correct, and the analysis is backtracked 
when the analysis of the later frames finds the wrong 
labeling in the scene model. 

(4) Grouping of segments in a moving object 
Finally, the similarities of the segment movements 
in each moving object are analyzed in order to divide 
the object into meaningful parts. 
We have implemented the system on a mincomputer 
HP2108A with 256 kbyte buffer memory. The 
program is written in FLISP, a modified version of 
INTER LISP, which can control lower level 
programs written in FORTRAN. 

Fig.3 Graphical Representation of Arc Lists of the 
65th Frame of Fi lm 1. 

3. INTERFRAME COMPARISON OF SEGMENTS 
3.1 CORRESPONDENCE OF REGIONS 
As mentioned in the previous section, our motion 
analyzer follows the movements of short segments in 
the sequence of line images with the aim of 
obtaining an interpretable goal partition of the 
dynamic scene. At first, the system examines 
correspondence of regions in the consecutive frames, 
and then it analyzes that of each short segment in 
them. 
We can easily divide the input scene into regions, 
and obtain a list of regions for each frame, in which 
a region is described in terms of a location of its 
centroid, its size (perimeter), and a list of arcs (its 
boundary and internal edges). Now, we examine 
correspondence of regions in the sequence of frames 
by a simple template matching method, because 
changes of the line images between two consecutive 
frames are small. 

Let R be a region in the current frame. At first, we 
search the region list of the next frame for a small 
number of regions, one of which possibly 
corresponds to R, such that both locations of their 
centroids and their perimeters are almost same as 
those of R. Then, the boundary of R is used as a 
template, and we find the best matched one of the 
selected regions by the following method. 

At first, a distance map of the template, an array of 
numbers representing distance to the nearest point 
on the template, is created in order to easily compute 
a distance from the template to a region boundary by 
simply summing distance values in the map at every 
point on the boundary and then normalizing by the 
boundary length [9]. By a hil l climbing method, we 
search for the best matched location of each selected 
region boundary to the template, and a region having 
the minimum distance value is selected. If the 
distance value is less than a threshold, we consider it 
as corresponding to R. Eliminating the detected pair 
from the region lists, we iteratively apply the method 
to find correspondence of all regions. The results are 
successful, unless changes in the structure of the line 
image such as appearance of a new region do not 
occur between two frames. The unmatched regions in 
this case are also recorded for higher level motion 
analysis. 

3.2 TRACKING OF SEGMENTS IN CONSECUTIVE FRAMES 
Let us consider how we can find correspondence of 
short segments in two regions whose correspondence 
has been established. Since the line image of the 
animal consists of curved segments, we cannot find 
useful singular points in it, such as true vertices in a 
polygonal world [61, by which we can easily establish 
their true correspondence between two frames. 
Although T joints give us useful information about 
segmentation between objects, two T joints in 
different frames not always correspond each other, 
because they belong to a category of false vertices in 
the polygon world. 

Another difficulty for examining the correspondence 
of the segments is that the shape of the moving 
object changes from frame to frame. The body of the 
animal moves and rotates in the three dimensional 
world, and its moving parts such as its hands and legs 
independently rotate about different axes. Therefore, 
the template matching method, which assumes shape 
rigidness, is not adequate for examining 
correspondence of each portion of the object. 

A flexible template matching method called as rubber 
mask technique [10] was developed for matching of a 
distorted pattern to its template. The method, 
however, is not applicable to our problem because it 
assumes a priori knowledge about the structures of 
patterns which are built in the matching program. 

Therefore, we have developed a new flexible template 
matching method for finding correspondence of each 



short segment in a line pattern to that in a partly 
distorted one. Consider a problem to match each part 
of Pattern 1 shown in Fig.4 (a) to Pattern 2 in Fig.4 
(b). Because of the shape distortion, we cannot 
establish a complete or almost complete matching of 
the two patterns. However, we can establish a good 
match of a considerable long arc of Pattern 1 to a 
part of Pattern 2 as shown in Fig.4 (c). Also we can 
match the other arcs by shifting the template ( 
Fig.4(d),(e),(f)), Thus, we can consider points 
A,B,C,D, which belongs to the matched portions in 
the successive partial matching process, as 
corresponding to A', B', C, and D', respectively. 

Our method utilizes this matching process. Let R and 
R' be two regions which consist of sets of arcs {aJ} 
and {a/,} respectively. At first, we search {ai) and 

{a/} for the best matched pair of considerably long 
arcs ak and am' by a similar method as that for 
matching regions. Next, ak is divided into segments // 
, l2 In shorter than a predetermined threshold 
value. 

If one cannot match ak precisely to am\ we shift each 
segment by a small amount to obtain a better 
matching to am and also its connected arcs as shown 
in Fig.5. As a result, a point which is a common 
terminal point of two segments in akf for example 
point 2 in Fig.5, is mapped on two different points in 
am\ Therefore, the correspondence of a segment is 
described with the transition of a representee point, 
a point located at near its center. After this type of 
matching process is accomplished for the selected 
arc, then its connected arcs are also precisely 
matched by the same procedure. Thus, we get a 
correspondence table of R to /?' on the segments. We 
iterate the above-mentioned procedure to find 
correspondence of the successive frames, and 
representative points of segements in the first input 
frame are tracked by interpolation of those in the 
later frames. Results of tracking of segments in a 
moving region and a partly occluded objects from the 
65th frame to the 70th frame in Film 1 are illustrated 
in Fig.6. 

4. SEPARATION OF MOVING REGIONS FROM BACKGROUND 
4.1 DETECTION OF BACKGROUND MOVEMENT 
Stationary objects in the background may move in 
the image because of camera movements such as 
panning, tilt ing, and zooming, therefore, the system 
needs to detect how the background is moving in 
consecutive images. We consider that there are many 
more segments in the background than in moving 
objects, and they show almost a similar movement 
pattern; a horizontal or vertical movement by 
panning or tilt ing, and a radial movement by 
zooming. 

Therefore, histograms of the segment movements 
wil l give us valuable information about the 
background movement. Fig.7 illustrates two 
histograms that frequencies of segment movement 

Arc ax is matched to Arc ak\ a* is divided into 
segments h , h and h J and the best matched location 
of each segment to am' and its connected arcs is 
detected by a hi l l climbing method. As the result, 
correspondence of A, B, C, to A', B', C is 
established. 
vectors in Film 1 and Film 2 are mapped on a X-Y 
plane. The sharp peak at (0,0) in Fig.7 (a) shows 
that the background of Film 1 is stil l, and the peaks 
of Fig.4 (b) suggest that Film 2 Was taken while the 
camera was panning to track the moving object. 

Subtracting the background movement from the 
movement vectors of all segments, we separate 
non-stationary regions, as those ■ containing moving 
segments, from stationary ones. 



4.2 LABELING OF NONSTATIONARY RE6I0NS 
The non-stationary regions are not always parts of 
moving objects. Partly occluded regions of stationary 
objects by moving objects and regions surrounded by 
moving objects and stationary objects are also 
registered as non-stationary by the above-mentioned 
separation process. 

Therefore, we creat a scene model after analyzing 
several consecutive frames. The model is a collection 
of descriptions of the regions on their movements, 
and we label a non-stationary region as moving if 
most of their segments are moving, and as partly 
occluded if a considerable long sequence of segments 
is not moving (a region shown in Fig.6 (b)). Next, 
successive frames are sequentially analyzed, and 
labels of corresponding regions are examined. If the 
structure of the line image changes between two 
frames, for example a new region appears, the system 
marks the frame in the model for higher level 
analysis. The system, however, manages a simple 
case that a partly hidden region is merged into the 
empty background as Region EFGHIJE in Fig.3 
which disappears at the 69th frame. It is considered 
as a false region, and the analyzer backtracks to 
correct the wrong label. 

5. GROUPING OF SEGMENTS IN A MOVMG OBJECT 

The final process is to segment a moving region into 
meaningful parts showing similar movements. Since 
the movement vectors of all segments in each moving 
region have been analyzed, we can divide them into 
groups by a similarity test of their displacements. At 
first, we subtract a displacement vector of the 
centroid of the moving region from the movement 
vector of every segment in it. Fig.8 shows an example 
of the relative movement vectors displayed on the 
figure of the moving region. One can find a strong 
movement similarity for each group of segments 
such as its leg, body, and hand, therefore its 
segmentation is easy. We iterate comparing of each 
two adjacent vectors and merging them into a group 

<b> 

Fig.7 Detection of Background Movement. 
A sharp peak in (a) shows the background Is still, 
and peaks on X axis in (b) indicate that the camera 
was panning when the f i lm was taken. 

if the difference of two vectors is smaller than a 
threshold. Fig.8 (c) shows the result of segmentation. 
Next, each set of segments between two groups is 
divided into two parts by a test of the movement 
similarity. Thus, segmentation of the moving object 
into its hand, leg, body, and head is accomplished. 

6. DISCUSSION 

We have developed a motion analyzer which 
separates non-stationary regions from stationary ones 
and subdivides the moving region into meaningful 
components on the basis of segment movements. 
Usefulness of a flexible template matching method 
for establishing correspondence of segments in 
consecutive frames is shown. Similarity tests of 
segment movements are also useful to detect the 
background movement and to segment a moving 
region into its moving components. 

However, the scene model used is very simple, and 
the acquired knowledge about the properties of the 
regions by analyzing the previous frames such that 
each region has been occluding (or occluded by) what 
regions or not, region is not used to analyze a new 
coming frame. We could easily implement this 

900 



function, an essential function for dynamic scene 
analysis, to our system, and we would be able to save 
much computing time. 
Also many important problems such as (1) analysis 
of the structural change of the line image, (2) 
semantic interpretation of moving and stationary 
regions, and (3) understanding meaning of the 
movements, are left for future research. 
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T h i s paper p r e s e n t s a game p l a y i n g model o f Sco re -Fou r t h a t i s a k i n d o f a l i g n m e n t game 
s i m i l a r t o t h r e e d i m e n s i o n a l t i c - t a c - t o e . The p r e s e n t model aims a t w i n n i n g a game 
most e f f i c i e n t l y . The p r i c i p a l p r o p o s a l i s a n a d o p t i o n o f D e c i s i o n A n a l y s i s , a w i d e 
sp read method o f systems a n a l y s i s , i n s t e a d o f Min imax P r o c e d u r e . T h i s paper i n c l u d e s 
a s t a t i c e v a l u a t i o n o n t h e s t a t e o f game, a b r i e f i l l u s t r a t i o n o f D e c i s i o n A n a l y s i s , 
a method of s t r a t e g y - m a k i n g and an o u t l i n e of a game p l a y i n g mach ine . Based on t h e 
r e s u l t s f r o m t h e e x p e r i m e n t s conduc ted w i t h human p l a y e r s , w e a s s e r t t h a t D e c i s i o n 
A n a l y s i s i s a good method t o make s t r a t e g i e s w h i c h enab le us t o t a k e advantage o f t h e 
o p p o n e n t ' s m i s t a k e s and i t i s shown t h a t t h e r i s k caused b y abandonment o f t h e c o n v e n 
t i o n a l assumpt ion t h a t t h e opponent s e l e c t s t h e b e s t move i s a v e r t e d b y t h e i n t r o d u c t i o n 
o f a l e a r n i n g sys tem. 

1. INTRODUCTION 

There a r e many papers as f o r game p l a y i n g model 
wh i ch s a t i s f i e s t h e f o l l o w i n g c o n d i t i o n s . 

1 . Play s t a r t s f rom a s i t u a t i o n w h i c h i s n o t 
advantageous t o e i t h e r p l a y e r . 

?.. The i n t e r e s t o f game p l a y i n g i s j u s t " t o 
w in a game" and t h e r e is no more . 

I f a game i s p l a y e d under t h e above c o n d i t i o n s , 
i t wou ld b e v a l i d t h a t a p l a y e r adop ts t h e 
assump t i on t h a t t h e opponent s e l e c t s t h e b e s t 
o f a l l l e g a l moves i n e v e r y s i t u a t i o n , f o r h e 
sometimes l o s e s a game by making l i t t l e o f h i s 
o p p o n e n t ' s s k i l l . I n t h i s sense Min imax P r o 
cedure [1 ] on t h e b a s i s o f t h e above assumpt ion 
is adequa te f o r s t r a t e g y - m a k i n g when we need 
no t da re to r u n a r i s k . However games a r e no t 
a lways p l a y e d under such c o n d i t i o n s . For 
examp le , t h e r e a r e sometimes o c c a s i o n s when t h e 
i n t e r e s t o f game p l a y i n g i s " t o w i n a game more 
e f f i c i e n t l y " r a t h e r t h a n " t o w in a game". More 
e f f i c i e n t w i n n i n g means w i n n i n g w i t h fewer moves 
in some games o r w i t h c a p t u r i n g more p i e c e s o f 
the opponent i n o t h e r games, g e n e r a l l y s p e a k i n g , 
ove rwhe lm ing one . I n t h i s case i t becomes 
i m p o r t a n t for a p l a y e r to make more e f f i c i e n t 
moves, w h i c h enab le him t o t a k e advantage o f h i s 
o p p o n e n t ' s m i s t a k e s . I n o t h e r w o r d s , t h e c o n 
v e n t i o n a l assump t i on i s t o o p a s s i v e f o r w i n n i n g 
a game e f f i c i e n t l y . S i m i l a r l y e f f i c i e n t moves 
s h o u l d be p l a y e d in o c c a s i o n s when a heavy 
hand i cap i s imposed . 

D e c i s i o n A n a l y s i s [2] i s e f f e c t i v e f o r s t r a t e g y -
mak ing in a game p l a y i n g model where we a re 
a i m i n g a t a n e f f i c i e n t w i n n i n g . I n t h i s method 
w e can t a k e i n t o accoun t t h e p r o b a b i l i t i e s o f 
i t s o p p o n e n t ' s m i s t a k e s . 
I n t h i s s t u d y , i t i s assumed t h a t t h e opponent 
p l a y s a move o f t h e b e s t t h r e e among a l l t h e 
p o s s i b l e moves even t h o u g h he i s an u n s k i l l f u l 
p l a y e r . Then t h e key p o i n t o f t h i s method i s 
t h e d e t e r m i n a t i o n o f t h e j udgemen ta l p r o b a b i l i 
t i e s a s s i g n e d t o t h e s e t h r e e moves. W e i n t r o 
duce a n i ndex r e p r e s e n t i n g t h e o p p o n e n t ' s s k i l l . 
I t s h o u l d be n o t e d t h a t t h e r e may be a r i s k 
caused by u n d e r e s t i m a t i o n o f t h e o p p p o n e n t ' s 
s k i l l o r i n e f f i c i e n c y b y o v e r e s t i m a t i o n . T h i s 
p r o b l e m , however , i s r e s o l v e d b y i n t r o d u c i n g 
a l e a r n i n g system w h i c h improves t h e i n i t i a l 
v a l u e o f t h e i ndex s t e p b y s t e p b y e v a l u a t i n g 
t h e o p p o n e n t ' s moves. 
We a r e a p p l y i n g t h e above method to s t r a t e g y -
making in Sco re -Fou r game and S c o r e - F o u r P l a y i n g 
Mach ine , w h i c h is a system p l a y i n g w i t h a human 
p l a y e r , i s c o n s t r u c t e d . 

2. DESCRIPTION OF SCORE-FOUR GAME 

Sco re -Fou r i s an a l i g n m e n t game p l a y e d by two 
p e r s o n s ; one uses b l a c k b a l l s ( s i m p l y c a l l e d 
B l a c k s ) and t h e o t h e r w h i t e b a l l s ( c a l l e d W h i t e s ) 
as t h e i r p i e c e s . The game is p l a y e d on a boa rd 
w i t h s i x t e e n s t i c k s w h i c h p e n e t r a t e t h e b a l l s 
t h r o u g h t h e i r s m a l l h o l e . ( See F i g . l ) 
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n S ince each s t i c k i s capab le o f accep t i ng f ou r 
b a l l s , t h e board has 64 p o i n t s on which p l a y e r s 
pu t them. Each p o i n t is denoted by a p a i r o f 
number, (m, n ) , where m and n mean a s t i c k 
number and a h o r i z o n t a l p lane number r e s p e c t i v e 
l y , and 1 < m < 16 , 1 < n < 4. 

P lay s t a r t s w i t h t h e f i r s t move o f t he p l a y e r 
who has Blacks ( c a l l e d P layer B lack ) and then 
each p l a y s a move by t u r n s . P l a y e r s , however, 
can not put t h e i r b a l l s o n a r b i t r a r y p o i n t s , 
t h a t i s , t hey are a l l owed to make a move on 
(m, n ) o n l y i f n i s eqau l t o 1 o r (m, n - l ) i s 
o c c u p i e d . Such a p o i n t i s c a l l e d l e g a l . I n 
F i g . l , f o r example, ( l 6 , 3 ) i s a l e g a l p o i n t 
and ( l 6 , 4) is an i l l e g a l one. The game is won 
when a p l a y e r forms a s t r i n g of h i s f o u r b a l l s 
i n any l i n e , e i t h e r h o r i z o n t a l l y , v e r t i c a l l y o r 
d i a g o n a l l y . I f i t i s no t won w i t h i n 64 moves, 
i t ends in a draw. 
Now, we presen t some impo r tan t p r o p e r t i e s of the 
game, which w i l l he lp u s t o l ook f o r f a c t o r s t o 
e v a l u a t e a board s i t u a t i o n . 

1. The game is p layed on a t h r e e - d i m e n s i o n a l 
boa rd . 
The game ends w i t h i n 64 moves. 
The number of l e g a l moves in a board 
s i t u a t i o n i s equa l t o o r sma l l e r t han l 6 . 
The number o f l i n e s i n wh ich i t i s p o s s i b l e 
t o form a s t r i n g o f f o u r b a l l s i s 76 . 

2 
3 

4 

3. METHOD OF EVALUATING BOARD SITUATION c 

A s i t u a t i o n of the board may be determined w i t h 
t he c o n s i d e r a t i o n o n a l l t h e p o s s i b l e s t a t e s o f 
76 l i n e s . The re fo re we adopt them as t h e 
fundamenta l f a c t o r s t o e v a l u a t e a board s i t u a 
t i o n . Each l i n e i s i n one o f t h e f o l l o w i n g 
e i g h t t ypes o f s t a t e s . Let j ( j = l , . . . , 8 ) 
b e a n index f o r e v a l u a t i n g a l i n e i n j - t h 
s t a t e . 

I (Four ) : There is a s t r i n g of f o u r STATE 

TATE II ( A c t i v e - T h r e e ) : Three p o i n t s .-ire-
occupied by Blacks (Whi tes) and t he remainer is 
unoccupied and l e g a l . T f p l aye r Black (Whi te) 
makes t h e next move and he can win a game by 
fo rm ing " F o u r " , then ot2= 7 0 , o the rw ise (X?= i ( ) . 
(Gee F i g . 2 , a) 
STATE I I I (S leep ing-Three) : Blacks (Whi tes) 
occupy t h r e e p o i n t s i n t he l i n e and t h e remainer 
i s unoccupied and i l l e g a l . a 3 = l 8 . ( F i g . ? , b ) 
STATE IV (Ac t i ve -Two) : There are two p o i n t s 
occupied by Blacks (Whites) and two vacant and 
l e g a l p o i n t s , oiu = U . ( F i g . 2 , c) 

Blacks (Wh i tes ) . We f i x t he i ndex , oti = 150. 
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4. STRATEGY-MAKING BY DECISION ANALYSIS 

F i r s t , we make a b r i e f e x p l a n a t i o n of D e c i s i o n 
A n a l y s i s . When one i n t e n d s to make h i s d e c i s i o n 
about a c e r t a i n problem by u s i n g D e c i s i o n 
A n a l y s i s , he must genera te t h e d e c i s i o n t r e e as 
shown in F i g . 3 . I t r ep resen t s a c h r o n o l o g i c a l 
arrangement of cho ices c o n t r o l l e d by him and 
chance. The t r e e graph is composed of chance 
p o i n t s , s t r a t e g i e s s e l e c t e d by h i m , events depen 
dent on chance and u t i l i t i e s . I n the above, i t 
i s o n l y a t d e c i s i o n p o i n t s t h a t d e c i s i o n maker 
can dec ide wh ich pa th he goes t o . The main 
procedures o f D e c i s i o n A n a l y s i s are " f o l d i n g 
back" a t d e c i s i o n p o i n t s and "ave rag ing o u t " a t 
chance p o i n t s . I n F i g . 3 , f o l d i n g back a t C1 i s 
t h e procedure to a s s i g n t h e maximun of U1 and u2 
to C1 and ave rag ing out at C2 means to ass ign 
t h e expected va lue of u3 and u4 to C2. A f t e r he 
accompl ishes t h e procedures a t every p o i n t s , he 
o n l y has t o s e l e c t t h e s t r a t e g y l e a d i n g t o t he 
p o i n t where the expected u t i l i t y i s t he l a r g e s t . 

In game p l a y i n g a p l a y e r can not p r e d i c t t h e 
opponent ' s next move p r e c i s e l y . He can cons ide r 
a t bes t t h e p r o b a b i l i t i e s i n terms o f judgemen
t a l p r o b a b i l i t y . The re fo re we may t a k e t h e 
opponent ' s next move as an event dependent on 
chance. 
Now l e t us show a way to c a l c u l a t e t h e Judge
menta l p r o b a b i l i t i e s , P i , t h a t t h e opponent 
p l ays t h e i - t h bes t move, m i . Suppose t h e r e 
a re n l e g a l moves a t h i s t u r n . Then, f i r s t , 
t h e judgementa l p r o b a b i l i t i e s must s a t i s f y t h e 
f o l l o w i n g e q u a t i o n : 

I t i s a n a t u r a l assumpt ion t h a t t h e Judgemental 
p r o b a b i l i t i e s depend o n t h e opponen t ' s s k i l l , 
because s k i l l f i l p l a y e r i s l i k e l y t o p l a y t h e 
best move at a h i g h p r o b a b i l i t y and on t h e o the r 
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6. CONCLUSIONS 

In t h i s paper we have p resen ted a game-p lay i ng -
machine wh ich employs D e c i s i o n A n a l y s i s as a 
s u b s t i t u t i o n a l method f o r Minmax Procedure . 
A game-p lay ing -machine c o n t r o l l e d by Minmax 
Procedure can not cope w i t h the game p l a y i n g in 
which e f f i c i e n c y o f w inn ing i s make much o f , 
w h i l e i t works v e r y w e l l i f i t aims a t o n l y 
w i n n i n g , i n more s t r i c t words , m i n i m i z i n g t h e 
r i s k o f l o s i n g . D e c i s i o n A n a l y s i s i s a good 
method to dec ide s t r a t e g i e s wh ich enable a game 
p l a y i n g machine t o t ake advantage o f i t s oppo
n e n t ' s m is takes - n o t p l a y i n g t h e best move- and 
to w in a game e f f i c i e n t l y , w h i l e t h e good e f f i 
c iency i s ob ta i ned a t t he expense o f i nc rease 
i n t he r i s k . However, such a r i s k i s capable o f 
be ing ave r ted to passable ex ten t by e s t i m a t i n g 
t he opponen t ' s s k i l l c o r r e c t l y and assuming 
t h a t he p l a y s a move of t h e bes t t h r e e in any 
board s i t u a t i o n . Lea rn ing system y i e l d s t h e 
h i g h r a t e o f w i n n i n g and t h e good e f f i c i e n c y 
even though t h e opponent ' s s k i l l i s m ises t ims ted 
at t h e b e g i n n i n g of a game. 
Bes ides , we may conclude t h a t D e c i s i o n A n a l y s i s 
is a l s o u s e f u l f o r many o t h e r games which do not 
s a t i s f y t h e c o n d i t i o n s s t a t e d i n INTRODUCTION. 
F i n a l l y we suggest t h a t t h e opponen t ' s move 
s e l e c t i o n i s u s u a l l y i n f l u e n c e d b y not o n l y h i s 
s k i l l but a l s o h i s v a r i o u s b i a s e s ; some p l a y e r s 
may i n c l i n e to make such moves t h a t a re v e r y 
o f f e n s i v e or v e r y d e f e n s i v e [4]. I f we t a k e 
t h e b i a s i n t o c o n s i d e r a t i o n i n o rde r t o d e t e r 
mine t h e Judgemental p r o b a b i l i t i e s , D e c i s i o n 
A n a l y s i s must be a more u s e f u l method of 
s t r a t e g y - m a k i n g in game p l a y i n g . 

ACKNOWLEDGEMENTS 

The au tho rs w i s h to t hank Dr . M. Sugeno and 
Mr. S. Kainuma f o r t h e i r p e r c e p t i v e comments 
and s u g g e s t i o n s . 

APPENDIX I 

907 



DETECTION OF THE MOVEMENTS OF MEN FOR AUTONOMOUS VEHICLES 
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Th i s paper d e s c r i b e s a method f o r d e t e c t i n g the movemens of men wak ing on a passage us i ng two 
consecu t i ve TV image. The method c o n s i s t s of t h r e e s t e p s : (1) f i n d i n g a passage r e g i o n and 
r e g i o n s of o b j e c t s in a TV images, (2) l o c a t i n g men in the r e g i o n map, and (3) d e t e c t i n g the 
movements o f men us ing t h e i r l o c a t i o n in tow c o n s e c u t i v e r e g i o n maps. H igh speed p r o c e s s i n g 
is to be ach ived by employ ing a s p e c i a l hardware f o r image p r o c e s s i n g . 

1. INTRODUCTION 

Th is paper d e s c r i b s a method f o r d e t e c t i n g the 
movements of men w a l k i n g on a passage u s i n g two 
consecu t i ve TV images. Our f i n a l goa l is to 
deve lop an autonomous v e h i c l e w i t h a TV camera, 
such as the one in a h o s p i t a l f o r g u i d i n g the 
b l i n d . Here , we dea l w i t h a s i m p l i f i e d case 
where a TV camera is f i x e d and o n l y men are on 
a passage. 

There have been some works f o r d e t e c t i n g moving 
o b j e c t s u s i n g c r o s s - c o r r e l a t i o n [ 1 ] . But they 
a re no t e f f e c t i v e f o r our pu rpose , because the 
s i z e and the o r i e n t a t i o n of moving o b j e c t s may 
change to a g r e a t e x t e n t and the numbers of 
o b j e c t s a re no t a lways equa l between the 
images. 

The method in t h i s paper f i n d s the movements o f 
men by l o c a t i n g them in each image. I t 
c o n s i s t s o f t h r e e s teps as f o l l o w : (1) f i n d i n g 
a passage r e g i o n , (2) l o c a t i n g men, and (3) 
d e t e c t i n g the movements of men. 

In o rde r to c a t c h up w i t h the movements of men 
the p r o c e s s i n g f o r f i n d i n g a pa th shou ld be 
done v e r y f a s t , say every 0.7 sec . We used a 
s p e c i a l hardware f o r the h i g h speed p r o c e s s i n g . 

2. FINDING A PASSAGE REGION 

A passage is assumed to be i l l u m i n a t e d 
s u f f i c l e n t r y by many lamps on the c e i l i n g and 
c o l o r o f the s u r f a c e o f a passage i s l i g h t 
enough. Under these c o n d i t i o n s , v e r t i c a l 
su r f aces a re much daker than h o r i z o n t a l ones , 
up to a c e r t a i n h e i g h t . The mean of b r i g h t n e s s 
o f men is s m a l l e r than t h a t o f the 
passage. However, some p a r t s of men's c l o t h s 
may be a l i t t l e b r i g h t e r than the passage due 

to w r i n k l e s . I n t h i s case, the va r iance o f 
b r i gh tness of the pa r t s is expected to be lager 
than t h a t of the passage. The re fo r , we use the 
mean and the var iance of b r i gh tness of TV image 
to f i n d a passage r e g i o n . 

Let I ( i , j ) denote the l i g h t i n t e n s i t y o f the 
p i x e l at ( i , j ) in a image. We use the f o l l o w i n g 
measures f o r the mean M ( i , j ) and the va r iance 
D ( i , j ) a t the p i x e l a t ( i , j ) ; 

Each p i x e l is c l a s s i f y i n t o a passage r e g i o n or 
the o ther reg ion by the f o l l o w i n g procedures . 

(1) I f M ( i , j ) > 0 1 , then i t i s c l a s s i f i e d i n t o a 
passage r e g i o n . 
(2) I f M ( i , j ) < 0 2 , then i t i s c l a s s i f i e d i n t o 
the o ther r e g i o n . 
(3) I f 0 1 > M ( i , j ) > 0 2 and D ( i , j ) < 0 3 , then i t i s 
c l a s s i f i e d i n t o a passage r e g i o n . 
(A) Otherwise, the p i x e l i s c l a s s i f i e d i n t o 
the o ther r e g i o n . 

0 1 , 02 and 03 are f i x e d based on the f i r s t TV 
image. 

Here, we c a l l the o ther reg ions the ob jec t 
reg ions on the passage. The sma l l ob jec t 
reg ions are merged w i t h a passage r e g i o n . Since 
the w i d t h of the passage and the d i r e c t i o n of 
the TV camera are known in advance, some 
erroneous pa r t s such as w a l l r e g i o n s , can be 
e l i m i n a t e d . 
F i g . l shows an example of a TV image and a 
passage r e g i o n . 

908 



3. LOCATING MEN 

We use the shapes of men and t h e i r s i ze in 
order to f i n d men in the ob jec t r eg ions . We 
de f i ne an X-Y coord ina te on a plane p a r a l l e l to 
the passage plane of which the o r i g i n is at the 
l o c a t i o n of TV camera and of which the Y ax is 
co inc ides w i t h the d i r e c t i o n o f the passage. 
Since the range i n f o r m a t i o n about po in t s on 
passages can be obta ined from the d e c l i n a t i o n 
of the TV camera and i t s h e i g h t , a passage 
reg ion in a TV image can be transformed to the 
plane as shown in F i g . 2 . The area surrounded 
w i t h broken l i n e s i n F i g . 2 represents the 
maximum of a passage reg ion and we c a l l the 
area a reg ion map. 
The shapes of men on a reg ion map can be 
c l a s i f i e d i n t o four types as shown in F i g , 3 
accord ing to the p o s i t i o n of f e e t . The type 
(d) represents the s i t u a t i o n tha t one man 
over laps another . 

We s h a l l e x p l a i n the method f o r l o c a t i n g men on 
a r eg i on map us ing an example as shown in 
F i g . 4 . F i r s t , the reg ion map is scanned from 
the bottom to the top to f i n d the bottom p o i n t 
P I . Next , the curve is searched f o r a p a i r o f 
P2 and P3 such tha t the w i d t h W of the curve is 
g rea te r than the th resho ld 94 (0.3m) f o r the 
f i r s t t ime . I f a p a i r o f po in t s P2(X2,Y2) and 
P3(X3,Y2) s a t i s f i e s the c o n d i t i o n , the man is 
loca ted a t the po in t P4((X2+X3)/2,Y1) . T h i r d , 
the detected man reg ion is de le ted from the 
reg ion map. The lower pa r t of the curve is 
de le ted from the reg ion map. The upper pa r t of 
the curve is covered w i t h a mask l i k e a horn as 
shown in F i g . 5 ( a ) . I f the w i d t h W of the 
pro t ruded p a r t under the mask is g reater than 
the th ressho ld 05 (O.Ira) , we determine t ha t 
another man is a lso inc luded i n s i d e the 
cu rve . Then, the shape of the mask is changed 
i n t o t h a t of F i g . ( 5 ) , so t h a t another man may 
be e a s i l y found l a t e r . This process repeats 
u n t i l no man is found. 

4. DETECTING THE MOVEMENTS OF MEN 
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procedure some corresponding p a i r s are found . 
The remaning men in both maps are d e a l t w i t h in 
the f o l l o w i n g way, 
CASE 1 : there is no man in A and C zones on 
the f i r s t map. 
In t h i s case, men on the f i r s t map can not go 
out of the map. The remain ing men on the 
f i r s t map are determined t h a t they are behind 

some one on the second map. Conversely , 
the remaining men on the second map are 
determined to behind some one on the f i r s t 
map. The remaining men in A and C zones on 
thsecond map are determined t h a t they have 
entered the map from the ou ts i de a rea . 
CASE 2 : t h e r are some men in A or C zone on 
the f i r s t map. 
The correspondence is found between men in A 
and C zones on the f i r s t map and the remaing 
men on the second map. I f the re s t i l l remain 
some men w i t h o u t correspondence, they are 
d e a l t w i t h in the s i m i l a r way as in CASE 1, 
except t ha t the remain ing men in A and c zones 

on the f i r s t map are determined t h a t they have 
gone out of the map. 

5. EXPERIMETAL RESULTS 

We examine the metod in many cases. The fou r 
consecut ive scenes as shown in F ig .7 are 
examples of i npu t images. The men in these 
images are loca ted on the map and the movements 
are detected as shown in F i g . 8 . 

6. DISCUSSIONS 

We used the P a r a l l e l Pa t ten Processor (PPP) [1] 
f o r h i g h speed p rocess ing . The PPP has severa l 
bas ic image procss ing f u n c t i o n in hardware, 
memories f o r p i c t u r data and a microprogrammed 
processor . We est imated the t ime needed f o r 
f i n d i n g the reg ion of a passage. The t ime was 
580 msec as shown in Table 1. The t o t a l t ime 
f o r the processings i nc luded ing the l o c a t i o n o f 
men and the d e t e c t i o n of the movement is l a r g e r 
than the t ime i n t e r v a l (0.7sec) a t 
p resen t . But the improvements of the hardware 
and the program w i l l make the t o t a l t ime less 
than 0.7 sec. 
In order to r e a l i z e autonomous v e h i c l e s , we 
must consider the f o l l o w i n g problems: (1) a TV 
camera moves on a passage, (2) a passage is 
hook-shaped one, and (3) there are some 
ob jec t s on a passage, besides men. 
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PARALLEL-SERIAL PRODUCTION SYSTEMS* 

Leonard M. Uhr 
Computer Sciences Department 
U n i v e r s i t y o f Wisconsin 
Madison, Wisconsin 53706 

Th is paper desc r ibes s e v e r a l ex tens ions to s tandard Produc t ion System (PS) languages t h a t 
appear to make them more c o n v e n i e n t l y usable f o r a w ider v a r i e t y of pe rcep tua l and c o g n i t i v e 
systems. The ex tens ions are desc r ibed ( g i v i n g p a r a l l e l p r o d u c t i o n s , m u l t i p l e memories, and 
p roduc t i ons t h a t are i m p l i e d by p r o d u c t i o n s ) , and a programming language ((PSj^M11) is p r e 
sen ted ( i n Uhr , 1978) t h a t i n c o r p o r a t e s them. Sketches are g i ven i n d i c a t i n g how seve ra l 
d i f f e r e n t k i nds o f c o g n i t i v e and pe rcep tua l systems might be coded in t h i s extended language, 
and suggest ions are made as to a d d i t i o n a l ex tens ions t h a t might f u r t h e r augment the power and 
convenience of such a language. 

1. INTRODUCTION 
m * m< tm 

This paper descr ibes a P a r a l l e l - S e r i a l M u l t i -
Memory P roduc t i on System language, (PS)'~Mn, 
t h a t handles l ) p a r a l l e l se ts o f p r o d u c t i o n s , 
2) more than one work ing memory in which to 
l ook f o r t he cond i t ions , o f p r o d u c t i o n s , and 
f i r e the consequences o f s u c c e s s f u l p roduc t i ons , 
and 3) p roduc t i ons t h a t are f i r e d by produc
t i o n s . These extensions, would appear to be con
ven ien t f o r a v a r i e t y o f systems, where p a r a l l e l 
processes and d i spersed memories are needed. 
The f o l l o w i n g such systems are b r i e f l y d e s c r i b e d 

A ) Seve ra l "Knowledge Sou rces , " a l l working, i n 
p a r a l l e l w i t h separa te work ing memories, bu t 
communicat ing through a common s i n g l e " B l a c k 
boa rd " memory. 
h) Systems. Tor p a r a l l e l e o m p a t a b i l i t y r e l a x a 
t i o n , where a number of nodes are examined in 
p a r a l l e l , f o r c o n t e x t u a l i n f o r m a t i o n t h a t might 
nerve to d isambiguate them. 
C) D i s c r i m i n a t i o n nets ( e . g . f o r "concept f o r 
m a t i o n " and "KPAM"), where a s o r t i n g t r e e is 
used to f i n d t he a p p r o p r i a t e name. 
D) P a r a l l e l - s e r i a l p e r c e p t u a l systems, where 
sensed i n f o r m a t i o n i s success i ve l y t r a n s f o r m e d , 
by l a y e r s o f p a r a l l e l f e a t u r e - d e t e c t o r s and 
c h a r a c t e r i s e s ; , i n t o success i ve l y more a b s t r a c t 
memory r e p r e s e n t a t i o n s . 

* Th i s research has, 
po r ted by N a t i o n a l Science 
MCS76-07333. 

been p a r t i a l l y sup-
Foundat ion g ran t 

E ) P a r a l l e l search f o r s o l u t i o n paths in p rob
l e m - s o l v i n g . 

See Uhr, 1978, f o r programs ( i n EASEy/Snobol*) 
f o r (PS)2Mn and f o r a t r a d i t i o n a l ( s e r i a l , 
s ingle-memory) Produc t ion System, a long w i t h a 
sho r t Pr imer d e s c r i p t i o n o f the language. 

1 .1 P a r a l l e l - S e r i a l P roduc t ion Systems With 
Many Working Memories 

I t i s o f t e n necessary (as i n systems f o r pe r 
c e p t i o n , memory search and h e u r i s t i c prob lem-
s o l v i n g ) to app ly a whole set o f t rans. forma
t i o n s , or p roduc t ions . , to a Working Memory s to re 
i n p a r a l l e l . Systems w i t h seve ra l knowledge 
sources f r e q u e n t l y use p a r a l l e l processes and 
seve ra l memories. I n m u l t i - l a y e r e d o r h i e r a r 
c h i c a l p e r c e p t u a l systems, the c o n d i t i o n s o f 
p roduc t ions must be looked f o r in one WMj and 
t he consequent ac ts e f f e c t e d on another WMi. 
The re fo re a whole set of WM, WM l t . . .WMN are ' 
needed. Each p r o d u c t i o n w i l l l ook a t a s p e c i 
f i e d WMJ; ( o r s e v e r a l WM) and , i f f i r e d (because 
a l l i t s c o n d i t i o n s have been s a t i s f i e d by a 
match w i t h elements i n t h a t WM^), e f f e c t i t s 
consequent ac ts ( e . g . i n s e r t i o n s , de le t i ons . , 
a r i t h m e t i c o p e r a t i o n s , genera t ions o f p roduc
t i o n s , d e l e t i o n s , a r i t h m e t i c o p e r a t i o n s , gener
a t i o n s o f p r o d u c t i o n s , i n p u t - o u t p u t ) on the 
s p e c i f i e d WMj. 

* See Uhr, 197*m; Or iswo ld et a l . , 1968. 
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This paper descr ibes extensions to cu r ren t P ro 
duc t i on Systems t h a t handle such processes, 
w i thou t the o f t e n cumbersome code o therwise 
needed, but a lso in a w e l l - s t r u c t u r e d and s i m 
p le way. 

1.2 T r a d i t i o n a l P r o d u c t i o n Systems 

A P r o d u c t i o n System (PS) ( N e w e l l and McDermot t , 
1975 ; Rychener , 1 9 7 6 ; Waterman, 1975) c o n s i s t s 
o f a n o r d e r e d s e t o f P r o d u c t i o n s ( P ) , P 1 , . . . P M , 
each w i t h a s e t o f C o n d i t i o n s (C) and a se t o f 
consequent A c t s ( A ) , p l u s one Work ing Memory 
(WM). E . g . : 

P I : RED BLUE "* GREEN DELETE (RED) DELETE (BLUE) 
P2: BROUN YELLOW ■* DIRT 
P3: GREEN-DIRT = POOR-GRASS (STOP) 
WM: RED BLUE YELLOW BROWN 

Each C o n d i t i o n s p e c i f i e s a s e t o f e l e m e n t s . An 
e lement s p e c i f i e s a s t r i n g ( o r l i s t s t r u c t u r e ) 
o f s u b - e l e m e n t s t o b e matched w i t h s t r i n g s 
found in WM. The match u s u a l l y demands t h a t 
t h e f i r s t sub -e l emen ts m a t c h , and t h a t each 
subsequent sub -e lemen t in C^ match a subsequent 
( b u t no t n e c e s s a r i l y t h e n e x t ) sub -e lemen t i n 
WM. V a r i a b l e s a r e u s u a l l y bound by wha teve r 
t h e y f i n d i n t h e f i r s t match where t h e y o c c u r 
( r a t h e r t h a n have t h e sys tem t r y a l l p o s s i b i l 
i t i e s ) . A c t s s p e c i f y i n s e r t i o n s o r d e l e t i o n s 
i n Work ing Memory, t h e g e n e r a t i o n o f new P r o 
d u c t i o n s , o r any o f s e v e r a l p r i m i t i v e A c t s , 
l i k e OUTPUT, o r STOP. A P r o d u c t i o n " f i r e s " i t s 
Ac t s i f a l l i t s C o n d i t i o n s a re s a t i s f i e d . 
U s u a l l y t h e sys tem moves f r om t h e t o p P roduc 
t i o n down, u n t i l one P r o d u c t i o n f i r e s , when i t 
Jumps back t o t h e t o p , t o r epea t t h e p r o c e s s . 
Some systems use d i f f e r e n t f l o w s , e . g . c o n t i n 
u i n g o n t o t h e n e x t p r o d u c t i o n whether t h e p r i o r 
one f i r e d o r no t ( n o t e t h a t t h i s does n o t mean 
t h a t P r o d u c t i o n s a re a p p l i e d i n p a r a l l e l , f o r 
each f i r e d P r o d u c t i o n i m m e d i a t e l y e f f e c t s i t s 
A c t s , and t h e r e f o r e m o d i f i e s WM). Some systems 
f i n d a l l P r o d u c t i o n s t h a t s u c c e e d , and t h e n use 
one o f a v a r i e t y o f c r i t e r i a f o r c h o o s i n g and 
f i r i n g one P r o d u c t i o n , e . g . t he one t h a t matclies 

the most r e c e n t l y added e lement in WM ( N e w e l l 
and McDermot t , 1 9 7 5 ) . 

1.3 P a r a l l e l - S e r i a l Mult i-Memory Product ion 
Systems 

L i v i n g c o g n i t i v e systems e f f e c t sets o f p a r a l l e l 
t r a n s f o r m a t i o n s , and use a number of temporary 
b u f f e r Working Memories. Such p a r a l l e l - s e r i a l 
m u l t i - l a y e r e d a r c h i t e c t u r e s seem s i m i l a r l y de
s i r a b l e f o r computer-programmed systems s ince 
(once they run on the p a r a l l e l - s e r i a l computers, 

see e . g . Du f f , 1976, L i p o v s k i , 1977, t h a t cu r 
r e n t technology is on the verge of making f e a 
s i b l e ) they o f f e r great economy and power. 

(PS) M extends t r a d i t i o n a l Product ion Systems 
so t h a t they can conven ien t ly handle p a r a l l e l 
processes app l i ed to more than one Memory. 
The key extens ions i nc lude the f o l l o w i n g . 

A) Any number of Memories c.*tn be s p e c i f i e d and 
used, w i t h sets of Product ions l o o k i n g at and 
f i r i n g i n t o each. 
B) Each Produc t ion can look at severa l Memories, 
and f i r e i n t o severa l Memories, i f d e s i r e d . 
C) Sets of Product ions can be app l i ed in e i t h e r 
a P a r a l l e l or a S e r i a l mode, as s p e c i f i e d , and 
the mode can be changed du r ing a r u n . 
D) A Product ion can f i r e one or more Produc
t i o n s to be a p p l i e d , as s p e c i f i e d . 
E) A f t e r a Product ion succeeds in f i r i n g , the 
system can e i t h e r attempt to f i r e the next Pro
d u c t i o n , or go back to at tempt to f i r e the 
f i r s t P roduc t i on , as s p e c i f i e d . 

These extensions a l l ow f o r r e l a t i v e l y conve
n ien t coding of a v a r i e t y of perceptual and 
c o g n i t i v e systems, some examples of which are 
descr ibed below. 

l .U Some of the Uses of M u l t i p l e Memories, and 
o f P a r a l l e l and Dynamical ly Imp l ied 
Product i ons 

* — ^ ^ M i M B ■■» nmmpmmmmmM—^w—mmm 

A s i n g l e Memory can always be set up to do any
t h i n g t h a t m u l t i p l e memories can do (s ince 
standard Product ion Systems are based on Post 
Product ions they are u n i v e r s a l computers, and 
anyth ing can be programmed in them)-but often at 
a heavy p r i c e . E s s e n t i a l l y , the system can no 
longer use the Memories' names and a t tendant 
po in te r s t o d i r e c t l y access sub-sets o f i n f o r 
mation in the re levan t Memories. Rather , 
elements in the s i n g l e Memory must be g iven 
appropr ia te name- l ike t a g s , and the system must 
use the r e l a t i v e l y slow Product ion-match ing 
rou t i nes to search f o r the a p p r o p r i a t e l y ta^r.ed 
e lements. A l l the elements in a p a r t i c u l a r 
Memory could be grouped t o g e t h e r , so tha t on ly 
one tag, was needed. But t h a t means, the system 
must work w i t h and t r y to match a l a rge and 
cumbersome l i s t of l i s t s - and t ha t can be a 
slow and c o s t l y process. A l t e r n a t e l y , each 
element can be separa te , but each w i t h the same 
Memory t a g . But t h a t means the search f o r the 
approp r ia te t ag must be tu rned i n t o a l o o p , 
i t e r a t i n g through the e n t i r e Memory. 

The o r i g i n a l development of Product ion Systems 
was d i r e c t e d toward work w i t h a wry smal l 
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"Work ing Memory" f o r s c r a t c h - p a d - l i k e i n t e r 
mediate renuJ.tr., one t h a t models the human 
" s h o r t - t e r m memory" t h a t i s capable o f h a n d l i n g 
some s m a l l number l i k e '( i t e m s . For such uses 
t h e r e is no need to add more Memories or o t he r 
s t r u c t u r e s . But f o r a genera l -purpose program
ming language m u l t i p l e Memories serve a number 
o f purposes . 

Wi thout a p a r a l l e l c a p a b i l i t y o f the s o r t p r o 
v ided in (PS)^M n , a program must make s e v e r a l 
e x t r a passes th rough a set o f t r ans fo rms to 
s i m u l a t e p a r a l l e l processes.. The f i r s t pass 
would not a c t u a l l y change t he Memory; r a t h e r , 
i t would ou tpu t i t s se t o f ac ts each s p e c i a l l y 
tagged as a temporary o u t p u t . Then t he program 
would have to keep a p p l y i n g a set of Produc
t i o n s t h a t l ooked f o r a l l these t a g s , use the 
ou tpu t i n f o r m a t i o n from the tagged elements to 
modi fy Memory, and erase a l l these tagged tem
porary e icrnents . 

The dynamic i m p l i c a t i o n of t rans.forms g ives the 
programmer power fu l c o n t r o l c a p a b i l i t i e s f o r 
s t r u c t u r i n g the f l ow o f p rocesses . Wi thout 
t h i s f e a t u r e a program must use a p r o d u c t i o n 
t h a t adds an element to Memory t h a t on ly one 
o the r P r o d u c t i o n - the one t o be f i r e d next - w i l l 
succeed in ma tch ing . Th is means the system 
must make an e x t r a c y c l e th rough i t s . p roduc
t i o n s t o f i n d t h a t next p r o d u c t i o n , i n a d d i t i o n 
to adding, and d e l e t i n g the i d e n t i f y i n g e lement . 
Dynamic P roduc t ions make t h i s process d i r e c t 
and s i m p l e . 

The p resen t system can use dynamica l l y i m p l i e d 
p r o d u c t i o n s , but i t cannot generate them. For 
i t can i n s e r t newly genera ted p roduc t i ons on ly 
i n t o i t s main l i s t o f Produc t ions (as i s done 
by s tanda rd P roduc t i on Systems) . But i t a l s o 
needs the a b i l i t y to i n s e r t a P r o d u c t i o n ' s name 
i n t o the l i s t o f Consequences o f another Produc
t i o n , and t o choose t h a t P roduc t i on c o r r e c t l y . 
Th i s needs a c a p a b i l i t y of m o d i f y i n g a Produc
t i o n , and not s imply c r e a t i n g one, and o f 
access ing and c o n v e n i e n t l y s t o r i n g h i s t o r i e s o f 
t he names of P roduc t ions f i r e d . Such an e x t e n 
s i o n is d iscussed be low, as p a r t of a more gen
e r a l a b i l i t y t o c r e a t e , m o d i f y , and erase bo th 
P roduc t i ons and Memories - t h a t i s , to t r e a t 
p roduc t i ons and memories in e x a c t l y t he same 
way. 

2. EXAMPLES OF SYSTEMS THAT COULD FRUITFULLY 
USE (PS)2Mn 

2 . 1 P a r a l l e l Sets o f "Knowledge Sources" a : 
w i ^ w — ^ m - m m i « ^ . » ■ ■ « » ■ — W M — — ^ m m m m ^ m w i n . — — ^ — m — — ■ »'■■■■ M — — m * m * m M ^ > g i i m i p m i . . — i »■■ i 

P a r a l l e l Communicating Product ion System s 

An a t t r a c t i v e s t r u c t u r e f o r c o g n i t i v e and pe r 
c e p t u a l systems is one t h a t uses a set o f i n d e 
pendent "Knowledge Sources" ( e . g . Reddy, 1973, 
Lower re , 1976 ) , o r "demons" ( e . g . Lena t , 1977) . 
Each works at t h e same t i m e , independent ly of 
the o t h e r s , and t h e r e f o r e cou ld be executed in 
p a r a l l e l by one processor in a s u i t a b l e network 
o f m in i compu te rs , o r p a r a l l e l p rocesso rs . A l l 
communicate w i t h one another by pass ing i n f o r 
mat ion i n t o and out of a common " b l a c k b o a r d " 
memory. Such systems cannot be conven ien t l y 
coded in a s tandard P roduc t i on System language 
l i k e PSG or PAS-2, because t he knowledge sources 
act i n p a r a l l e l , and o f t e n con ta i n p a r a l l e l 
p rocesses . 

Such a system can q u i t e s t r a i g h t f o r w a r d l y be 
handled by (PS) 2 M n , as f o l l o w s : Each knowledge 
Source i s executed in t u r n , s ince each works 
w i t h i t s own l o c a l memory. Then, a f t e r a l l 
have completed t h e i r p rocesses , a set o f p a r a l 
l e l p r o d u c t i o n t r a n s f e r s t h e i r ( p r e s e n t , i n t e r 
mediate) r e s u l t s to the common Blackboard 
Memory. Then a second set of p a r a l l e l p roduc
t i o n s t r a n s f e r s s e l e c t e d i n f o r m a t i o n from the 
common Memory to the i n d i v i d u a l Knowledge 
Sources ' memories. 

The p a r a l l e l c a p a b i l i t i e s of (PS) cMn make the 
t r a n s f e r o f i n f o r m a t i o n i n t o and out o f t he 
common Memory very conven ien t , s ince t h e r e is 
now no danger of unwanted i n t e r a c t i o n s between 
Knowledge Sources. And now each Knowledge 
Source can i t s e l f c o n t a i n a m i x tu re o f p a r a l l e l 
and s e r i a l f l ows of p r o d u c t i o n s . Ajid each can 
c o n t a i n one (o r more) separate memories, where
as in a s tandard PS each subset of memories, 
would have to be p r o t e c t e d ( i n a very cumber
some way) f rom a l l Knowledge Sources t h a t d i d 
not have access t o i t . 

Most l a r g e P r o d u c t i o n - o r i e n t e d programs o f t h i s 
s o r t appear t o be P roduc t i on Systems i n s p i r i t , 
but w i t h o u t be ing coded in an a c t u a l P roduc t ion 
System language. The ex tens ions handled by 
(PS)2Mn would appear to move in the d i r e c t i o n 
of a language t h a t might be s u i t a b l e f o r con
ven ien t cod ing and runn ing o f such l a r g e p r o 
duc t i on P roduc t i on Systems.. 

2 .2 C o m p a t i b i l i t y P a i r s 

A p r o d u c t i o n f o r r e l a x a t i o n us ing p a i r s o f com
p a t i b i l i t y l a b e l s ( e . g . Zucker , 1977; Davis and 
Rosen fe ld , 1978; Tennenbaum and Barrow, 1976) 
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need on ly bo a 2 - t u p l e , des igna t ing the l a b e l 
to be looked at and the context l a b e l . When 
both are found the l a b e l i s f i r e d i n t o an o u t 
put Memory, But each l a b e l must be searched f o r 
in i t : ; designated memory, and many such produc
t i o n s must be app l i ed in p a r a l l e l . And to 
i te ra te} to more d i s t a n t contexts each must im
ply the next p roduc t ion to app ly . The present 
system w i l l handle d e t e r m i n i s t i c c o n s t r a i n t s , 
i f i t ra ises a f lap; w i t h each success, t e s t s 
and lowers the f lap; a f t e r each i t e r a t i o n , and 
then stop:; i t e r a t i n g a f t e r one pass w i thou t 
r a i s i n g the f l a g (meaning t h a t no th ing new has 
been accompl ished) , Extensions to be discussed 
below w i l l handle p r o b a b i l i s t i c c o n s t r a i n t s and 
dynamic s topp ing r u l e s , and a lso s i t u a t i o n s 
tha t mix c o m p a t i b i l i t y pa i r s w i t h o ther types 
oV t r ans fo rms . 

2. 3 A l ' roduc t ion System t h a t Uses Compatab i l i t y 
I 'a i rs to Choose Among Product ions 

Zuekcr, 1977, has suggested t h a t c o m p a t i b i l i t y 
pa i r r e l a x a t i o n techniques might f r u i t f u l l y be 
used to choose the s i n g l e judged-best Produc
t i o n to f i r e n e x t , when a s e r i a l Produc t ion 
System f inds t h a t more than one Product ion 
might T i r e . (Th is i s the case in those s t a n 
dard Product ion Systems t h a t , i ns tead o f f i r i n g 
the f i r s t Product ion t h a t succeeds, get a l l 
l ' roduct ions t h a t succeed, and then use some 
c r i t e r i o n to choose among them.) 

(Pr>)'-Mn a l lows such a system to be coded 
e n t i r e l y as a p a r a l l e l - s e r i a l Product ion System, 
as f o l l o w s : 

L i s t a l l the Product ions to be chosen among as 
a p a r a l l e l set on the MASTER l i s t ( the main 
l i s t of product ions - see Uhr, 1978) . Each 
Product ion imp l i es a l l o f i t s c o m p a t i b i l i t y 
l a b e l s as dynamica l ly i m p l i e d Product ions on 
i t s set o f ACTS. Thus a l l Product ions t h a t 
succeed f i r e t h e i r c o m p a t i b i l i t y l a b e l s onto 
the set o f ( p a r a l l e l ) p roduct ions t h a t w i l l 
f i r e n e x t , a f t e r t h i s p a r a l l e l set has been 
completed. Then t h i s p a r a l l e l set o f compat i 
b i l i t y l a b e l s w i l l b e a p p l i e d . This procedure 
con t i nues , as i n the proceeding s e c t i o n , u n t i l 
e i t h e r a s i n g l e p roduc t ion remains or no more 
r e l a x a t i o n can be done. Thus the separate 
r e l a x a t i o n phase is absorbed i n t o and handled 
by the (PS)^Mn P roduc t ion System. 

2 j+ D i s c r i m i n a t i o n Nets% Concept Format ion , 
KPAM 

The program uses a t r e e of P roduc t i ons , each 
making one t e s t . The Master l i s t s t a r t s w i t h a 

Product ion t h a t t e s t s f o r the f i r s t node o f the 
d i s c r i m i n a t i o n net ( r e a l l y a t r e e ) , f o l l owed by 
a l l Product ions o n i t s nega t i ve p a t h . I f i t 
succeeds i t imp l i es the Produc t ion on i t s 
p o s i t i v e path to be immediate ly executed in the 
s e r i a l mode fo l l owed by a l l Product ions on t h a t 
node's negat ive p a t h . Thus the f ra /^ ient of a 
d i s c r i m i n a t i o n t ree shown in F igure 1 needs, the 
l ' roduct ions shown in Table 1 (a number r e f e r s to 
the t e s t f o r t h a t node) : 

Note t h a t the on ly Product ions on the MASTER 
l i s t are the f i r s t and the successive ' - ' 
( f a i l u r e ) branches from i t . A l l o ther Produc
t i o n s are imp l i ed by Product ions t h a t f i r e . 

Th is program uses a t r u e d i s c r i m i n a t i o n t r e e , 
where each Product ion t e s t s on ly the s i n g l e next 
node. This is in sharp con t ras t to the EPAM 
program (Waterman, 1975) coded in PAS-? (which 
uses a separate template f o r each e n t i r e path in 
the t r e e , and has no a b i l i t y to dynamica l ly 
imply t r a n s f o r m s ) . 

The use of a sequence of severa l memories be 
tween pa i r s of which are sandwiched sets of 
p a r a l l e l p roduc t ions can be q u i t e s t r a i g h t f o r 
ward ly coded as a p a r a l l e l - s e r i a l p roduc t ion 
system. Product ions need on ly be s t o r e d as 
p a r a l l e l s e t s , t h e i r INput MEMory and OUTput 
MEMory s p e c i f i e d f o r each such s e t , w i t h the 
OUTput MEMory f o r one set the INput MEMory f o r 
the corresponding subsequent s e t . 

Dynamical ly i m p l i e d t rans fo rms can be handled as 
product ions t h a t are i m p l i e d as consequent acts 
o f success fu l p roduc t i ons . I t e r a t i o n s through 
r e l a x a t i o n can be handled by us ing the same 
INput MEMory and OUTput MEMory f o r severa l 
c y c l e s . These would be e s p e c i a l l y a t t r a c t i v e 
f o r p a r a l l e l - s e r i a l l aye red perceptual systems 
such as the cones and pyrami dc being, developed 
by Hanson and Riseman, 197^; Tanimoto, 1976; 
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Uhr , 1972, 1 9 7 ^ , and o t h e r s . 

Such systems would b e n e f i t g r e a t l y f rom s e v e r a l 
ex tens ions ( t h a t are p r o j e c t e d f o r f u t u r e p r o 
duc t i ons sys tems) . These i n c l u d e a) w e i g h t s , 
t h r e s h o l d s , and p r o b a b i l i s t i c p r o d u c t i o n s , b ) a 
conven ient way to i t e r a t e th rough a whole a r r a y 
o f memory l o c a t i o n s (as in t he 2 -d imens iona l 
r e t i n a l m o s a i c ) , a p p l y i n g the same set o f p a r a l 
l e l p r o d u c t i o n s i n p a r a l l e l t o each c e l l i n the 
a r r a y , and c) techn iques f o r choosing among 
a l t e r n a t i v e i m p l i c a t i o n s (as i n naming and 
d e s c r i b i n g ) , and f o r d e c i d i n g when to choose 
(as i n d e c i d i n g when to s top r e l a x i n g ) . 

2 .6 H e u r i s t i c P rob lem-So lv ing 

A h e u r i s t i c p r o b l e m - s o l v e r cou ld take advan
tages o f s e v e r a l l e v e l s o f p a r a l l e l p rocesses , 
g i ven a s u i t a b l e language. T y p i c a l l y , a whole 
set o f h e u r i s t i c e v a l u a t i o n f u n c t i o n s i s t o b e 
a p p l i e d in p a r a l l e l to a node t h a t might be a 
cand ida te f o r f u r t h e r s e a r c h . And a whole se t 
of such cand ida te nodes might c o n v e n i e n t l y be 
e v a l u a t e d i n t h i s way, i n p a r a l l e l . 

A (PS)^Mn program w i t h t he f o l l o w i n g s t r u c t u r e 
can hand le such a sys tem: 

The se t o f h e u r i s t i c s is coded as a p a r a l l e l 
set o f P r o d u c t i o n s . 

For a h e u r i s t i c a l l y gu ided search f o r a path 
f rom a se t of ( l ivens to a Goal ( o r f rom Goal to 
G i v e n s ) , the Givens (o r t h e Goal) are i n p u t as 
elements in t h e f i r s t WM, The Rules o f I n f e r 
ence (sometimes c a l l e d l e g a l moves, t r a n s f o r m a 
t i o n s , e t c . ) are coded as a p a r a l l e l se t o f 
p roduc t i ons and put on t h e MASTER l i s t . They 
are a p p l i e d , g i v i n g t h e buds (which are put 
i n t o a second WM) f rom the p r e s e n t l y ach ieved 
e x p r e s s i o n s , d e l e t i n g elements i n t he f i r s t WM, 
and f i r i n g se t of h e u r i s t i c s (coded as a second 
p a r a l l e l set o f p r o d u c t i o n s ) . The h e u r i s t i c s 
now l o o k at these budded e x p r e s s i o n s , and 
accumulate t he e v a l u a t i o n o f each. They are 
f o l l o w e d by a s e r i a l se t o f p roduc t i ons t h a t 
chooses and pu ts i n t o t he f i r s t WM the most 
h i g h l y va lued e x p r e s s i o n ( s ) , and de le tes a l l 
exp ress ions in t he second WM. The Rules of 
I n f e r e n c e are aga in a p p l i e d , and t h i s process 
c o n t i n u e s . 

I have i gno red a number of impor tan t d e t a i l s , 
bu t a lmost c e r t a i n l y s e v e r a l more Working 
Memories w i l l be p r e f e r a b l e - e . g . t o s t o r e t he 
p o i n t e r s back f rom buds to t h e i r f a t h e r s for 
l a t e r use i n g e t t i n g t h e s o l u t i o n - p a t h , and t o 
get t h a t p a t h . 

3. SOME ADDITIONAL EXTENSIONS THAT WOULD SEEM 
TO BE USEFUL 

There are s e v e r a l f u r t h e r ex tens ions t h a t would 
appear to make f o r s u b s t a n t i a l f u r t h e r improve
ments in t he ease o f cod ing o f c o g n i t i v e and 
p e r c e p t u a l systems, and t h e r e s u l t i n g t r a n s p a r 
ency and c l a r i t y o f s t r u c t u r e o f t he r e s u l t i n g 
systems. These i n c l u d e the f o l l o w i n g : 

A ) P r o b a b i l i s t i c t r ans fo rms would a l l o w f o r t h e 
emerging o f m u l t i p l e i m p l i c a t i o n s , f rom pe rcep 
t u a l c h a r a c t e r i z e r s o r p r o b l e m - s o l v i n g h e u r i s 
t i c s . Th is e n t a i l s r a t h e r s imp le e x t e n s i o n s : l ) 
Assoc ia ted w i t h each element o f a c o n d i t i o n w i l l 
be a number ( t h a t can be i n t e r p r e t e d as a w e i g h t , 
p r o b a b i l i t y , fuzzy v a l u e , o r whatever t he p r o 
grammer d e s i r e s ) , assoc ia ted w i t h each produc
t i o n w i l l be a t r e s h o l d , and assoc ia ted w i t h 
each i m p l i e d ac t w i l l be a w e i g h t . When t h e 
combined we igh ts o f success fu l c o n d i t i o n s ex 
ceeds t he P r o d u c t i o n ' s t h r e s h h o l d , t he Produc
t i o n w i l l b e cons idered t o succeed, and f i r e i t s 
i m p l i c a t i o n s w i t h t h e i r ass igned w e i g h t s . 2 ) 
Severa l i m p l i c a t i o n s o f t he same t h i n g w i l l 
have t h e i r we igh ts merged. 3) When t h i s is 
s p e c i f i e d i n the program, then the system w i l l 
choose among a l t e r n a t i v e i m p l i c a t i o n s f rom among 
some m u t u a l l y e x c l u s i v e set t h a t the programmer 
has s p e c i f i e d . 

B) A set of Production.", should be ab le to i t e r 
a te c o n v e n i e n t l y throug. l i an a r ray of memories. 
Th is would a l l o w f o r very convenient and 
s t r a i g h t f o r w a r d cod ing o f p e r c e p t i o n systems, 
e . g . pyramids and cones, and r e l a x a t i o n l a b e l 
l i n g , where se ts o f t r ans fo rms (coded as P r o 
duc t i ons ) cou ld be a p p l i e d t o t h e d i f f e r e n t 
c e l l s , o r r e g i o n s , o f t h e r e t i n a l image, o r ■ 
i n t e r n a l a b s t r a c t e d images. 

C) A system shou ld have a more genera l set of 
c a p a b i l i t i e s f o r c r e a t i n g and e r a s i n g l i s t s 
(whether Produc t ions or Memor ies) , and adding 
and d e l e t i n g i n f o r m a t i o n to and from these 
l i s t s . Th is would a l l o w f o r t he convenient 
b u i l d i n g , and m o d i f y i n g , o r complex l i s t s t r u c 
t u r e s and graphs o f i n f o r m a t i o n . I f done w i t h 
as much g e n e r a l i t y as p o s s i b l e , i t shou ld a l s o 
make Produc t ions and Memories, and t h e i r 
m a n i p u l a t i o n s , q u i t e s i m i l a r . 

k. DISCUSSION 

Today 's p r o d u c t i o n systems have a h e r i t a g e much 
o l d e r t han P o s t ' s p r o d u c t i o n s , and much broader 
than p r o b l e m - s e l v i n g . For Post p roduc t i ons are 
p robab ly the s i n g l e T u r i n g mach ine -equ iva len t 
f o r m u l a t i o n t h a t most d i r e c t l y embodies t h a t 
e l u s i v e (and p o s s i b l y imag inary ) e n t i t y , 

5 915 



" i n t u i t i v e t h i n k i n g . " The r u l e s o f i n f e rence o f 
E u c l i d ' s geomet ry , and o f A r i s t o t l e ' s s y l l o g i s m , 
are very s i m i l a r t o p r o d u c t i o n s . Cons ider t he 
l i n g u i s t ' s r e w r i t e r u l e s and t r a n s f o r m a t i o n s , 
t he p h y s i c i s t ' s Feynam d iag rams, t h e p s y c h o l o 
g i s t ' s S-R mappings, t h e " i f . a , b , c , t hen d , e , f " 
l i n e s o f r eason ing o f d e t e c t i v e , d i a g n o s t i c i a n 
o r t r o u b l e - s h o o t e r . 

So an embodiment o f t h i n k i n g in terms o f p roduc
t ions would seem e s p e c i a l l y d e s i r a b l e . We c o u l d 
use i t c o n v e n i e n t l y ; w e c o u l d unders tand i t ; 
and i t might w e l l b e a p p r o p r i a t e , and p o w e r f u l . 
But t he p a r t i c u l a r p r o d u c t i o n system chosen 
shou ld be s u f f i c i e n t l y f l e x i b l e and p o w e r f u l 
f o r conven ien t programming. 

The t h r e e major ex tens ions to P r o d u c t i o n Systems 
i n c o r p o r a t e d i n t o (?S)^Mn - l ) t h e a b i l i t y t o 
app ly p roduc t i ons i n p a r a l l e l , when d e s i r e d , 2 ) 
the p a r t i t i o n i n g o f i n f o r m a t i o n i n t o s e v e r a l 
wo rk i ng memories, and 3 ) the f i r i n g o f p roduc 
t i o n s t o be a p p l i e d nex t by p r o d u c t i o n s t h a t 
are f i r e d - o f t e n appear to go t o g e t h e r , and to 
complement and enhance one ano the r . But one 
might p r e f e r t o use o n l y one , o r t w o , o f these 
e x t e n s i o n s , f o r t h e f o l l o w i n g reasons : 

1 ) I f i t i s known t h a t a l l programmers who w i l l 
use t h e p r o d u c t i o n system language w i l l code a l l 
t h e i r programs u s i n g on l y s e r i a l p r o d u c t i o n s , 
t hen t h e p a r a l l e l c a p a b i l i t y i s no t needed. But 
many c o g n i t i v e p rocesses , e s p e c i a l l y i n p e r c e p 
t i o n and a s s o c i a t i v e memory search bu t a l s o i n 
h e u r i s t i c deduc t i ve p r o b l e m - s o l v i n g , appear t o 
have i m p o r t a n t p a r a l l e l components. And a l 
though y e s t e r d a y ' s computers are s e r i a l , t oday ' s 
are b e g i n n i n g t o b e p a r a l l e l , and tomor row 's 
w i l l become i n c r e a s i n g l y p a r a l l e l . 

2) From a c e r t a i n e s t h e t i c p e r s p e c t i v e as to t h e 
meaning o f " s i m p l i c i t y " t h e s i n g l e Working Mem
ory seems s i m p l e r t han s e v e r a l Working Memories, 
But i f a program uses s e v e r a l memory s t o r e s i t 
seems l e s s s imp le t o th row them a l l t o g e t h e r 
i n t o one, and t hen do a l o t o f o t h e r w i s e u n 
necessary s e a r c h i n g and match ing t o f i n d t h e 
one t h a t i s needed. 

3 ) P roduc t i ons t h a t f i r e p r o d u c t i o n s t o b e 
a p p l i e d may w e l l v i o l a t e t h e s imp le modular 
s t r u c t u r e o f s t anda rd p r o d u c t i o n languages , 
w i t h t h e i r top-down f l o w t h rough t h e s tack o f 
product ion.") . But t hey may more c l o s e l y r e f l e c t 
the a c t u a l o p e r a t i v e s t r u c t u r e and f l o w o f t h e 
program, i n t he sense o f t he p r o d u c t i o n s t h a t 
a c t u a l l y w i l l f i r e . Wi thout t h i s c a p a b i l i t y a 
program becomes c l u t t e r e d up w i t h cumbersome 
and t ime-consuming dev ices t h a t make use of t h e 
a d d i t i o n and d e l e t i o n o f s p e c i a l da ta symbols 
t o d i r e c t the p rogram's f l o w . 
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Th is paper desc r ibes an imp lementa t ion o f a system f o r fuzzy reason ing which f a c i l i t a t e s 
the e x e c u t i o n o f approx imate reason ing from the s p e c i f i e d p r o p o s i t i o n s and g ives the 
r e s u l t i n bo th f u z z y - s e t and l i n g u i s t i c fo rms. The d e s c r i p t i o n o f the Approximate 
Reasoning System c o n t a i n s the Universe o f D iscourse Block which d e f i n e s s e v e r a l un ive rses 
o f d i s c o u r s e ; the Pr imary Term Block which d e f i n e s s e v e r a l p r imary t e rms ; the P r o p o s i t i o n 
Block which s t a t e s p r o p o s i t i o n s us ing pr imary te rms , l i n g u i s t i c hedges and IF . . . THEN 
. . . ; and the Approximate Reasoning Block which executes approx imate reason ing and 
l i n g u i s t i c a p p r o x i m a t i o n . The Approximate Reasoning System is implemented us ing the FSTDS 
System f o r f u z z y - s e t m a n i p u l a t i o n and is runn ing on a FACOM 230-45S computer . 

1. INTRODUCTION 

Much human reason ing is fuzzy r a t h e r than 
p r e c i s e in n a t u r e . An example of such reason ing 
may be " I f x is smalt and x and y are 
approximately equal, then y is more or less 
small". The f u z z i n e s s in the words: small, 
approximately equal e t c . may be d e f i n e d by fuzzy 
se t s and fuzzy r e l a t i o n s [ l ) . Reasoning w i t h 
fuzzy concepts has been f o rmu la ted by Zadeh[2] 
who c a l l s i t approx imate r eason ing . 

In t h i s paper , we desc r i be a system f o r fuzzy 
r e a s o n i n g , c a l l e d an Approximate Reasoning 
System, which is based on Zadeh's f o r m u l a t i o n of 
f uzzy r e a s o n i n g . Th is system f a c i l i t a t e s the 
d e f i n i t i o n s o f un i ve rses o f d i scou rse and 
p r imary t e rms , the d e s c r i p t i o n o f fuzzy 
p r o p o s i t i o n s , and the execu t i on o f approx imate 
reason ing u s i n g the s p e c i f i e d fuzzy 
p r o p o s i t i o n s . The r e s u l t o f approx imate 
reason ing i s g i ven i n bo th f u z z y - s e t and 
l i n g u i s t i c fo rms . 

2. APPROXIMATE REASONING AND LINGUISTIC HEDGES 

Zadeh's f o r m u l a t i o n o f approx imate reason ing i s 
d e f i n e d as the c o m p o s i t i o n a l r u l e o f i n f e r e n c e 
wh ich i s expressed in symbols [2 ] as 

P^: x i s A. 
?2: x anc* y a r e R 

P3: y i s AoR, 

(1) 

where x and y are o b j e c t names, A is a fuzzy se t 
in U, R is a fuzzy r e l a t i o n in UxV, and AoR is 
the compos i t i on of A and R, i . e . , is a fuzzy se t 
in V. I f P2 is a c o n d i t i o n a l p r o p o s i t i o n such as 

P 2 : I f x is P then y is Q (2) 

where x and y are o b j e c t names and P and Q are 
fuzzy se ts i n U and V , r e s p e c t i v e l y , then i t i s 
t r a n s l a t e d i n t o the fuzzy r e l a t i o n R of x and y 
us ing the a r i t h m e t i c r u l e f o r c o n d i t i o n a l 
p r o p o s i t l o n s [ 2 ] , 

R (^P x V) * (U x Q) (3) 

where x, ^ and • s tand f o r the C a r t e s i a n 
p r o d u c t , the complement and the bounded sum, 
r e s p e c t i v e l y . 

[Example 1] Let U be a u n i v e r s e of d i s c o u r s e 
expressed by 

U { 1 , 2 , 3 , 4 } . 

If we have the fuzzy set small in U as 

small - { 1 / 1 , 0 .6 /2 , 0.2/3} 

and the fuzzy r e l a t i o n approximately equal in 
UxU as 

approximately equal a {1 /<1,1>, 
l / <2 ,2> , l / <3 ,3> , l / <4 ,4> , 
0 . 5 / < l , 2 > , 0 .5 /<2,3>, 0 .5 /<3 ,4> } , 

917 





approx imate reason ing f rom the p r o p o s i t i o n s P I 
and P2, and approx imates the consequence 
l i n g u i s t i c a l l y by the p r imary terms SMALL, 
MIDDLE and LARGE. 

As shown in Example 2, a d e s c r i p t i o n in the AR 
System c o n t a i n s f o u r b l o c k s , namely, the 
Un iverse of D iscourse B l o c k , Pr imary Term B l o c k , 
P r o p o s i t i o n Block and Approximate Reasoning (AR) 
B lock . We have no more d e t a i l e d e x p l a n a t i o n of 
t h e i r b l ocks on account o f l i m i t e d space. 

4. IMPLEMENTATION OF THE AR SYSTEM 

The Approximate Reasoning System is implemented 
us ing the FSTDS System ( F u z z y - S e t - T h e o r e t i c Data 
S t r u c t u r e Sys tem) [5 ] wh ich enables a user to 
w r i t e a program in FSTDSL/FORTRAN u s i n g 52 
f u z z y - s e t o p e r a t o r s on fuzzy se t s and fuzzy 
r e l a t i o n s . 

The AR System passes to the FSTDS System the 
se ts and fuzzy se ts d e f i n e d in the Universe o f 
D iscourse B lock and Pr imary Term B lock . A 
composi te term i s t r a n s l a t e d i n t o an exp ress ion 
in FSTDSL, t h a t i s , hedges are rep laced by the 
co r respond ing o p e r a t o r s in FSTDSL and 
connec t i ves a re t r a n s l a t e d i n t o p r e f i x 
o p e r a t o r s . A c o n d i t i o n a l p r o p o s i t i o n IF . . . THEN 
. . . i s t r a n s l a t e d b y ( 3 ) . 

For the AR s ta temen t , t he AR System passes the 
s t a temen t : 

%CONSEQUENCE = IMAGE(P2, P I ) ; 

to the FSTDS System. Note t h a t AoR in (2) 
reduces to the image of A under R s ince A is a 
unary fuzzy r e l a t i o n . 

As f o r the l i n g u i s t i c a p p r o x i m a t i o n , we can not 
use the r e a l l y bes t l i n g u i s t i c a p p r o x i m a t i o n , 
s i n c e i t genera tes too many composi te te rms. 
The re fo re we use the f o l l o w i n g s t r a t e g y . 

F i r s t , we app l y each hedge to g i ven m pr imary 
terms and compare i t s r e s u l t w i t h the 
consequence fuzzy se t B. I f we o b t a i n a 
s u f f i c i e n t a p p r o x i m a t i o n , t h a t i s , the va lue o f 
e v a l u a t i o n f u n c t i o n i s l e s s than o r equa l t o the 
t h r e s h o l d v a l u e , then i t i s accepted a s the 
l i n g u i s t i c app rox ima t i on of B. Otherwise we 
choose one composi te te rm of the best 
a p p r o x i m a t i o n i n the f i r s t s tep o f l i n g u i s t i c 
a p p r o x i m a t i o n and app ly each hedge aga in to i t . 
I f we cannot s t i l l o b t a i n a good one, the same 
i s repeated n t i m e s . I f a s u f f i c i e n t 
a p p r o x i m a t i o n has not been ob ta ined ye t a f t e r n 
r e p e t i t i o n s , the best app rox ima t i on by t h i s t ime 
would be cons ide red as a l i n g u i s t i c 
a p p r o x i m a t i o n of B. There i s , however, no 

guarantee f o r the r e a l l y best a p p r o x i m a t i o n . 

For the e v a l u a t i o n f u n c t i o n , t he re might be 
s e v e r a l d e f i n i t i o n s . We have adopted the 
e v a l u a t i o n f u n c t i o n such as 

where B is the fuzzy se t ob ta ined by approx imate 
r e a s o n i n g , B' the fuzzy set mod i f i ed by hedges 
in l i n g u i s t i c app rox ima t ion and U a un i ve rse of 
d i scou rse of B and B' and //(U) denotes the 
number o f elements in U, x | the abso lu te va lue 
of r e a l number x and I the o r d i n a r y sum over U. 

5. CONCLUSION 

We have desc r ibed an Approximate Reasoning 
System which f a c i l i t a t e s the d e f i n i t i o n o f 
un i ve rses of d i scou rse and pr imary te rms , the 
d e s c r i p t i o n o f p r o p o s i t i o n s and execu t i on o f 
approx imate reason ing and l i n g u i s t i c 
a p p r o x i m a t i o n . In the imp lementa t ion of the AR 
System, the t r a n s l a t i o n o f the d e s c r i p t i o n i n 
the AR System to FSTDSL is programmed in P L / I 
and the c o n s t r u c t i o n and m a n i p u l a t i o n of fuzzy 
se ts and fuzzy r e l a t i o n s are programmed in 
FSTDSL/F0RTRAN[5], and i t i s c u r r e n t l y r unn ing 
on a FACOM 230-45S computer. The c u r r e n t AR 
System is an i n t e r p r e t e r v e r s i o n . 

As a bas i s of ques t i on /answer ing system and 
i n t e l l i g e n t access to database systems, fuzzy 
reason ing p lays so impor tan t r o l e in the 
i n t e r f a c e between such systems and users t h a t we 
expect the AR System w i l l f i n d v a r i o u s o the r 
a p p l i c a t i o n s . 
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A r o b o t - v i s i o n p r o j e c t i s r e p o r t e d w h i c h i n c o r p o r a t e s s e v e r a l e x i s t i n g A l 
methods and some new r e s u l t s . The a m b i t i o n o f t h e p r o j e c t i s a sys tem w h i c h can 
e c o n o m i c a l l y c o m p l e t e v a r i o u s i n t e l l i g e n t t a s k s w i t h i n t h e scope o f m i n i - and 
m i c r o c o m p u t e r s . The t u n e d c o m p o s i t i o n o f t h e a p p l i e d methods p r o v i d e s a new and 
p o w e r f u l app roach t o RandD, e n g i n e e r i n g and w o r k s h o p - o p e r a t i o n . 

1 . INTRODUCTION 

T h i s paper r e p o r t s on a r o b o t - v i s i o n 
l a b f o r RandD and f o r e x p e r i m e n t a t i o n 
o f s p e c i a l i z e d i n d u s t r i a l a p p l i c a t i o n s . 
The sys tem combines many w e l l - k n o w n 
methods o f r e c o g n i t i o n w i t h some own 
ones / a f a s t t e m p l a t e m e t h o d , a q u a s i -
p a r a l l e l e d g e - f i n d e r e t c . / b u t t h i s 
c o m b i n a t i o n p r o v i d e s a s o p h i s t i c a t e d 
g o a l - o r i e n t e d a p p r o a c h f o r r e a l - l i f e 
p r o b l e m s o l v i n g . 

2. PICTURE PROCESSING, RECOGNITION 

The sys tem is based on man-machine com
m u n i c a t i o n ; t h e g o a l i s t h e r e c o g n i t i o n 
o f 3D i n d u s t r i a l o b j e c t s whose number 
i s l i m i t e d t o 10-20 f o r each t a s k . The 
o b j e c t s a r e t a u g h t e i t h e r b y b u i l d i n g a 
g e o m e t r i c mode l o r by a c o m p u t e r - a i d e d 
t r a n s f o r m a t i o n o f t h e r e a l s i t u a t i o n s 
v i e w e d d u r i n g t h e l e a r n i n g p e r i o d t o 
c r e a t e a s t a n d a r d mode l d e s c r i p t i o n s i 
m i l a r t o t h e a r t i f i c i a l o n e . The camera 
i n p u t / F i g . 1 / i s p r o c e s s e d i n o v e r l a p 
p i n g p i x e l s b y a s i m p l i f i e d v e r s i o n o f 
t h e H u e c k e l - o p e r a t o r u s i n g o n l y two l i 
near t e m p l a t e s . A n e s t i m a t o r o f t h e f i t 
c o o r d i n a t e s a w e i g h t - a t t r i b u t e t o t h e 
s t r o k e . These w e i g h t s and some f u z z y -
l i k e p a r a m e t e r s w h i c h a r e a t t r i b u t e d t o 
t h e h i g h e r p i c t u r e - h i e r a r c h y a r e r e l e 
v a n t e l e m e n t s o f t h e h e u r i s t i c s e a r c h . 
The h a i r y s t r o k e - p i c t u r e / F i g . 2 / i s 
used b o t h b y t h e b r u t e - f o r c e shape e s t i 
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o f t h e c o n t o u r a r e supposed where t h e 
s l o p e - v a r i a n c e s o f t h e s t r o k e s a t t a i n 
l o c a l max ima / F i g - 3 / . S t r e a k s a l o n g t h e 
c o n t o u r l i n e s a r e d e t e c t e d b y a q u a s i -

F i g . 3 . The s t r e a k s o f s t r o k e s w i t h t h e 
nodes f o u n d 

p a r a l l e l m i n i m u m - c o s t a l g o r i t h m o p e r 
a t i n g i n p a r a l l e l b e t w e e n e v e r y s u p 
p o s e d n o d e - p a i r c o n n e c t e d b y p a t h s . 

T h i s a ] g o r i t h m i s b a s e d o n a m a t h e m a t i 
c a l m o d e l o f t h e e x p e c t e d s t r e a k s . The 
r e q u i r e m e n t s w i t h t h e p a t h s a r e e x 
p r e s s e d b y f o u r g r a p h - t h e o r e t i c c r i t e 
r i a w h i c h mean t h a t e v e r y c o n t o u r - l i n e 
s h o u l d b e o p t i m a l l y a p p r o x i m a t e d b y a 
s t r e a k and e a c h o f them b y o n l y one 
s t r e a k . A p o t e n t i a l - f i e l d g r o w i n g a l g o 
r i t h m has b e e n d e v e l o p e d i n o r d e r t o 
f i n d t h e s t r e a k s and i t c a n b e p r o v e d 
t h a t t h e s t r e a k s p r o v i d e d b y t h i s a l g o 
r i t h m s a t i s f y t h e c r i t e r i a o f t h e m a t h 
e m a t i c a l model , o f t h e s t r e a k s . The 
s t r e a k s f o u n d u s i n g t h i s a l g o r i t h m a r e 
d i s p l a y e d o n F i g . 3 . 

The n e x t p r e p r o c e s s i n g a l g o r i t h m merges 
t h e s t r e a k s e i t h e r i n t o l i n e s e g m e n t s b y 
u n i t i n g t h e a p p r o x i m a t e l y i d e n t i c a l l y 
d i r e c t e d c o n s e c u t i v e s t r o k e s o r i n t o 
a r c s b y c o m p a r i n g t h e s l o p e d i f f e r e n c e s . 
T h i s i n t e r p r e t a t i o n i s g e n e r a l l y weak. 
due t o t h e u n c e r t a i n t y o f t h e w h o l e p r o 
c e s s ; t h u s a p r o b a b i l i t y v a l u e i s a s 
s i g n e d t o e a c h p o s s i b l e i n t e r p r e t a t i o n , 
c o n s i d e r i n g t h a t e a c h s t r e a k may h a v e 
v a r i o u s i n t e r p r e t a t i o n s / F i g . 4 / . T h i s 
v a l u e s e r v e s f o r t h e o r d e r i n g o f h y p o t h 
eses i n t h e l i n g u i s t i c r e c o g n i t i o n . 

M a t c h i n g t h e p r o c e s s e d p i c t u r e w i t h t h e 
m o d e l and t h e w h o l e k n o w l e d g e b a s e , d e 
c i s i o n o n t h e a m b i g u i t i e s due t o m u l t i -
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F i g . 4 . A l l p o s s i b l e i n t e r p r e t a t i o n s o f 
t h e s t r e a k s 

p l e o r f a i l i n g edges and a r e a s a r e 
s o l v e d b y l i n g u i s t i c m e t h o d s . T h r e e a c 
c e l e r a t i n g h e u r i s t i c t o o l s a r e a p p l i e d 
i n d i r e c t i n g t h e s e a r c h o n t h e p r o b l e m -
g r a p h : a p r i o r i i n f o r m a t i o n , t h e w e i g h t s 
w i t h t h e c a l c u l a t e d f u z z y - l i k e e s t i m a 
t i o n a t t r i b u t e s o f t h e p i c t u r e h i e r a r c h y 
and t h e d i s t a n c e m e a s u r e s b e t w e e n p i c 
t u r e s and m o d e l s . The e s t i m a t i o n a t t r i b 
u t e s a r e c a l c u l a t e d f r o m t h e w e i g h t s o f 
t h e s t r o k e s , c o n s i d e r i n g i n each s t a g e 
/ n o d e , s t r e a k , e d g e , p i c t u r e p a r t / t h e 
r e l i a b i l i t y o f t h e f i t , d e c o m p o s i t i o n 
and c o n c a t e n a t i o n . S e v e r a l d i s t a n c e 
m e a s u r e s a r e d i s t i n g u i s h e d : b r u t e - f o r c e 
c h a r a c t e r i s t i c s w i t h t h e i r s p e c i a l t a s k -
o r i e n t e d c o m b i n a t i o n s , d i s t a n c e s s i m i l a r 
t o t h o s e u s e d b y F u / 3 / , d i s t a n c e s o b 
t a i n e d f r o m s t a t i s t i c s o f l e a r n i n g , s p e 
c i a l m e a s u r e s p r e p r o g r a m m e d b y t h e o p e r 
a t o r w i t h t h e h e l p o f h i s p e r s o n a l e x p e 
r i e n c e . 

The p r o c e s s o f r e c o g n i t i o n i n c l u d e s t h e 
d e t e r m i n a t i o n o f o r i e n t a t i o n , n a m e l y t h e 
c a l c u l a t i o n o f t h e t r a n s f o r m a t i o n m a t r i x 
w h i c h t r a n s f o r m s t h e p o s i t i o n o f t h e 
m o d e l t o t h e r e a l p o s i t i o n o f t h e o b j e c t . 
M o d e l l i n g i s u s e d n o t o n l y i n t h e ways 
i n i t i a t e d b y R o b e r t s and l a t e r B a u m g a r t 
and o t h e r s b u t a s a g e n e r a l t o o l f o r 
m a n - m a c h i n e c o m m u n i c a t i o n d u r i n g i / t h e 
s y s t e m d e s i g n , i i / t h e t a s k l e a r n i n g and 
i i i / t h e r o b o t o p e r a t i o n . Each l e v e l i s 
d i f f e r e n t i n i n t e l l i g e n c e ; none o f t h e 
l e v e l s c a n d i s t u r b i t s s u p e r i o r one b u t 
e a c h has a s y s t e m a t i c downward c o m p a t i 
b l e i n t e r a c t i v e a p p a r a t u s b a s e d o n a 
g r a p h i c d i s p l a y . The g r a p h i c s i s 3D-2D 
o r i e n t e d : t h e i n t e r n a l r e p r e s e n t a t i o n 
and m a n i p u l a t i o n s r e f e r m o s t l y t o t h e 3 D 
m o d e l / F i g . 5 / , t h e d i f f e r e n t 2 D p i c -
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F i g . 5 . 3D w i r e - f r a m e model o f t h e 
o b j e c t 

t u r e s t o b e matched w i t h t h e scene a re 
d e r i v e d f r o m t h a t u s i n g a f a s t h i d d e n 
l i n e e l i m i n a t i o n a l g o r i t h m . T h i s means 
t h a t a l l u s u a l 3 D o p e r a t i o n s a r e i m p l e 
mented / r o t a t i o n , d i s t o r t i o n , u n i f i c a 
t i o n e t c . / , adap ted s p e c i a l l y t o ou r 
r e q u i r e m e n t s , i . e . r e a l t i m e , low 
s t o r a g e c a p a c i t y . 

3. EXPERIMENTAL RESULTS 

Robot c o n t r o l and ha rdware a r e u s u a l n o t 
to be d e t a i l e d h e r e . The sys tem uses a 
16 b i t 40 kB m i n i w i t h a 2 ,us c y c l e - t i m e 
/VIDE0T0N R-10 l i c e n c e a f t e r t h e F r e n c h 
C I I - M i t r a - 1 5 / , m i n i ' d i s c , mag tape , 
g r a p h i c d i s p l a y . 

The who le r e c o g n i t i o n p r o c e d u r e needs 
abou t 30-50 seconds to r e c o g n i z e an 
o b j e c t shown e . g . i n F i g . 1 . The r u n 
n i n g t i m e s o f t h e p a r t i c u l a r a l g o r i t h m s 
a r e t h e f o l l o w i n g . The h i d d e n l i n e a l g o 
r i t h m i s e x t r e m e l y f a s t , i t p r o v i d e d e . 
g . F i g . 6 w i t h i n 2 seconds . The edge-
f i n d i n g o p e r a t o r needs abou t 4 seconds 
f o r p r o c e s s i n g a TV p i c t u r e i n p u t . The 
a l g o r i t h m w h i c h assembles t h e s t r o k e s 
i n t o s t r e a k s r e q u i r e s 10-15 seconds . The 
g r a m m a t i c a l s e a r c h i n g p r o c e d u r e o f f i n d 
i n g t h e p o s s i b l e f a c e s and t h e p o s s i b l e 
o b j e c t d r a w i n g s i n t h e s t r e a k s ' i n t e r 
p r e t a t i o n s t a k e s 5-8 s e c o n d s . The o t h e r 
o n - l i n e a l g o r i t h m s t a k e l e s s t h a n 1 o r 2 
seconds a l t o g e t h e r . 

E x p e r i m e n t s have p r o v e d t h a t t h e i n d i 
c a t e d h e u r i s t i c s e a r c h r e s u l t s i n a t i m e 
r e q u i r e m e n t d e p e n d i n g s t a t i s t i c a l l y l i 
n e a r l y o n t h e o b j e c t ' c o m p l e x i t y , number 
o f o b j e c t s , number o f a m b i g u i t i e s /edges, 

F i g . 6 . A h i d d e n l i n e p r o j e c t i o n o f t h e 
p e r f e c t mode l 

i n t e r p r e t a t i o n s , shadows, p a r t i a l o b s e r 
v a t i o n s / . A s u c c e s s f u l guess / e . g . a 
b r u t e - f o r c e e s t i m a t o r / can c u t s h o r t 
o c c a s i o n a l l y a l l f u r t h e r t r i a l s . I n u n 
f o r t u n a t e cases t h e i n t e r a c t i o n o f t h e 
o p e r a t o r i s a l s o p o s s i b l e . 

4. APPLICATIONS 

The sys tem i s p r i m a r i l y a s s e m b l y - o r i e n t 
e d . O t h e r a p p l i c a t i o n s o f ou r r e s u l t s 
t h a t a l r e a d y work a r e b e i n g r e a l i z e d r e 
c e n t l y : a r e c o g n i t i o n sys tem in a b u s -
body f a c t o r y i d e n t i f y i n g t h e m e t a l 
s h e e t s f o r c o n t r o l l i n g a p a i n t e r r o b o t 
and a man-machine sys tem in n e u r o - b i o l o -
g i c a l r e s e a r c h w h i c h s h o u l d d e t e c t n e u 
r o n a l n e t s i n m i c r o s c o p e - s e c t i o n s . 
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A DOMAIN-INDEPENDENT PRODUCTION-RULE SYSTEM FOR CONSULTATION PROGRAMS 

William van Melle 
Heuristic Programming Project 
Computer Science Department 

Stanford University 
Stanford, California 04306 

EMYCIN IS a programming system for writing knowledge-based consultation programs w i th a 
product ion-rule representation of knowledge. The major components of the system, including 
an explanat ion program and knowledge acquisition routines, are briefly described. EMYCIN hns 
been used to build consultation systems m several areas of medicine, as well as an engineering 
domain. These experiences lead to some general conclusions regarding the potent ia l 
appl icabi l i ty of EMYCIN to new domains. 

1 In t roduct ion 
The focus of mucn curront work in artificial intelligence 

is the development of computer programs that aid 
sc ien t is ts with complex reasoning tasks. Recent work has 
sugges ted that one key to the creation of intelligent 
sys tems Is tho incorporation of large amounts of task-
spoc l f lc knowledge. However, building such "knowledge-
b a s e d " programs from scratch can be a very time-
consuming task. We have found that tho basic framework 
of the MYCIN program [ 9 ] could bo generalized sufficiently 
to make possible the substitution of knowledge bases from 
other domains. Tho result of this generalization is EMYCIN*, 
a system for doveloping rule-based consultation programs. 
Tho aim of this work Is to moke knowledge-based systems 
technology more accessible to Investigators in many fields. 

2 Descr ip t ion of EMYCIN 
E MYCIN Is used to construct a consultation program, by 

which we mean a program which offers its user advice on 
some problem within Its domain of expertise, much as a 
human consultant does. The program elicits Information 
re levant to the case by asking tho user questions during 
tho course of tho consultation. The program then applies 
Its knowledge to tho facts of the case and informs the 
user of Its conclusions. Tho user is free to ask the 
program questions about Its reasoning in order to hotter 
understand or val idate tho advice given. 

2.1 Knowledge Organization 
Knowledge In EMYCIN is represented In terms of 

product ion rules operating on associative (attr lbute-
ob jec t - vn lue ) triples. To represent the uncertainty of 
data or competing hypotheses, attached to each triple Is a 
certainty factor (CD, a number between -1 and 1 
Indicat ing tho strength of the belief in that fact [ 8 ] . 

Reasoning Is performed using domain knowledge 
encoded as production rules. Each rule has a premise, 

* "Essent ial MYCIN", I.e. MYCIN stripped of its domain 
knowledge. This work was supported in part by the NSP 
grant MCS 77-027)2 and tho Advanced Research 
Pro jec ts Agency, contract MDA 903-77-C-0322. 

which is a conjunction of predicates over triples in the 
knowledge base. If tho premise is true, tho conclusion in 
tho action part of the rule Is drawn. If the premise Is 
known with less than certainty, tho strength of the 
conclusion Is modified accordingly (see [8 ] ) . Flguro 1 
shows a typical rule from the domain of structural analysis 
(descr ibed In Section 3). 

Rule 68 

I f : 1) The ma te r i a l composing the sub-st ructure 
1s one of tho metals , 

2) The ana lys i s e r ro r ( i n percent) that 1s 
t o l e r a b l e Is less than b, 

3) Tho non-dimensional s t ress of the sub
s t r u c t u r e is greater than .5, and 

4) The number of cycles the loading 1s to be 
app l i ed is greater than 16000 

Then: I t 1s d e f i n i t e (1 .8 ) that fa t igue is one of 
the s t r e s s behaviour phenomena in the sub-s t ruc ture 

PREMISE: (SAND 
(SAME CNTXT COMPOSITION (USTOF METALS)) 
(LFSSP* (VAL1 CNTXT FRROR) 5) 
(GREAURP* (VAl l CNIXI ND-STRESS) .5) 
(GREATERP* (VAl l CNIXT CYCLES) 10000)) 

ACTION: (CONCLUDE CNTX1 SS-SIRESS FATIGUE IALLY 1.8) 

Figure 1 
English and internal Lisp forms of a SACON rule. 

2.2 Appl ica t ion of Rules -- the Rule Interpreter 
He control structure is a goal-directed backward-

chainlng of rules. At any given time, EMYCIN is working 
toward establishing the value of some attribute. To this 
end, the system retr ieves tho (precompiled) list of rules 
whose conclusions bear on this goal. The rule in f igure 1, 
for example, would be retrieved in the attempt to 
determine the stress of a substructure. If, in the course 
of evaluat ing the premise of one of these rules, some other 
p iece of Information is needed which Is not yet known, 
EMYCIN sets up a subgoai to find out that information; this 
In turn causes other rules to be tried. Questions are asked 
during the consultation when the rules fail to deduce the 
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necessary Information. If the user cannot supply the 
reques ted Information, it remains unknown, and rules that 
require It will simply fail. Thus, the rules unwind to produce 
a succession of goals and It Is the attempt to achieve 
each goal that drives the consultation (EMYCIN also 
permits a limited use of antecedent rules, triggered when 
the program receives new data or makes a conclusion). 

2.3 Usefulness of the rule representat ion 
As has been described in earlier reports of the MYCIN 

program [ 4 ] , many of the system's Important features are 
fac i l i ta ted by the use of rules as the primary 
representat ion of knowledge. Since each rule is intended 
to be a single "chunk" of Information, the knowledge base 
is inherent ly modular, making it relatively easy to update. 
Individual rules can be added, deleted or modified without 
drast ica l ly af fect ing the overall performance of the 
sys tem. The rules ore a convenient unit for explanation 
purposes. The system's ability to " read" its own rules is 
used ex tens ive ly by the explanation program (below) and 
other routines which assist the user in manipulating the 
rule base. 

2.4 Explanat ion Capabi l i ty 
EMYCIN's explanation program allows the user to 

In terrogate the system's knowledge, either to find out 
about inferences made In the particular case at hand or to 
examine the stat ic knowledge base in general. During the 
consul tat ion, In response to certain user commands, 
EMYCIN can of fer explanations of the current, past and 
l ikely future lines of reasoning (WHY a question was 
asked , or HOW a conclusion is reached). A more general 
form of explanat ion Is available via the QA Module, which Is 
automatical ly invoked after the consultation has ended, 
and con also be entered during the consultation to answer 
quest ions outside the scope of the special WHY/HOW 
commands. The QA Module accepts simple English-
longunqe questions dealing with any conclusion drawn 
during the consultation, or about the domain in general. 
The questions are parsed by pattern matching and 
keyword lookup, using a dictionary which is automatically 
cons t ruc ted from the phrases used in defining the various 
ob jec t s and at t r ibutes of the domain. The QA module has 
boon descr ibed in great detail elsewhere [7]. 

The explanation program Is also a helpful high-level 
debugging aid for the system developer. Without having to 
resor t to Lisp-level manipulations, she can examine any 
in fe rences that were made, find out why others failed, and 
thereby correct errors or omissions in the knowledge base. 

2.5 Knowledge Acquisi t ion 
A substant ia l part of the initial effort Involved In 

c reat ing an EMYCIN system Is spent in the acquisition 
phase, viz. construct ing tho knowledge base of the rules 
and tho ob jec t -a t t r ibu te structures upon which they 
opera te . Thus we have devoted much effort to providing 
programmatic assistance for this task. 

(MYCIN supplies a high-level database editor for the 
data s t ruc tures in the system. The data must be entered 
In Its Lisp format (understanding English rules Is far too 
d i f f icu l t , especial ly In a new domain where the vocabulary 
hasn' t even boon identif ied and organized for the 
program's use), but the editor handles all the bookkeeping 
involved In managing the rule base and performs various 
checks to catch a number of common user errors. 

To partial ly bridge the gap between precise Lisp Input 
and f ree- form English tex t , there is an intermediate 
" t e r s e " rule format. This format is a simplified Algol-like 
language which uses the attributes and their values as 
operands; the operators correspond to EMYCIN predicates. 
E.g. SACON's Rule 68 shown in Figure 1 above could be 
w r i t t en Instead as: 

The te rse rule format Is also available on output, for users 
who prefer It to the more verbose English translations. 

As each rule is entered, it is checked for syntactic 
val id i ty , to catch spelling errors and other simple errors. 
Other data structures are also updated, such as the one 
tel l ing the rule Interpreter which rules conclude about 
which at t r ibutes. 

2.6 Other suppor t fea tures 
EMYCIN has facil i t ies for maintaining a library of sample 

cases . These can be used for testing a complete system 
or for debugging a growing one. When a library 
consul tat ion is rerun, the system's questions are answered 
by supplying the response, if any, given when the case 
was f irst run. Many such cases may be automatically rerun 
In background mode, with the system comparing the 
" r esu l t s " wi th those of earlier runs. This makes It easy to 
check the performance of a new set of rules on 
" s tanda rd " cases. 

EMYCIN's exist ing human-engineering features relieve 
the system builder of many of the tedious cosmetic 
concerns of producing a human-useable program. Most of 
these center around the consultation Interaction where the 
sys tem requests data from the user; they Include a 
terminal Input faci l i ty with such features as spelling 
correct ion and Tenox-sty le completion on altmode from a 
list of possible answers, and a simple help facility. 

3 App l ica t ions 
Several consultation systems have been writ ten In 

EMYCIN. The MYCIN program (which could be viewed as 
the original implementation of EMYCIN) provides advice on 
tho diagnosis of and therapy for patients with Infectious 
d iseases. There are currently some 460 rules in the 
MYCIN rule set , making conclusions about 86 of the 236 
a t t r ibu tes ( the remaining attr ibutes are simply input data). 
Results of formal evaluations of MYCIN'S competence In 
tho domains of bacteremia (bacterial Infections In the 
blood) and meningitis Indicate that MYCIN'S performance In 
these areas has begun to approach that of medical 
specia l is ts [ 1 0 ] . 

The PUFF system [ 6 ] performs interpretation of 
measurements from the pulmonary function laboratory. The 
data front over 100 cases wore used to create some 60 
product ion rulos diagnosing the presence of pulmonary 
d isease. These rules are used to create a complete report 
including the Input measurements, historical information, 
and the measurement interpretation. 

The HEADMED program [ 6 ] is an application of EMYCIN 
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to c l in ical psyehopharmacology. The system diagnoses a 
range of psychia t r ic disorders and can recommend drug 
t rea tmen t if Indicated. The system contains 276 rules at 
p r e s e n t , one of which Is shown In Figure 3. 

I f : 1) The d i a g n o s i s f o r which therapy is being 
recommended is m a j o r - d e p r e s s i v e - d i s o r d e r , 

?) The i n t e n s i t y o f t h i s p a t i e n t ' s p s y c h i a t r i c 
d i s t u r b a n c e is one o f : moderate, m i l d , 

3) Tho c u r r e n t mental state of the p a t i e n t 1s 
p s y c h o t i c , and 

1) There is no recen t p r i o r episode of 
p s y c h i a t r i c d i s tu rbance 

Then : There is s t r o n g l y suggest ive evidence ( .8 ) 
t h a t the c l a s s or category of t reatments 1s 
a n t i p s y c h o t i c 

F igure 3. A sample HEADMCD rule. 

As a st ronger tes t of domain independence, EMYCIN 
w n s appl ied to the completely non-medical domain of 
s t r uc tu ra l analysis. SACON (Structural Analysis 
Consu l ta t ion) [?] provides advice to a structural engineer 
regard ing tho use of a large structural analysis program 
ca l led MARC. The MARC program uses finite-element 
ana lys is techniques to simulate the mechanical behavior of 
o b j e c t s . The goal of the SACON program is to recommend 
on analys is s t r a tegy to guide the MARC user in the choice 
of spec i f i c input data, numerical methods and material 
p roper t i es , The system contains some 160 rules and 50 
a t t r i b u t e s , half of which are concluded by the rules. 

4 Range of App l i cab i l i t y - - Limitat ions 
Although we do not have a precise characterisation of 

domains which are most suitable for an EMYCIN application, 
our e x p e r i e n c e provides some general guidelines. Wo 
found that many of the simpler systems did not even make 
use of the inexac t Inference mechanism provided by CFs. 
It is possib le that more ef f ic ient representations exist for 
the p rec i se knowledge exist ing in such domains. However, 
it st i l l seems appropriate to build a reasoning program from 
(MYCIN as a f i rst test of the inference rules wri t ten by an 
e x p e r t . While many of the system's complicated features, 
such as ce r ta in t y factors, may go unused in the simpler 
s y s t e m s , those features do not substantially burden a 
program which does not use their ext ra generality. 

It is not a lways easy to actually formulate the domain 
know ledge Into production rules, even in the domains that 
have been successfu l ly implemented so far. Our desire to 
k e e p the rule format simple is occasionally at odds with 
the need to encode the many aspects of scientif ic 
dec is ion-mak ing. For example, the process of therapy 
se lec t i on in MYCIN proved more amenable to a generate 
and t es t algorithm [ 3 ] . The backward-chaining of rules by 
the d e d u c t i v e sys tem Is also of ten a stumbling block for 
e x p e r t s who are new to the system; however, they soon 
learn to s t ruc tu re their knowledge appropriately. In fac t , 
some e x p e r t s have felt that encoding their knowledge Into 
ru les has helped them formalize their own view of the 
domain, loading to greater consistency in their decisions. 

The representa t ion of fac ts as associative triples with 
C f ' s may not be natural or adequate for many domains. 
However , the tr ip les have proved a f lexible enough data 
s t r u c t u r e in our invest igat ions thus far. The specif ic 
con t ro l s t ruc tu re In I MYCIN, viz., goal-directed backward 
chain ing of rules, might be considered much more 
r e s t r i c t i v e . 

Certa in ly other control st ructures and representations 
ore possib le. We recognize that i MYCIN is not as general 
as some other e f fo r t s , e.g. KRL [ 1 ] , nor Is It Intended to 
be : t he re may wei l be advantages in restr ict ing the user's 
opt ions. At least during the initial formulation of the 
knowledge of a domain, the simple framework of a single, 
eas i ly understood control structure allows the exper t to 
f ocus on the knowledge In the rules themselves, and not 
ge t s i de t racked by a bewildering array of control choices. 

5 Conc lus ion 
Current ly the system builder still requires a fair 

knowledge of Lisp and the workings of EMYCIN Itself. Our 
work alms at improving the facil i t ies for acquiring and 
debugging rules, as these are the most time-consuming 
por t ion of c reat ing a new consultation system. Our aim Is 
to have a truly convenient "workshop" for knowledge-
b a s e d sys tem explorat ion, In which a knowledge engineer 
can re la t ive ly guickly create a functional consultation 
program in a new domain, try out a new set of rules, of 
simply d iscover whether a rule-based system Is reasonable 
for the task. 
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VISUAL, ANALOG REPRESENTATIONS FOR 
NATURAL LANGUAGES UNDERSTANDING 

Da v i d L,. Waltz and lois Boggess ** 
Advanced A u t o m a t i on Croup 

C o o r d i n a t e d S c i e n c e L a b o r a t o r y 
U n i v e r s i t y o f I l l i n o i s a t Urbana-Champaigu 

U r b a n a , i l l i n o i s 6 1 8 0 1 

I n o r d e r l o r a n a t u r a l l anguage sys tem t o t r u l y "know what i t i s t a l k i n g about , " i t must have 
a c o n n e c t i o n t o t he r e a l - w o r l d c o r r e l a t e s o f l a n g u a g e . Tor language d e s c r i b i n g p h y s i c a l o b 
j e c t s and t h e i r r e l a t i o n s i n a s c e n e , a v i s u a l a n a l o g r e p r e s e n t a t i o n o f t h e scene can p r o v i d e 

a u s e f u l t a r g e t s t r u c t u r e to be sha red by a language u n d e r s t a n d i n g s y s t e m and a compute r v i s i o n 
s y s t e m . 
T h i s paper d i s c u s s e s t h e g e n e r a t i o n o f v i s u a l a n a l o g r e p r e s e n t a t i o n s f r o m i n p u t E n g l i s h s e n 
t e n c e s . I t a l s o d e s c r i b e s t h e o p e r a t i o n o f a LISP p rog ram w h i c h g e n e r a t e s such a r e p r e s e n t a -
I i on f r om s i m p l e K n g l i s h s e n t e n c e s d e s c r i b i n g a s c e n e . A sequence of s e n t e n c e s can r e s u l t in 
a f a i r l y e l a b o r a t e m o d e l . T h e p rog ram can t h e n answer q u e s t i o n s abou t r e l a t i o n s h i p s between 
t h e o b j e c t s , even t h o u g h the r e l a t i o n s h i p s i n q u e s t i o n may no t have been e x p l i c i t i n t h e o r i 
g i n a l scene d e s c r i p t i o n . R e s u l t s s u g g e s t t h a t t h e d i r e c t t e s t i n g o f v i s u a l a n a l o g r e p r e s e n t a 
t i o n s may be an i m p o r t a n t way t o bypass l o n g c h a i n s o f r e a s o n i n g and t o t h u s a v o i d (he c o m b i n -
a l i o n a 1 p r o b l e m s i n h e r e n t i n such r e a s o n i n g m e t h o d s . 

In t h e s e cases t h e answer to ( ? ) c o u l d be 
q u i t e d i f f e r e n t p a r t s o f t h e body ( " a r m " b e -
comes most l i k e l y i f b i t t e n by a doberman) o r 
one c o u l d be much more d e f i n i t e abou t t h e a n 
swer ( " l e g " becomes o v e r w h e l m i n g l y l i k e l y i f 
one i s b i t t e n by a dachshund w h i l e s t a n d i n g u p ) . 

How c o u l d we s u c c e s s f u l l y model in a p rog ram 
t h e u n d e r s t a n d i n g p r o c e s s a p e r s o n goes t h r o u g h 
i n t h i s examp le? We sugges t t h a t t he s i m p l e s t 
and most n a t u r a l way t o model t h i s u n d e r s t a n d 
i n g i s t o b u i l d u p a v i s u a l a n a l o g know ledge 
base ( r e p r e s e n t i n g " p e r s o n , " " d o g , " e t c . a s 
3-D s p a t i a l e n t i t i e s ) and t o w r i t e p rograms 
w h i c h can m a n i p u l a t e and i n t e g r a t e t h e s e 
v i s u a l a n a l o g r e p r e s e n t a t i o n s . For t h e example 
g i v e n ( 1 ) - ( 3 ) , f i g u r e 1 i l l u s t r a t e s some o f 
t h e i n f o r m a t i o n t h a t w o u l d have t o b e i n c l u d e d . 
As a n o t h e r e x a m p l e , suppose we were g i v e n t h e 
f o l l o w i n g se t o f s e n t e n c e s : 

( 4 ) A g o l d f i s h i s i n a g o l d f i s h b o w l . 
( 5 ) The g o l d f i s h bowl is on a s t a n d , 
( b ) The s h e l f is on a d e s k . 
( 7 ) The desk is in a room. 

Now suppose t h a t we a r e a s k e d : 
( 8 ) I s t h e g o l d f i s h i n t h e room? o r 
( 9 ) I s t h e g o l d f i s h o n t h e desk? 

The answer to ( 8 ) s h o u l d o f c o u r s e be " y e s " and 
t h e answer t o ( 9 ) s h o u l d b e s o m e t h i n g l i k e "Not 
d i r e c t l y o n , bu t o n i s s t i l l a n a p p r o p r i a t e d e 
s c r i p t i o n . " How c o u l d we mechan ize t h e a n s w e r 
i n g o f such q u e s t i o n s ? 
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We suggest tha t these quest ions can be e a s i l y 
answered if we use (4) - (7) to b u i l d an i n t e 
grated v i s u a l analog s t r u c t u r e which represents 
(4) - ( 7 ) . Then g iven procedura l d e f i n i t i o n s 
of p repos i t i ons l i k e in and on, w i t h the "oub-
j e c t " and " o b j e c t " * t h a t the p repos i t i ons r e 
l a te viewed as arguments to the procedures, we 
can app ly the procedures to the s t r u c t u r e d i r 
e c t l y to answer the ques t i ons . Boggess [2] has 
w r i t t e n a program, descr ibed l a t e r in t h i s 
paper, which works e x a c t l y in t h i s manner. Given 
(4) - ( 7 ) , the program cons t ruc ts an analog 
model l i k e tha t shown in f i g u r e 2. 

In c o n s t r u c t i n g the model, the program uses prop
e r t i e s of the sub jec t and ob jec t to decide what 
the p r e p o s i t i o n means in each given case. For 
example, on would be i n t e r p r e t e d q u i t e d i f f e r 
e n t l y in " the she l f on the w a l l , " and " the 
shadow on the w a l l . " "The s h e l f " is assumed to 
touch the w a l l , be supported by i t , and to have 
a p re fe r red o r i e n t a t i o n and p o s i t i o n (he igh t ) 
w i t h respect to the w a l l , whereas none of these 
are t rue of "shadow." The d i f f e r e n c e s in t r e a t 
ment are the r e s u l t o f n o t i n g in the lex i con 
tha t " s h e l f " i s an o rd ina ry phys ica l ob jec t ( r e 
q u i r i n g suppor t ) w i t h p re fe r red o r i e n t a t i o n - - i t s 
f ree sur face should be ho r i zon ta l - -whereas a 
"shadow" is 2-D and we igh t less and thus does not 
r equ i re suppor t . Each ob jec t has d e f a u l t d i 
mensions as w e l l as we igh t , and these dimensions 
( a c t u a l l y a rec tangu la r p a r a l l e l e p i p e d which 
encloses the o b j e c t ) can be used to cons t ruc t 

* 

( i iven the phrase " the cat on the ma t , " or 
sentence, "The cat is on the mat, we c a l l 
the sub jec t and mat the o b j e c t . 

the 
cat 

the v i s u a l analog model. 

To i l l u s t r a t e the i n t e r p r e t a t i o n of t h i s model, 
consider the p r e p o s i t i o n i n . I f i n ' s ob jec t i s 
a 3-D enc losure , then a l l we need to do to see 
whether the sub jec t is in the ob jec t is to check 
whether the coord inates of a l l the corners of 
the sub ject are w i t h i n the i n t e r v a l s of the co-
o rd ina tes of the corners of the o b j e c t . The 
answer can be found w i t h one set of t e s t s , r e 
gardless of how many chained statements were r e 
qu i red to r e l a t e the subject and ob jec t in the 
scene d e s c r i p t i o n . Thus, given a model l i k e 
f i g u r e 2, i t is very easy to answer (8) because 
a l l the dimensions o f " g o l d f i s h " are w i t h i n the 
dimensions of " room." 
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2. USING DEDUCTIVE RULES ON A DATA BASE OF 
ASSERTIONS, 

S t a r t i n g w i t h Black [ I ] , t he re have been pro-
grams wh ich d e a l t w i t h s i m i l a r q u e s t i o n s . Most 
of these programs have " u n d e r s t o o d " sentences 
l i k e (4 ) - (7 ) by add ing something e q u i v a l e n t 
to an a s s e r t i o n of the form (ON GOLDFISH-BOWL1 
STANDI) to a data base. Answer ing ques t i ons 
about the scene desc r i bed has then I n v o l v e d ap
p l y i n g deduc t ions r u l e s such a s : 

(10) (ON ?A ?B) AND (ON ?B ?C) ->(ON ?A ?C) 
to v e r i f y t h a t a g i ven r e l a t i o n s h i p does or does 
no t h o l d between two g i ven o b j e c t s . I n g e n e r a l , 
the set o f a s s e r t i o n s i n the data base w i l l de
f i n e a ne twork , i . e . any two I tems In the data 
base may be connected by an a r b i t r a r y number of 
deduc t i ve cha ins o r d i r e c t a s s e r t i o n s . For ex
ample, a c h a i r can at the same t ime be at a 
desk, under the desk and t o u c h i n g the desk. 
There are a t l e a s t two se r i ous d i f f i c u l t i e s w i t h 
us ing a method l i k e deduc t i ve c h a i n i n g to under
s tand the s p a t i a l domain, rep resen ted as a data 
base o f a s s e r t i o n s : 

A. I f t he re are many r u l e s and many o b j e c t s , 
the search f o r a d e d u c t i v e cha in wh ich can prove 
or d i sp rove a g i ven r e l a t i o n between two o b j e c t s 
can I n v o l v e c o m b i n a t i o n a l e x p l o s i o n . Of ten 
t he re w i l l b e I n s u f f i c i e n t I n f o r m a t i o n t o dec ide 
whether a r e l a t i o n s h i p ho lds between two objects; 
In such a case, a l l r e l e v a n t paths between the 
o b j e c t s w i l l have to be e x p l o r e d be fo re a system 
can dec ide t h a t the problem cannot be d e c i d e d . 

B. Even more s e r i o u s is the d i f f i c u l t y In 
f o r m u l a t i n g deduc t i on r u l e s p r o p e r l y t o beg in 
w i t h . For example, r u l e (10) a l l o w s us to de
duce c o r r e c t l y t h a t a l e a f i s on a t r e e i f the 
l e a f is on a branch and the branch is on a t r e e , 
but i t i s not c o r r e c t to deduce t h a t a cow has 
wings If we know t h a t a w ing Is on a f l y and the 
f l y I s on a cow.' 

One obv ious s o l u t i o n to t h i s d i f f i c u l t y has been 
to c r e a t e a number o f d e f i n i t i o n s f o r 0N- -0N1 , 
ON2, 0N3, and so o n , where ONI might mean " I s a 
p a r t o f " as In " t h e w ing on a f l y , " 0N2 might 
mean "above, t o u c h i n g and suppor ted by " as In 
" t he p e n c i l on the d e s k , " e t c . Deduct ion r u l e s 
can then be fo rmu la ted w i t h g r e a t e r p r e c i s i o n , 
but we have added an a d d i t i o n a l p rob lem: when 
on Is a s s e r t e d to h o l d between two o b j e c t s or 
used In a q u e s t i o n a program must now dec ide 
whether ONI, 0N2, 0N3, or ONn Is I n t e n d e d . More 
r u l e s d e l i m i t i n g the c lasses o f o b j e c t s which 
can be r e l a t e d by each meaning of on must then 
be f o r m u l a t e d and somehow u t i l i z e d to dec ide 
wh ich mean lng(s ) a re a p p r o p r i a t e . 

But even a l a r g e number of such r u l e s cannot 
e a s i l y s u b s t i t u t e f o r the v i s u a l ana log model . 
Suppose t h a t ( 4 ) - ( 6 ) were f o l l o w e d by 

(11) The desk Is In a box. 

In t h i s case the g o l d f i s h may or may not be I n 
s ide the box, depending on the d imensions of the 
box, desk , and s tand (see f i g u r e 3 ) . But how 
cou ld a d e d u c t i o n - r u l e - b a s e d system g ive a d i f 
f e r e n t answer to these two cases, un less i t im
p l i c i t l y coded m e t r i c I n f o r m a t i o n ? And I f i t 
coded m e t r i c i n f o r m a t i o n , why bother w i t h the 
p o t e n t i a l l y long d e d u c t i v e cha ins? 

3. OPERATION OF A PROGRAM FOR UNDERSTANDING 
SIMPLE LANGUAGE ABOUT SPACE. 

A MACLISP program has been w r i t t e n by Boggess 
[2] wh ich can b u i l d a s p a t i a l model of sentences 
i n v o l v i n g in and on r e l a t i o n s , and answer ques
t i o n s about i t s mode l . I npu t t o the program 
c o n s i s t s o f normal E n g l i s h sen tences , which are 
parsed w i t h the a i d of a LINGOL f 9 ) preproces -
s o r . LINGOL is an M I T - o r i g i n a t e d program pack
age wh ich accepts g rammat ica l r u l e s o f the type 
S->NP+WP and produces LISP programs which can 
then parse i n p u t sentences acco rd i ng to the 
r u l e s o f the s p e c i f i e d grammar. For t h i s i m 
p l e m e n t a t i o n , LINGOL was used to s i n g l e ou t 
p r e p o s i t i o n s and t h e i r semant ic s u b j e c t and 
o b j e c t . For example, in the sen tence , "On the 
bed was a b o x , " the LINGOL p o r t i o n passes the 
p r e p o s i t i o n o n , the semant ic o b j e c t the -bed and 
the semant ic s u b j e c t t he -box to the r e s t o f the 
program. L e t ' s f o l l o w and extended example. 
I n p u t : A g lass is in a box. 
R e s u l t i n g mode l : f i g u r e 4 . 
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Comments: "A f l o o r " sounds s t r a n g e , but t he 
sys tem d o e s n ' t know f o r t he p r e s e n t t h a t t a b l e s 
a r e a lmos t a lways on f l o o r s , so m e n t i o n i n g a 
p a r t i c u l a r t a b l e does no t a l l o w I t t o presuppose 
a p a r t i c u l a r f l o o r t h a t i t c o u l d r e f e r e n c e a s 
t he f l o o r . A s i s p r o b a b l y becoming o b v i o u s , t h e 
model does no t choose l o c a t i o n s randomly . Rather, 
i t t ends toward a p a r t i c u l a r c o r n e r . T h i s c h o i c e 
was made in hopes o f a v o i d i n g the " f i n d s p a c e " 
p rob lem [11 ] when s e v e r a l o b j e c t s must be l o 
c a t e d on one s u r f a c e . 

The c u r r e n t model d o e s n ' t know t h a t a f l o o r i s 
p a r t o f a room. N a t u r a l l y , a d e f a u l t - s i z e d 
f l o o r e x a c t l y f i t s a d e f a u l t - s i z e d room, but t he 
model has to know t h a t a f l o o r be longs a t 
"g round l e v e l " o r i t wou ld t r y t o put the f l o o r 
a t a more o r l e s s a r b i t r a r y l e v e l i n t he room. 
W h i l e t h i s p a r t i c u l a r sen tence sounds u n u s u a l , 
i t i s n a t u r a l t o speak , say , o f " t h e f l o o r i n 
J o n a t h a n ' s r o o m . " 

Suppose a f t e r a l l t h i s the user t y p e s : I s t he 
box on the t a b l e ? The response f rom the system 
i s YES. 
To the i n p u t : Is t h e box on the f l o o r ? The 

system responds NO. 
Is the box in the room? YES 
Is t h e g l a s s on t he t a b l e ? NOT DIRECTLY, BUT 
ON IS STILL AN ACCEPTABLE DESCRIPTION. 

The program answers these q u e s t i o n s by d i r e c t l y 
i n t e r r o g a t i n g the t h r e e - d i m e n s i o n a l m o d e l , no t 
by knowing t h a t , s a y , i f A is on B and B is in 
C t hen A is p r o b a b l y in C. At no t ime d i d we 
say t h a t t he box was in t he room. But thanks 
to t he s i z e s o f boxes and t a b l e s and the l o c a 
t i o n s o f f l o o r s r e l a t i v e t o the r e s t o f a room, 
t h e r e is no q u e s t i o n but t h a t t he box must be 
i n the room in the most r i g o r o u s sense o f the 
w o r d . 

I t i s a l s o p o s s i b l e t o hand le s i t u a t i o n s wh i ch 
wou ld be d i f f i c u l t f o r systems based on cha ined 
i n f e r e n c e r u l e s . For example , t h i s program can 
d i s t i n g u i s h between a g l a s s on a t a l l o b j e c t i n 
a box and a g l a s s on a s m a l l o b j e c t in the box. 
I f t he t a l l o b j e c t were l a r g e enough t h a t the 
g l a s s was e x t e r i o r t o t he box , t hen t h i s s o r t 
o f model c o u l d r e a s o n a b l y b a l k a t c a l l i n g the 
g l a s s ijn t he b o x - - o r a t l e a s t hedge, as a p e r 
son m i g h t . A sys tem b u i l t o n t he s o r t o f i n 
f e r e n c e r u l e s men t ioned above c o u l d have t r o u b l e 
d i s t i n g u i s h i n g between these c a s e s . 

3 . 1 Use of Other Knowledge 
I f t he p r e c e d i n g d i a l o g were c o n t i n u e d w i t h "The 
room is in a h o u s e , " the room wou ld be p laced 
w i t h i n t he volume o f t he house s e v e r a l f e e t o f f 
the g r o u n d , s i n c e rooms a re w e i g h t l e s s . Wh i l e 
t h i s seems odd (and c o u l d o b v i o u s l y be " f i x e d ' ' ) 
i t i s r easonab le g i v e n t h a t houses can have 
more t han one s t o r y . I n c o n t r a s t , g i v e n "The 
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house i s i n a f i e l d , " t h e model p u t s t h e house 
on t h e g r o u n d , even though houses have no w e i g h t 
e i t h e r , a s f a r a s t h e model i s c o n c e r n e d . T h i s 
is because a f i e l d is a 2-D o b j e c t , and t he in 
r e l a t i o n i m p l i e s c o n t i g u i t y under t hose c i r c u m 
s t a n c e s . 

Given "A s h e l f i s on a w a l l , " t h e model u s e s ( l ) 
Knowledge abou t t h e f r e e s u r f a c e o f a 
w a l l , ( 2 ) Knowledge t h a t a s h e l f ' s f r e e s u r f a c e 
i s h o r i z o n t a l , and ( 3 ) Knowledge about t y p i c a l 
h e i g h t s o f s h e l v e s t o p l ace the s h e l f a p p r o p r i 
a t e l y . The f r e e - s u r f a c e o f a c e i l i n g i s down
w a r d , s o a f t e r " A l i g h t i s o n a c e i l i n g , " t he 
l i g h t ends u p o n t he c o r r e c t s i d e o f t he c e i l i n g 
s u r f a c e . 

4. PROGRAM IMPLEMENTATION-REPRESENTATION OF 
PREPOSITIONS AND OBJECTS 

The examples g i v e n i n t h e p r e c e d i n g s e c t i o n were 
f r om a s e s s i o n w i t h a s m a l l p rog ram, w r i t t e n i n 
MACLISP and r u n on the DEC-10 sys tem at the Co-
o r d i n a t e d Sc ience Lab. The program c o n s i s t s o f 
abou t 4 5 f u n c t i o n s , most o f them f a i r l y s h o r t . 
Data f o r t h e i m p l e m e n t a t i o n c o n s i s t e d o f t w e n t y -
two " d e f i n i t i o n s " o f o b j e c t s and t h e d e f i n i t i o n s 
o f t he p r e p o s i t i o n s t h e m s e l v e s . I n p u t t o t he 
program c o n s i s t s o f E n g l i s h s e n t e n c e s — e i t h e r 
s t a t e m e n t s o r q u e s t i o n s . S ta temen ts a r e ex 
pec ted to be e i t h e r " n a m i n g " s t a t e m e n t s ( Tweety 
is a " or "Vo lume-1 is a b o o k " ) or l o c a t i v e 
s t a t e m e n t s ("A book is on a t a b l e , " " I n the room 
i s a b e d " ) . Output i s e i t h e r a s e t o f c o o r d i 
n a t e s f o r each o b j e c t i n the " m e n t a l m o d e l " o r 
a response to the q u e s t i o n . 

A t i n i t i a l i z a t i o n , t he components o f t h e t y p i c a l -
shapes a r e used to c r e a t e a s i m p l e " m e n t a l p i c 
t u r e " o f t h e o b j e c t , i n the f o rm o f c o o r d i n a t e s 
o f a n e n c l o s i n g r i g h t p a r a l l e l e p i p e d . T h i s 
permanent m e n t a l p i c t u r e i s kep t under a " l o c a l 
c o o r d i n a t e s " p r o p e r t y , w i t h t he b o t t o m r i g h t 
f r o n t t a k e n a s l o c a l o r i g i n . 

The d e f i n i t i o n s s p e c i f i c a l l y s i n g l e ou t p l a n a r 
f r e e s u r f a c e s o n a f r e e - s u r f a c e l i s t , s i n c e i t 
i s i m p o s s i b l e t o judge f rom the r e p r e s e n t a t i o n 
whe the r a p l a n a r s u r f a c e i s a c h a r a c t e r i s t i c o f 
t h e o b j e c t i t s e l f . 
A l s o i n c l u d e d i n the d e f i n i t i o n s i s a n i n d i c a 
t i o n o f whe the r t he o b j e c t i s e s s e n t i a l l y h o l l o w 
a s opposed t o e s s e n t i a l l y " s o l i d " t h r o u g h o u t . 
The s u r f a c e s o f t h e l a t t e r a r e the b o u n d a r i e s o f 
m a t t e r ; t he s u r f a c e s o f t he fo rmer e n c l o s e space . 
The f e a t u r e CONTAINER is used to i n d i c a t e an ob
j e c t whose i n t e r i o r i s c a n o n i c a l l y empty . An
o t h e r f e a t u r e a p p l i e d t o CONTAINERS o n l y and i s 
used to i n d i c a t e whe the r t h e y a re OPEN-TOPped or 
n o t . 
TYPICAL-HEIGHT a s p a r t o f a f e a t u r e l i s t i n d i 
c a t e s t h a t an o b j e c t n o r m a l l y wou ld be found a t 
a g i v e n h e i g h t above t h e d e f a u l t g r o u n d - l e v e l 
( e i t h e r t h e f l o o r o r t h e a c t u a l g r o u n d ) . O t h e r 
w i s e a c l o c k p l a c e d randomly on a w a l l m igh t end 
u p v e r y c l o s e t o t he f l o o r . A f t e r u s i n g t he 
program f o r a w h i l e , i t became o b v i o u s t h a t we 
needed to have such d e f a u l t h e i g h t s f o r a num
ber o f i t e m s - - c l o c k s , w indows , s h e l v e s , c o u n t e r s , 
c a b i n e t s , and s o f o r t h . 

4 . 2 P r e p o s i t i o n D e f i n i t i o n s 
________________________________________________________________ 

Each p r e p o s i t i o n i s d e f i n e d as a LISP f u n c t i o n 
w i t h t h e s u b j e c t and o b j e c t as a rgumen ts . The 
LISP f u n c t i o n s a r e based on the r e s u l t s o f an 
e x t e n s i v e a n a l y s i s o f about 2 0 s p a t i a l l o c a t i v e 
p r e p o s i t i o n s (see [ 2 ] ) . I n t h i s a n a l y s i s , a num
ber o f p r i m i t i v e s were i d e n t i f i e d , such as CON
TIGUOUS, SUPPORTed, INTERIOR (2 -D and 3 - D ) , 
CROSS-SECTION ( o f o b j e c t s ) , PROJECTION ( o f CROSS-
SECTIONs), TRAJECTORY, UP/DOWN, HORIZONTAL, 
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VERTICAL, and v a r i o u s c o o r d i n a t e sys tems . These 
p r i m i t i v e s c o n s t i t u t e a ma jo r r e s u l t o f t h i s r e 
s e a r c h . They w i l l a l l o w u s t o express n e a t l y 
t he meanings o f t h e a p p r o x i m a t e l y 20 l o c a t i v e 
p r e p o s i t i o n s a n a l y z e d bu t n o t y e t programmed, 
and seem on p r e l i m i n a r y a n a l y s i s to be an ade
qua te se t f o r t he s p a t i a l use o f most o f the 
r e s t o f t he p r e p o s i t i o n s a s w e l l ( p r e p o s i t i o n s 
fo rm a c l o s e d s e t ) . 
Each p r e p o s i t i o n seems to have a d e f a u l t i n t e r 
p r e t a t i o n i f i t s s u b j e c t and o b j e c t a re unknown, 
a s i n " t h e t h i n g a m a j i g o n the w h a t c h a m a c a l l i t . " 
The d e f a u l t i n t e r p r e t a t i o n r e p r e s e n t s a " p u r e " 
case o f t h e p r e p o s i t i o n a l r e l a t i o n - - h o w e v e r the 
p r e p o s i t i o n can be used to d e s c r i b e a range of 
p h y s i c a l s i t u a t i o n s wh i ch v a r y f rom the " p u r e " 
i n s t a n c e by h a v i n g one or more components of 
the d e f a u l t case m i s s i n g o r m o d i f i e d . For ex 
amp le , t he pure case o f above i s t h a t i n wh ich 
the SUBJECT is INTERIOR (3 -D) but n o t CONTIG
UOUS to t h e b o t t o m of a volume d e f i n e d by p r o 
j e c t i n g the HORIZONTAL CROSS-SECTION of t he OB
JECT upward VERTICALly in space f o r a d i s t a n c e 
o f on t he o r d e r o f 3 t imes the o b j e c t ' s d iam
e t e r . However, above can a l s o be used to de
s c r i b e a v a r i e t y o f " i m p u r e " r e l a t i o n s h i p s i n a 
scene , i n c l u d i n g cases where the s u b j e c t i s 
m e r e l y a t a h i g h e r l e v e l t h a n the o b j e c t (as i n 
" t h e r e a re c l o u d s above u s " ) and cases where the 
2-D p r o j e c t e d image of the SUBJECT is INTERIOR 
(2 -D) t o the r e g i o n d e f i n e d b y p r o j e c t i n g the 
HORIZONTAL ex t reme o f the 2-D p r o j e c t i o n o f t he 
OBJECT upward VERTICALLY (as in " t h e moon above 
M i a m i " ) . 
To g i v e a b e t t e r i dea o f what each p r e p o s i t i o n a l 
d e f i n i t i o n i s l i k e , l e t u s l ook a t what the 
f u n c t i o n s f o r on and in do . On i s faced w i t h 
two d e c i s i o n s : i t must d e c i d e wh i ch s u r f a c e o f 
the o b j e c t t he s u b j e c t i s c o n t i n g u o u s t o , and 
i t must dec ide wh i ch s i d e o f t he s u b j e c t i s 
c o n t i g u o u s t o t h e o b j e c t . 
I f t he s u b j e c t does no t behave n o r m a l l y w i t h r e 
spec t t o g r a v i t y (shadows, v i s u a l p a t t e r n s , t h i n 
f i l m s o f l i q u i d s and many i n s e c t s e x h i b i t g r a v 
i t y - d e f y i n g b e h a v i o r ) t hen any a v a i l a b l e s u r 
face o f t he o b j e c t w i l l do . 
I f t he s u b j e c t i s under g r a v i t a t i o n a l c o n 
s t r a i n t s , t h e n t h e r o u t i n e l ooks f o r one o f f o u r 
p o s s i b i l i t i e s : i n o r d e r o f p r e f e r e n c e , 1 ) a 
h o r i z o n t a l p l ane i n the o b j e c t , 2 ) i f t he o b j e c t 
i s t h r e e - d i m e n s i o n a l and i s no t a n open - topped 
c o n t a i n e r , t h e n t he t o p o f t h e o b j e c t 3 ) f a i l 
i n g e i t h e r o f t h e s e , t h e n any p l a n a r f r e e - s u r 
f a c e , and f i n a l l y 4 ) any a v a i l a b l e s u r f a c e . I n 
any o f these c a s e s , t he o b j e c t r e q u i r e s s u p p o r t 
and by s u p p o s i t i o n t h e semant i c o b j e c t f u r 
n i s h e s i t . 
Hav ing found the s u r f a c e o f t h e o b j e c t , on l ooks 
f o r a p r o b a b l e s u r f a c e o f t he s u b j e c t . A check 
i s made to see i f t he s u b j e c t has a marked f r e e -
s u r f a c e ( a c t u a l l y a back-handed way to see i f 

t he s u b j e c t has a p r e f e r r e d o r i e n t a t i o n ) . r f i t 
h a s , t he p r e f e r r e d o r i e n t a t i o n i s presumed to be 
t h e c a n o n i c a l one , and on passes to a f u n c t i o n 
c a l l e d CONTIC, no t a s u r f a c e o f the s u b j e c t but 
t he e n t i r e s u b j e c t , t h e r e b y i n s t r u c t i n g CONTIC 
t o t r a n s l a t e the s u b j e c t i n wha tever d i r e c t i o n 
necessa ry t o b r i n g i t i n t o c o n t a c t w i t h the ob
j e c t - s u r f a c e i n d i c a t e d . O n the o t h e r hand , i f 
the s u b j e c t has no p r e f e r r e d o r i e n t a t i o n , on se 
l e c t s the c a n o n i c a l bo t t om o f the s u b j e c t . 
The d e f i n i t i o n o f t he p r e p o s i t i o n i n has t o d e 
c i d e i f i t i s d e a l i n g w i t h a c o n t a i n e r , whe the r 
t h e c o n t a i n e r i s o p e n - t o p p e d , and whe ther the 
s u b j e c t behaves n o r m a l l y w i t h r e s p e c t t o g r a v i 
t a t i o n a l c o n s t r a i n t s . I t t hen c a l l s one o f the 
INTERIOR f u n c t i o n s a n d , somet imes, CONTTG (when 
t h e s u b j e c t i s assumed to be in t he bo t tom o f a 
c o n t a i n e r , f o r i n s t a n c e ) . A t p r e s e n t , the s y s 
tem has 2 - and 3 - d i m e n s i o n a l i n t e r i o r f u n c t i o n s , 
w h i c h r e s t r i c t t he l o c a t i o n o f t h e i r s u b j e c t w i t h 
r e s p e c t t o a p lane o f t h e i r o b j e c t o r t he volume 
d e l i n e a t e d b y the o b j e c t , r e s p e c t i v e l y . 

5. ASSESSMENT OF THE PROGRAM. 
5 . 1 I n f e r e n c i n g Problems 
One o f t he n i c e f e a t u r e s o f t h i s " a n a l o g m o d e l " 
i s t h a t i t h o l d s ou t hope f o r d o i n g i n f e r e n c i n g 
and d e d u c t i o n b y d i r e c t r e f e r e n c e t o the m o d e l , 
under opt imum c o n d i t i o n s , and by r e f e r e n c e to 
the model p l u s the l o c a t i o n r e s t r i c t i o n s under 
o t h e r c i r c u m s t a n c e s ; t he c o n s t r u c t i o n o f c h a i n s 
o f r u l e s can be a v o i d e d . 
Two c a u t i o n s a re i n o r d e r , however . I n i n t e r 
p r e t i n g a d e s c r i p t i o n ( b u i l d i n g t he model i n t he 
f i r s t p l a c e ) , i t s u f f i c e s t o p l ace o b j e c t s i n 
s i m p l e s t p o s s i b l e r e l a t i o n s h i p s . I f a d e s c r i p 
t i o n men t i ons a book on a desk , we p r o b a b l y v i s u 
a l i z e the book as b e i n g d i r e c t l y on the desk . 
The r e v e r s e p r o c e s s - - j u d g i n g f rom a men ta l model 
whe the r a p a r t i c u l a r p r e p o s i t i o n i s a n a p p r o p r i 
a t e d e s c r i p t i o n o f t he r e l a t i o n between two ob 
j e c t s — i s no t a lways s o s i m p l e . I n d e c i d i n g 
whe the r " a b o v e " i s a n a c c e p t a b l e d e s c r i p t i o n , f o r 
i n s t a n c e , t h e r e i s l i t t l e q u e s t i o n when one ob 
j e c t i s d i r e c t l y above the o t h e r , bu t c l e a r l y 
t h e word i s a c c e p t a b l e even when the d i r e c t case 
i s no t a p p l i c a b l e , and d e c i d i n g these more mar
g i n a l cases o f t e n leads t o a l o t o f h e d g i n g , 
even f rom n a t i v e s p e a k e r s . 
The second c a u t i o n is bes t pu t by d e s c r i b i n g a 
s e s s i o n w i t h the i m p l e m e n t a t i o n : a s i t happened, 
the p a r t i c u l a r m e n t a l model produced a f t e r " a 
s h e l f i s o n a w a l l " and " a f l y i s o n t h e w a l l " 
was t he e q u i v a l e n t o f f i g u r e 7 . 
Now suppose we were to ask i f the f l y is under 
the s h e l f . The program w i l l say " y e s " . The 
c o r r e c t answer , o f c o u r s e , i f " I d o n ' t k n o w , " 
s i n c e o n the b a s i s o f t he d e s c r i p t i o n the f l y 
m igh t be under the s h e l f , but i t m igh t be e l s e 
where t o o . C l e a r l y , t h e n , t he s imp le e x p e d i e n t 
o f d i r e c t l y c o n s u l t i n g the c o n s t r u c t e d model i s 
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a l i t t l e too s i m p l e . The more freedom a model 
a l l o w s i n choos ing the l o c a t i o n o f an o b j e c t , 
the more i n c i d e n t a l any r e l a t i o n s between v a r 
i ous o b j e c t s may be. In the end what we know 
a re the l o c a t i o n r e s t r i c t i o n s and i t i s based 
on them t h a t we need to make judgments . 
5.2 R e g u l a r i t i e s 
For a l l the hedges and caveats o f the p reced ing 
paragraphs , i t was e v i d e n t f rom the implementa
t i o n t h a t pay ing a t t e n t i o n t o a ve r y s m a l l se t 
o f a t t r i b u t e s o f o b j e c t s y i e l d s a n a s t o n i s h i n g 
amount o f d e s c r i p t i v e power. The a t t r i b u t e s i n 
c luded a very rud imen ta ry su r f ace d e s c r i p t i o n , 
the concept o f a f r e e - s u r f a c e w i t h a s s o c i a t e d 
f r e e - d i r e c t i o n , the e s s e n t i a l " emp t i ness " o f 
c o n t a i n e r s , some n o t i o n o f g r a v i t y , o f c o n t i g u 
i t y , o f the i n t e r i o r r e l a t i o n i n two o r t h ree 
d imens ions , of p a r t i a l axes of symmetry, some 
awareness of s c a l e , and a c o o r d i n a t e system 
w i t h marked v e r t i c a l d i r e c t i o n . C l e a r l y , these 
concepts do not hand le a l l cases o f d e s c r i p t i o n s 
u s i n g p lace l o c a t i v e s . I t m igh t even be sa id 
t h a t they do not hand le some of the most common 
cases (we w i l l come back to t h i s in a moment). 
But they do hand le the most t y p i c a l c a s e s - - t h e 
r e g u l a r uses o f i n , on , and the o the r p r e p o s i 
t i o n s — t h e uses we are most l i k e l y to t h i n k o f 
as s t a n d a r d . In so d o i n g , they cap tu re much of 
the d e s c r i p t i v e power o f the p r e p o s i t i o n s . 
Why then cou ld i t be s a i d t h a t they do no t handle 
some of the most common cases? I t is w e l l known 
t h a t the most f r e q u e n t l y o c c u r r i n g verbs in Eng
l i s h a re a l s o the most i r r e g u l a r . Something o f 
the same s o r t seems to app l y to uses of the p r e 
p o s i t i o n s w i t h common o b j e c t s . Tab les , f o r i n 
s t a n c e , have a tendency to be t r e a t e d as i f they 
were e s s e n t i a l l y the t a b l e t o p - - " u n d e r the t a b l e " 
f o r most o b j e c t s means under the t a b l e t o p but 
d e f i n i t e l y not under the l e g s . Rugs are an ex
c e p t i o n , o f c o u r s e , as are f l o o r s , and t h e r e a re 
undoubted ly o t h e r excep t i ons t o the m i n i - r u l e o f 
t r e a t i n g the t a b l e a s t o p o n l y . 

5 .3 ls on T r a n s i t i v e ? 
As ano the r example o t the i r r e g u l a r i t y o f t a b l e s , 
c o n s i d e r a scene l i k e t h a t i n f i g u r e 8 , wh ich 
can be desc r i bed by (12a - h ) : 

Since a l l vo lumes, 1 - 8 can be sa id to be 
'on the desk" we would l i k e some k i n d of t r a n 
s i t i v e r u l e t o a p p l y , but i t would not b e 
proper (o r a t l e a s t i t would be very odd) to 
say t h a t "Volume 8 is on volume 2 . " The h i d 
den r e g u l a r i t y here i s t h a t t a b l e s (and o t h e r 
f u r n i t u r e : desks , s h e l v e s , c o u n t e r s , e t c . ) have 
o n r e l a t i o n s w i t h e v e r y t h i n g they s u p p o r t , d i r 
e c t l y o r i n d i r e c t l y . Most o t h e r o b j e c t s do not 
have on r e l a t i o n s w i t h e v e r y t h i n g they s u p p o r t , 
so t h a t , f o r example the t op book on a s tack of 
books on the ground is n o t n o r m a l l y s a i d to be 
"on the g r o u n d . " 
F o r t u n a t e l y , even the most common o b j e c t s ( i n 
c l u d i n g t a b l e s ) appear to be r e g u l a r most o f the 
t i m e , w i t h most o f the p r e p o s i t i o n s . I t i s i n 
t e r e s t i n g t h a t some o f the i r r e g u l a r i t i e s f a l l 
i n t o c l a s s e s , l i k e c lasses o f i r r e g u l a r verbs 
( s i n g , sang, sung ; d r i n k , d rank , d runk ; s i n k , 
sank, sunk ) . For example, " t h e people on the 
bus" are a c t u a l l y in the b u s - - t h e y a r e n ' t on the 
bus in the same sense t h a t " t h e people on the 
c a r " would be on the c a r . On has the same i n t e r 
p r e t a t i o n i n "on the p l a n e , " "on the s u b w a y , " o r 
"on the b o a t " - - i n d e e d f o r a n y t h i n g t h a t can be 
boarded or a l t e r n a t i v e l y t h a t one can s tand up 
i n . So a t l e a s t p o t e n t i a l l y t he re may be 
c lasses o f i r r e g u l a r o b j e c t s . 
A f t e r a l l i s s a i d and done, t hough , i t i s s t i l l 
the case t h a t the system seems to work , and work 
w e l l , f o r the g r e a t m a j o r i t y o f r e g u l a r o b j e c t s , 
and even f o r the i r r e g u l a r ones most o f the t i m e . 
I t seems c l e a r t h a t bas i c unde rs tand ing o f the 
use o f the p r e p o s i t i o n s is ours i f o n l y we pay 
a t t e n t i o n t o a sma l l se t o f p e r c e p t u a l l y s a l i e n t 
c h a r a c t e r i s t i c s o f the o b j e c t s r e l a t e d . 

6. PROBLEMS REMAINING 
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C l e a r l y t h e r e w i l l b e s u r p r i s e s i n programming 
the r e s t o f t h e p r e p o s i t i o n s , and we have o n l y 
begun t o s c r a t c h the s u r f a c e o f the problems i n 
i m p l e m e n t i n g programs t o d e a l w i t h sen tences 
l i k e ( l ) - ( 3 ) ( t h e "dog b i t e s m a i l m a n " e x a m p l e ) . 
However, we a r e a l r e a d y aware of some prob lems 
and e x c e p t i o n s t o t h e g e n e r a l p i c t u r e p r e s e n t e d 
i n t h i s pape r . 
One ma jo r p rob lem was a l l u d e d to in t he example 
i n s e c t i o n 5 o f t he f l y w h i c h was ( a r b i t r a r i l y ) 
p l aced under a s h e l f in t he m e n t a l model and 
c o u l d t h e r e a f t e r no t be d i f f e r e n t i a t e d f rom a 
f l y s p e c i f i c a l l y a s s e r t e d t o b e under the s h e l f . 
What seems to be needed is some way of k e e p i n g 
t r a c k o f t he range o f p o s s i b l e p o s i t i o n s a v a i l 
a b l e to o b j e c t s d e s c r i b e d ; we have debated sev 
e r a l schemes ( e . g . a p r o b a b i l i t y d i s t r i b u t i o n 
f o r p o s i t i o n , a t a g o n o b j e c t s e x p l i c i t l y ne 
g a t i n g a c c i d e n t a l r e l a t i o n s h i p s between o b j e c t s , 
d e f e r r i n g the c r e a t i o n o f a m e n t a l model u n t i l 
a q u e s t i o n i s r a i s e d , e t c . ) bu t a re s t i l l u n 
dec ided about the bes t way to p r o c e e d . 
A n o t h e r d i f f i c u l t y ( i n i t i a l l y p o i n t e d ou t t o u s 
b y P h i l J o h n s o n - L a i r d ) i s t h a t t h e p r e p o s i t i o n 
a t seems to have the f u n c t i o n o f s p e c i f y i n g a 
c a n o n i c a l r e l a t i o n between s u b j e c t and o b j e c t . 
Thus " t h e c h a i r i s a t the d e s k " d e s c r i b e s a 
s p e c i f i c r e l a t i o n s h i p — i f t he c h a i r i s ups ide 
down o r f a c i n g away f rom the d e s k , i t can no 
l onge r be n a t u r a l l y s a i d to be a t t he desk . 
S i m i l a r l y a t p i c k s ou t c a n o n i c a l r e l a t i o n s i n 
" I s t o o d a t the w i n d o w , " "John was a t the door," 
" I am at my d e s k , " e t c . A t seems to r e q u i r e 
s p e c i a l s c e n a r i o s f o r each o b j e c t , and i s o t h e r 
w ise r e g u l a r o n l y i n t h a t most s c e n a r i o s r e 
q u i r e p r o x i m i t y o f s u b j e c t and o b j e c t . 
Many p r e p o s i t i o n s r e q u i r e t h a t the p o s i t i o n s o f 
the speaker a n d / o r l i s t e n e r w i t h r e s p e c t t o the 
s u b j e c t and o b j e c t be known. For example , I 
c o u l d say to a l i s t e n e r i n Japan t h a t "Urbana 
i s near C h i c a g o , " ( i t i s abou t 130 m i l e s away) 
but I wou ld no t say t h i s to a l i s t e n e r 10 m i l e s 
f rom Urbana (see f 5 ] ) . 
Most d i f f i c u l t (and most e x c i t i n g ) o f the p r o 
blems we a r e aware of a re t he t r a n s f e r s o f mean-
i ngs f r om the s p a t i a l domain t o a b s t r a c t do
m a i n s . A r e p r e s e n t a t i o n o f p h y s i c a l o b j e c t s , 
e v e n t s , and t h e i r r e l a t i o n s s h o u l d b e a b l e t o 
b e used i n c o n s t r u c t i n g e f f e c t i v e r e p r e s e n t a 
t i o n s f o r a b s t r a c t phenomena. An i m p o r t a n t part" 
o f u n d e r s t a n d i n g t h e a b s t r a c t use o f p repo 
s i t i o n s i n v o l v e s i d e n t i f y i n g the " c o v e r t c a t e 
g o r i e s " [ 14 ] t o wh ich words b e l o n g . As an ex 
amp le , c o n s i d e r the phrases b e l o w : 

We suggest t h a t bo th t r o u b l e and ca r be long to a 
c o v e r t c a t e g o r y wh i ch c o u l d b e c a l l e d " s p a t i a l 
e n c l o s u r e s , " but t h a t m i s c h i e f does no t be long 
t o t h i s c a t e g o r y , even though i t s meaning i s 
c l o s e r t o t r o u b l e ' s t han i s c a r ' s mean ing . T h i s 
example seems to us to be s i m i l a r to the mass/ 
coun t d i s t i n c t i o n i n E n g l i s h - - w o r d s l i k e house , 
p e r s o n , and book a re coun t nouns (we can say"a 
h o u s e " o r " two h o u s e s " ) whereas sand , b u t t e r , 
and w a t e r a re mass nouns (we cannot say "a sand" 
OR " two s a n d s , " bu t must add a measure p h r a s e , 
e . g . " a t o n o f s a n d , " o r " a l o t o f sand " ) Mass 
nouns w i t h common measures a s s o c i a t e d w i t h them 
can sometimes be used as count nouns , as in 
" W a i t e r , b r i n g me two w a t e r s , " and some nouns , 
l i k e paper , seem t o f i t e q u a l l y w e l l i n e i t h e r 
c a t e g o r y . (Such c a t e g o r i e s a re e x t e n s i v e l y d i s 
cussed i n [ 12 ] and [ 1 4 ] . For those i n t e r e s t e d 
i n t h i s t o p i c , J a c k e n d o f f [ 7 ] i s a f a s c i n a t i n g 
source o f i d e a s ; a l s o see Wa l tz [13 ] and 
Py l yshyn [ 1 0 ] . ) 
7. RELATED WORK 
T h i s r e s e a r c h has been i n f l u e n c e d by a number of 
o t h e r p i eces o f w o r k ; t h r e e i tems s tand our par-
t i c u l a r l y : a t h e s i s by N. Goguen [ 6 ] , a r e p o r t 
by G. S. Cooper [ 4 ] , and a paper by H.H. C l a r k 
[ 3 ] . Cooper ' s work deve loped a se t o f p r i m i 
t i v e s and paper d e f i n i t i o n s f o r a number o f p r e 
p o s i t i o n s . W h i l e t h e p r i m i t i v e s p roved t o b e 
i nadequa te when we began programming, t h i s paper 
was a n i n s p i r a t i o n f o r t he o v e r a l l a p p r o a c h . 
Goguen w r o t e a program in many ways s i m i l a r to 
t h i s , but d i d n o t address the problems o f m u l 
t i p l e i n t e r p r e t a t i o n s o f p r e p o s i t i o n s . C l a r k ' s 
paper p r o v i d e d v a l u a b l e i n s i g h t s i n t o the c o o r 
d i n a t e systems u n d e r l y i n g s p a t i a l l anguage , and 
i n t o the t y p e s o f men ta l models peop le c r e a t e 
f rom scene d e s c r i p t i o n s . 
D. V. McDermo t t ' s TOPLE [8 ] d e a l t w i t h some v e r y 
i n t e r e s t i n g a s p e c t s o f b u i l d i n g a " m e n t a l model " 
o f a scene f rom n a t u r a l l anguage . For example , 
g i v e n the s e n t e n c e : 

(13 ) The banana i s under the t a b l e , b y the b a l l , 
t h e r e a re two i n t e r p r e t a t i o n s : ( I ) t he b a l l can 
be under t h e t a b l e , o r ( 2 ) the b a l l can be near 
the t a b l e , bu t no t under i t . I f w e were g i v e n 

(14) The banana is under the t a b l e , by the 
f l o o r lamp. 

t hen the i n t e r p r e t a t i o n where t he f l o o r lamp i s 
near but no t under t he t a b l e becomes more l i k e l y , 
based on the t y p i c a l s i z e o f a f l o o r lamp. Mc
D e r m o t t ' s p rogram i s a b l e t o use s i z e t o make 
t h i s t ype o f d i s t i n c t i o n . However, the "men ta l 
m o d e l " i n t h i s work i s a da ta base o f a s s e r t i o n s , 
e . g . 

(UNDER TABLE1 BANANA1). 
W i n o g r a d ' s SHRDLU [15 ] is p r o b a b l y the most 
c l o s e l y r e l a t e d p rog ram, though i t s t asks were 
r a t h e r d i f f e r e n t - - i t s " m e n t a l m o d e l " was known 
c o m p l e t e l y t o the language u n d e r s t a n d e r , n o t con 
s t r u c t e d b y d e s c r i p t i v e n a t u r a l language i n p u t . 
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ABSTRACT - This paper presents a method for automatically analyzing programs and discusses why it is a useful way to 
look at programs. The method is based on the idea that there are only a few basic ways in which the logical structure 
Of programs is built up. An experiment is presented which shows that this accounts for the structure of a large class Of 
programs. The paper discusses how the method can be used to automatically analyze the structure of a program, and 
how the resulting analysis can be used to guide a proof of correctness for the program. An automatic system is 
described which performs this type of analysis. The paper discusses the relationship between the structure building 
methods presented and programming language constructs. 

1- Introduction 

This paper presents a method (described fully in [21]) for 
analyzing programs. This analysis of a progarm results in a 
"plan" for the program which represents the underlying logical 
structure of the program. The analysis method is based on the 
observation that programs are built up in a small number of 
stereotyped ways referred to as plan building methods (PBMs). 

An important application of PBMs is that they can be used to 
analyze a loop in a way which makes it easier to understand 
what the loop does and why. Section 2 shows why this is a 
more useful analysis than one based on basic structured 
programming constructs. Section 3 describes the PBMs in detail. 
Section 4 discusses how an analysis of a loop in terms of the 
PBMs can be used to guide a proof of correctness for the loop. 
II also shows why the resulting proof is more useful than a 
proof based on a single loop invariant. 

An experiment is discussed in Section 5 which shows that the 
PBMs can be used to analyze a large class of programs. The 
experiment also shows that the pieces which result from the 
analysis are largely simple and easy to understand. A system 
(described in Section 6) has been implemented which performs 
PBM analysis automatically. Section 7 discusses the relationship 
between the PBMs and current programming language 
constructs. 

2. Desiderata For an Analysis Method 
An analysis method views a program as built up out of parts, 
and makes it possible to understand the relationship between 
the operation of the program as a whole and the operation of its 
parts. From the point of view of gaining an understanding of a 
program, the parts are subproblems. Once the parts have been 

This report describes research done at the Artificial Intelligence 
Laboratory of the Massachusetts Institute of Technology. 
Support for the laboratory's artificial intelligence research is 
provided in part by the Advanced Research Projects Agency of 
the Department of Defense under Office of Naval Research 
contract N88814-75-C-8643. 

understood, their understandings can be combined in order to 
obtain an understanding of the whole. 

There are several criteria which can be used to evaluate the 
usefulness of an analysis method. First, given a program, it 
should be straightforward to identify the parts. Second, the 
parts should be easier to understand than the whole. Third, the 
process of developing an understanding of the whole based on 
understandings of its parts should be as easy as possible. 

The development which is most similar to PBMs has been the 
development of structured programming constructs. Consider 
the loop program in Figure 1. A naive approach to looking at 
how this program is logically built up is based on the idea that it 
is constructed on a line by line basis. Given this approach, it is 
easy to analyze the program in order to break it up into its 
component parts (the six lines of the program). Further, the 
parts are indeed much easier to understand than the program as 
a whole. However, the problem with this approach is that it is 
not at all easy to discover what the program does once the 
parts are understood, because the interactions of the lines with 
each other are complex. 

The basic structured programming constructs (composition, 
if-then-else, and do-while) suggest a much better analysis 
method. They indicate that the program should be viewed 
logically as being built up hierarchically using these structured 
programming constructs. Figure 2 depicts the program in 
Figure 1 analyzed in terms of these three basic structured 
programming constructs. The program is analyzed as being a 
composition of ''Z-0'' with an extended form of do-while which 
consists of counting from 1 to N in I and a body which is an 
if-then-else consisting of a predicate "A(I)>0'' and a then clause 
''Z-Z+A(I)''. 
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When it is possible without transforming a program, this is an 
easy analysis to perform. This is true whether or not the 
program is written in a syntactically structured way. It is 
possible to write a program which cannot be analyzed in terms 
of the basic structured programming constructs, unless it is first 
transformed to change the topology of its control flow. (An 
example of this is a program which contains a loop with more 
than one entry point). However, a large number of programs 
can be directly analyzed in this way. In any case, the parts are 
easy to understand once they are isolated. 

Let us now look at the structured programming oriented 
approach in the light of how easy it is to develop an 
understanding of the result based on understandings of its 
parts. First consider if-then-else. If the parts are understood, 
then it is easy to get an understanding of the whole. Namely, in 
a given situation an if-then-else either acts like the then clause, 
or like the else clause, depending on the value of the predicate. 
In Figure 2 the if-then-else adds A(I) to Z if A(I)>0. Composition 
is also an easy operation to understand. In general, these two 
structured programming constructs, which describe non-looping 
programs, meet the criteria set forth above very well. 

In contrast, consider the construct do-while in the light of how 
easy it is to develop an understanding of the resulting program 
based on understandings of its parts. The body of the loop in 
Figure 2 can be understood as a conditional which adds A(I) to Z 
if A(I)>0. Unfortunately, it is not easy to go from this to an 
understanding that the loop adds the sum of the positive 
members of the first N elements of A to the initial value of Z. It 
is easy to conclude this if an appropriate loop invariant can be 
found. However, in general, it is not easy to find such an 
invariant. 

Another problem with the analysis in the figure is that the close 
relationship between the statements "Z«BH and "Z-Z+AU)" is not 
made clear. In order to analyze a program in such a way that 
things which are intimately related are closely linked together, 
these two statements should be put together in a single locality 
distinct from the rest of the loop. Having the statements spread 
through the loop makes it harder to understand that the 
program as a whole computes the sum of the positive members 
of the first N elements of A. 

The difficulties with do-while stem from the way it looks at a 
loop. The body of the loop is first ana\yzed like any other 
straight-line program. This understanding of the body is then 
bootstrapped up to an understanding of the loop as a whole. 
The problem is that this bootstrapping process is far from 
automatic. The PBMs for loops take a different approach. They 
are based on the idea that the body of a loop should not be 
analyzed in the same way as a straight-line program. Instead, 
they break the loop up in order to analyze it as built up out of 
stereotyped loop fragments. (The lines "Z»0" and "Z-Z+AU)" are 
an example of such a fragment.) 

The PBMs for loops break the loop in Figure 2 up into four 
fragments as shown in Figure 3. The first fragment (A) counts 

up by one from one. It enumerates the sequence of integers 
(1,2,...). The second fragment (B) tests the sequence of 
integers produced by A and stops the loop when an integer 
greater than N is found. This has the effect of truncating the 
sequence of integers to the sequence {1,2,... N). The third 
fragment (C) operates on the truncated sequence of integers. It 
restricts the sequence by selecting only those integers which 
correspond to positive elements of the vector A. The last 
fragment (D) computes the sum of the elements of A 
corresponding to the integers in the restricted sequence 
produced by C. In the loop as a whole, the four fragments are 
cascaded together so that the loop computes the sum of the 
positive members of the first N elements of A. 

The key feature of the analysis above is that it breaks the loop 
apart along a different dimension from the one used by an 
analysis in terms of do-while. There are two principle 
advantages to looking at a loop in this new way. First, the loop 
is broken up into pieces which correspond to easily understood 
stereotyped fragments of looping behavior. Second, the way 
the pieces arc combined is logically equivalent to composition, 
which makes it easy to understand. 

In order to make the idea that the fragments of the loop are 
composed together precise, the notion of a temporal sequence 
of values has been developed jointly by Howard Shrobe [19] 
and the author [21]. Given a program, such as a loop, which is 
repetitively executed, it can be useful to talk about the 
sequence of slates in which some part of the program is 
executed, and about the sequences of values available in those 
states. For example, consider the statement MZ-Z*A(ir in the 
loop in Figure 2. This statement is executed in a sequence of 
states. There are sequences of values of I, and Z which are 
available in those states. These sequences are referred to as 
temporal sequences of values. The insight is the realization that 
logically, a temporal sequence of values can be treated in the 
same way as any aggregate data object. The concept of lazy 
evaluation [5, 8] uses the same insight going in the other 
direction. If an aggregate data object (such as a sequence of 
numbers) is desired, then it can be created temporally, rather 
than all at once, so that each piece of it is not actually created 
until it is needed. 

Looking back at Figure 3, fragment A produces a temporal 
sequence of values of I. The elements of this sequence are 
tested by fragment C. Logically, the key relationship is that A 
creates data used by C. A is composed with C by passing this 
data from A to C. Viewed abstractly, it makes no difference 
whether this data is put into a vector which is passed all at once 
to C, or, as in the example, A and C are intermingled so that C 
can use each individual value created by A as soon as it is 
produced. Intermingling A and C is just an efficient way of 
implementing the data flow from A to C. 

The key property of composition which makes it an easy 
process to understand is that the only interaction between two 
things which are composed together is that one passes data to 
the other. They have no other effect on each other. The loop 
fragments above have this key property. Fragment A will 
produce a sequence of values of I counting up from 'me no 
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The PBM composition is used to construct arbitrary 
non-branching sections of straight-line code. Two special cases 
of composition are recognized because they have particularly 
useful logical properties. The PBM conjunction combines 
segments in such a way that there is no data flow between the 
segments. This means that the pieces are totally independent 
and can be understood completely in isolation from each other. 
It is particularly easy to understand what a conjunction does, 
because the specifications for the conjunction as a whole are 
simply the conjunction of the specifications for the segments 
which have been combined. 

With the PBM expression, as with composition in general, there 
is data flow carrying the outputs of segments to the inputs of 
other segments. The PBM expression is more restricted than 
general composition in that the segments combined are required 
to have "substitutable" specifications. A specification is said to 
be substitutable if each output is described by a single assertion 
of the form "output-expression-involving-the-inputs". For 
example the segment "COS" is described by the assertion 
Houtput''cos(input)''. It is easy to understand what an 
expression does, because substitution can be used in order to 
develop simple specifications for the expression as a whole. 

In contrast to an expression, a general composition can combine 
segments with non-substitutable specifications. This makes it 
cumbersome to develop a description of what the result does. 
For example, in the composition in Figure 5, SORT might well be 
described as producing an output which contains the same 
elements as the input, and in which the elements appear in 
increasing order. This being the case, simple substitution will 
not suffice to conclude that the composition as a whole 
computes the minimum element in the input. Some actual 
deduction is required. 

It is very easy to analyze a straight-line segment of a program 
in terms of the straight-line PBMs because it is not possible to 
confuse an instance of one with an instance of another. This is 
due to the fact that there are only three basic PBMs (predicate, 
composition, and conditional) and the fact that they are 
completely different from each other. It should be noted that it 
is possible to write a straight-line program which is 
unstructured in that it cannot be analyzed in terms of these 
PBMs, or in terms of structured programming constructs, without 
first transforming the code. 

The four PBMs which build up recursive structures embody the 
idea that recursive structures are built up by composing 
together stereotyped fragments of recursive behavior in a way 
which is exactly analogous to the way non-branching 
straight-line segments of code are built up by composing simple 
segments together. For simplicity, the discussion below 
describes the recursive PBMs solely in terms of loops. The 
discussion in [21] shows how they apply to arbitrary singly 
self-recursive programs. Three of the recursive PBMs 
(augmentation, filter, and termination) construct loop fragments. 
The fourth one (temporal composition) combines fragments 
together. 

The PBM augmentation combines an initialization which is 
executed once with a body which is executed repetitively in 
order to create a loop fragment. The resulting fragment takes 
in temporal sequences of values and produces temporal 
sequences of values. The name "augmentation" is derived from 
the fact that an augmentation can be added into a loop in order 

937 



result computes the sum of the positive members of the first N 
elements of the array A since the augmentation A counts up by 
1 from 1, the termination B truncates this sequence at N, the 
filter C selects the elements of the sequence which correspond 
to positive members of A, and the augmentation 0 computes a 
sum of these elements. 

The process by which the fragments are actually combined in 
order to produce the resulting loop is somewhat complicated. 
This process is designed so that the validity of the simple logical 
analysis in terms of composition will be preserved. The 
fragments are taken apart, and their pieces are reassembled into 
the resulting loop. The initializations of the fragments are 
placed before the resulting loop. The bodies are placed inside 
the loop. Their arrangement in the loop is dictated by the data 
flow communicating temporal sequences of values between the 
fragments The Key idea is that if the body of one fragment 
uses a temporal sequence created by the body of another 
fragment, then the first body should be placed after the second 
one in the resulting loop. The action of a filter is produced by 
placing the bodies which receive its outputs within the scope of 
a conditional predicated on the filter's test. 

It turns out to be straightforward to analyze a loop in order to 
break it apart into fragments combined by temporal composition. 
The analysis process is based on locating sections of the loop 
which do not affect any other parts of the loop. One section 
affects another if it either has data flow to it, or if it controls 
when it will be executed. Once such a section is located, it is 
removed as a fragment and the analysis continues. This process 
is sufficient to locale augmentations and filters. Consider the 
resulting loop in Figure 9. If it were being analyzed, the first 
fragment to be located would be D. This would be done by 
noticing that the line "Z=Z+AOT does not have data flow to any 
other part of the loop. Once this line is removed the filter C is 
no longer controlling the execution of anything, so it too can be 
isolated and removed. 

Terminations are somewhat more complex because they perforce 
affect everything else in the loop since they determine when 
the loop will terminate. To allow them to be located and 
removed, the definition of not affect is weakened in order to 
allow this particular kind of effect. In order to maintain the 
logical structure based on composition, the descriptions of the 
fragments have to be prohibited from mentioning anything which 
a termination can affect (namely the absolute number of timet 
anything will be executed). 

938 



4. Using PBM Analysis to Guide Verification 
The most fundamental impact of the PBMs on verification is that 
they break up a program into a useful hierarchy of segments 
within segments. This structure can be used as the underlying 
structure of a proof of correctness, by determining 
specifications for each segment and then verifying these 
specifications. With each subproof, the method which is used to 
generate a proof can benefit from the fact that it only has to 
work on the single subproof which has been singled out by the 
PBMs, rather than on the program as a whole. 

The impact of the PBMs on the structure of a correctness proof 
is greatest with regard to loops. They lead to a proof which is 
fundamentally different in form from the standard approach of 
using a single loop invariant. Consider the program in Figure 10 
and how it would be verified by using a single loop invariant as 
originally introduced by Floyd [4] and Hoare [9]. Assertions 
are passed over the body of the loop in order to develop a 
statement of what the body does. Then an appropriate loop 
invariant is developed. Finally, the statement of what the body 
does is used to prove the invariance of the loop invariant, and 
the loop invariant is used to verify the specifications of the 
loop. 

One of the most difficult steps in a proof of this form is the 
determination of an appropriate loop invariant. Considerable 
research has been done on ways to automatically develop 
invariants. Much of this work centers around heuristic methods 
which can be used to guide a search for an invariant [6, 12, 22J. 
Some of it is oriented toward directly deriving invariants for 
specific classes of loops [2, 3, 14]. The work of Basu and Misra 
is particularly interesting. They analyze the mathematical 
properties of a loop in order to directly derive an appropriate 
loop invariant for certain classes of loops. 

Figure 11 shows how the program in Figure 18 would be 
analyzed by PBMs, and how this leads to a proof of correctness. 
The program is divided into six parts: an augmentation which 
enumerates integers in K, a termination which truncates this to 
the sequence of integers from 1 to 18 in K, an augmentation 

which enumerates the integers from 11 to 20 in L, a filter which 
restricts these temporal sequences of values by selecting only 
those elements which correspond to positive values of C(K), an 
augmentation which computes the sum of the indicated elements 
of A, and an augmentation which computes the sum of the 
products of the indicated elements of A. This decomposition 
leads to a style of proof based on composition which is very 
different from the proof in Figure 10. First several lemmas are 
proved. Each lemma summarizes the actions of one of the parts 
of the program. Second, the lemmas are combined by 
composition in order to yield the desired result. 

loop fragment values it produces 

The problem of finding the loop invariant is dealt with by 
breaking it up into pieces. No invariant is needed in order to 
verify the program as a whole. Rather, each of the proofs of 
the lemmas requires an invariant. However, each of these 
proofs is so simple that it is easy to determine what the 
invariant should be by the methods of Basu and Misra, if not by 
simple recognition. It should be noted that not all programs can 
be decomposed by PBMs as nicely as the one in the example. 
There is no limit to the complexity of the pieces which result. 
Therefore, it may be very difficult to determine the invariant 
needed to prove one of the lemmas needed. Even in this 
situation, the PBM analysis is useful because it determines the 
parts of the invariant as a whole which are easy and separates 
them from the parts which are difficult. PBM analysis is not a 
uniform procedure which will determine the invariant for any 
loop; rather, it simplifies the problems involved with finding most 
of the invariant for most loops. 

The fundamental difference between the form of the proof 
engendered by PBM analysis and the form of the proof resulting 
from the single invariant method becomes apparent when the 
proof is used for something other than giving a yes/no answer 
to the question of whether or not the program is correct. For 
example, suppose that the program were incorrect and that 
therefore the proof failed. The PBM proof is broken up into a 
sequence of steps which are directly linked to parts Of the 
program. If the failure of the proof can be localized to one of 
the steps of the proof, then the bug in the program can be 
localized to the corresponding part of the program. The failure 
of a proof based on a single loop invariant does not lend itself 
to this kind of analysis. 
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5. An Experiment 
The straight-line PBMs are similar to basic structured 
programming constructs, and can be used to analyze any 
straight-line program that does not have spaghetti-like control 
flow. The loop PBMs are more novel, and it is not immediately 
clear how wide their range of applicability is. An experiment 
was performed in order to estimate what percentage of the 
loops which programmers actually write can be analyzed in 
terms of the PBMs without anything more than trivial 
transformations being done. 20% of the 220 programs in the 
IBM FORTRAN Scientific Subroutine Package (SSP) [10] were 
chosen at random and analyzed in terms of the PBMs by hand. 
The SSP was chosen as an object of study because it is a large 
group of clearly written programs which is an actual commercial 
product. 

The 44 programs chosen contained 164 loops. It was possible 
to analyze all of the loops with the PBMs. They were analyzed 
as being built up by means of the PBM temporal composition out 
of 442 augmentations, 6 filters, and 186 terminations. 
Configurations which cannot be analyzed (such as a loop with 
more than one entry point) did not occur in these loops. The 
sole difficulty was that one loop had multiple level error exits 
which branched outside of the loop from inside an inner loop. In 
order to analyze the error exits in terms of the PBMs, they had 
to be looked at as being explicit exits from the inner loop and 
the outer loop. This may or may not be a good way to look at 
them. 

Nearly 90% of the time, the pieces which resulted from PBM 
analysis were very simple. Of the 442 augmentations, 374 (85%) 
were either easy to understand because they did not have 
feedback to themselves, or easy to recognize as a product, a 
sum, a max, a min, or a count. Only 31 (7%) were really difficult 
to understand. The remainder were of intermediate complexity. 
All 6 filters were simple comparisons with zero and therefore 
easily understood. 

Of the 186 terminations, 165 (89%) were very simple to 
understand because they were simple comparisons with a fixed 
number, and the input which they tested was a simple sequence 
of numbers, most often (1,2,3,...). Due to the fact that their 
tests and inputs were so simple, it was trivial to determine the 
exact number of states associated with their inputs, and hence 
exactly when the loops they were in would terminate. Most of 
the 21 terminations that were more complex, were additional 
terminations in loops which had at least one simple termination. 
As a result of this, 162 (99%) of the 164 loops contained at least 
one simple termination, and therefore can be trivially shown to 
terminate. 

6. An Automatic Analysis System 
The author has implemented a system (described fully in [21]) 
which automatically analyzes programs in terms of PBMs. The 
system operates in two phases. A translation phase reads in • 
program and converts it to a language independent internal form 
called a "surface plan". An analysis phase then analaysis the 
program by looking at its surface plan. 

A surface plan makes the control flow and data flow explicit 
independent of the syntactic constructs of any particular 
language. It is essentially a graph with two kinds of arcs. The 
nodes of the graph correspond to primitive operations such as: 
plus, times, and less than. One type of arc specifies the flow of 

a data object from one node to another. The other type of arc 
specifies the flow of control from one node to another. 
Constructs which languages use to implement data flow (such as: 
variables, assignment, parameters, and nesting of expressions) 
are not present in a plan. All information about data flow is 
contained in the data flow arcs. Similarly, constructs which 
languages use to implement control flow (such as GOTOs and 
sequential placement of statements) are eliminated in favor of 
the control flow arcs. 

A translator has been written which converts FORTRAN 
programs, like those in the IBM SSP, into surface plans. Charles 
Rich [17] has written a translator which converts LISP programs 
into surface plans. After this conversion, the analysis phase of 
the system works on LISP programs just as easily as on 
FORTRAN programs. 

The translator works by running over the program like an 
evaluator, creating control flow arcs, data flow arcs, and nodes 
which comprise a surface plan as it goes. The translator has 
detailed knowledge of the constructs which implement data flow 
and control flow. It does not have any knowledge of what the 
primitive functions do except how many inputs and outputs they 
have. 

Once a program has been translated into a surface plan, it is 
then analyzed in terms of PBMs. This is done in two main steps. 
The first step looks primarily at the control flow arcs and 
analyzes the straight-line sections of the program while merely 
identifying the loops in it. This is essentially an analysis in 
terms of basic structured programming constructs as discussed 
in Section 2. The analysis is done bottom up by locating minimal 
configurations which can be grouped together in accordance 
with a PBM. Whenever such a configuration is located, it is 
grouped together into a single node, and the analysis continues. 
This process terminates when the entire program is grouped 
into a single node. 

The first step of analysis can be compared with the system of 
B. Baker [1]. Her system uses graph theoretic methods in order 
to analyze FORTRAN programs based on their control flow in 
terms of basic structured programming constructs. Her system 
then outputs the program in a structured form. GOTOs are used 
in situations where an analysis in terms of the structured 
programming constructs is not possible. 

The second analysis step analyzes the loops discovered by the 
earlier steps according to the four PBMs temporal composition, 
augmentation, filter, and termination. This analysis is based 
primarily on data flow connectivity and proceeds as described in 
Section 3. For example, augmentations are located by finding 
minimal subsets of the body of a loop which do not have data 
flow to any other part of the loop. Once an augmentation is 
discovered, it is removed from the loop and the remaining loop 
is analyzed further. 

7. PBMs and Programming Language Constructs 
The PBMs which are used in the first step of analysis 
correspond to basic structured programming constructs. If the 
analysis system operated on programs written in a language 
which required the use of these basic structured programming 
constructs, the first step of analysis would not be necessary. 
On the other hand, the loop PBMs do not correspond to any 
existing structured programming constructs. 

However, the loop PBMs do embody natural ideas, and many 
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programming constructs have features in common with them. 
For example, there are a variety of constructs which have the 
feature that they separate out an augmentation and a 
termination, which together enumerate a sequence of values, 
from the rest of the loop which does something with them. The 
most common example of this is the DO statement. It makes a 
clear syntactic distinction between the enumeration of a 
sequence of integers and their use. However, in most languages, 
the DO statement does not correspond semantically to an 
augmentation and a termination because the programmer is not 
prohibited from assigning to the DO variable in the body of the 
loop. 

The MAPC function in LISP is similar to the DO statement except 
that it enumerates the elements of a list instead of a sequence 
of integers. GENERATORS in ALPHARD [18] and ITERATORS in 
CLU [13], extend this concept to the enumeration of elements of 
arbitrary data types. The MAPCAR function in LISP is 
interesting because as well as enumerating the elements in a 
list, it contains a standard augmentation ''(SETQ X NIL) 
(SETQ X (APPEND X result))" which forms a list of the results. 

The language APL [15] has several operators which operate 
directly on vectors in a fashion very similar to the way PBMs 
operate on temporal sequences of values created by loops. For 
example, the reduction operator is similar to augmentation in 
that it applies an operator such as plus or times to the elements 
of a vector in order to compute the sum or product of all the 
elements in the vector. 

The Language developed by Kahn and MacQueen [11] makes it 
possible to construct coroutine processes operating on 
sequences of values which interact in the same way as 
augmentations and filters. The processes can be combined 
together into expressions which can be evaluated either 
sequentially, Or in parallel. 

With either APL or the language of Kahn and MacQueen, in order 
to get the significant savings in time and space which result 
from implementing augmentations and filters by loops operating 
on temporal sequences of values the language would have to 
have a smart compiler. The compiler would have to know how 
to combine the pieces together into loops. The work which has 
been done on developing a compiler for APL (see for example, 
[7]) indicates that this is not an unreasonable goal. 

8. Conclusion 
The basic idea behind the analysis method presented here is 
that a typical loop can be looked at as a composition of 
stereotyped fragments of looping behavior. This point of view 
reflects the way many programmers analyze, understand, and 
reason about loops. The PBMs, and the idea of temporal 
sequences of values are important because they make if 
possible for an automatic system to analyze, understand, and 
reason about loops in this same straightforward way. 

The PBMs were developed as part of a larger research project. 
The goal of this project is to develop a system (called the 
"Programmer's Apprentice") which can assist a person who is 
writing a program. Research on this system [16, 17, 19, 20, 21] 
is being carried out by a group consisting of Charles Rich, 
Howard Shrobe, and the author. The intent is that the 
apprentice system will cooperate with a programmer throughout 
all phases of work on a program and be able to communicate 
with him about it. The programmer will do the hard parts of 

design and implementation while the apprentice will act as a 
junior partner and critic, keeping track of details and assisting 
the programmer whenever possible. PBMs play an important 
role in the processes by which the apprentice develops an 
understanding of and reasons about a program. 
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ABSTRACT 
EXPERT Is a system f o r designing and 

bu i l d i ng models f o r c o n s u l t a t i o n . An EXPERT 
model cons is ts of hypotheses (which can be 
s t ruc tu red I n to causal and taxonomic 
networks) ; f i nd i ngs or observat ions ; and 
dec is ion r u l e s f o r l o g i c a l l y r e l a t i n g these 
components. A r e l a t i v e l y simple language 
f o r descr ib ing models is employed. Logical 
and p r o b a b i l i s t i c r u l es are r e s t r i c t e d to 
p a r t i c u l a r types which i m p l i c i t l y order the 
tasks performed by the c o n t r o l s t r a t e g i e s : 
c l a s s i f i c a t i o n , quest ion s e l e c t i o n , and 
exp lana t ion . E x p l i c i t representa t ions o f 
dec is ion r u l e s are emphasized, as opposed to 
suboptimal scor ing f unc t i ons . This r e s u l t s 
in more e a s i l y p red ic tab le and cor rec tab le 
performance f o r a model. The system is 
c u r r e n t l y being used to develop consu l ta t i on 
models in domains such as rheumatology, 
ophthalmology, and endocr inology. 

INTRODUCTION 
The development of knowledge-based 

consu l ta t i on programs tha t e x h i b i t 
near-expert performance has progressed 
r a p i d l y in recent years [ 1 - 1 ] . These 
e f f o r t s have focused on s p e c i f i c medical 
a p p l i c a t i o n areas and have r e l i e d on one or 
more experts to bu i l d a knowledge base. The 
hal lmark of these consu l ta t i on systems has 
been t h e i r re l i ance on la rge amounts of 
s t ruc tu red expert knowledge in the 
a p p l i c a t i o n domain [ 5 ] . In each system, the 
choice of knowledge representa t ion has come 
f i r s t , and been a primary determinant of the 
type of reasoning procedures used. In 
con t ras t to t r a d i t i o n a l methods of automated 
d iagnos is , l i t t l e emphasis has been placed 
on the o p t i m a l i t y of decision-making under 
general c r i t e r i a ( u t i l i t y , in fo rmat ion 
en t ropy , e t c ) . Rather, these systems have 
attempted to develop representat ions based 
on s imula t ions of the experts* conceptual 
s t ruc tu res and reasoning [ 6 ] . The var ious 

systems have been reviewed and contrasted 
in [ 7 ] and [ 8 ] . Szo lov i ts and Pauker [ 8 ] 
po in t out tha t there is f requent and general 
use o f ca tegor i ca l ( e x p l i c i t ) dec is ion ru les 
In a l l the systems, al though they a l l a lso 
use var ious kinds of h e u r i s t i c scor ing 
methods to capture the uncer ta in ty 
associated w i th medical dec is ions . 
Unfor tunate ly , these methods o f ten have side 
e f f ec t s of propagation that make the r e s u l t s 
of a consu l ta t i on less c l e a r l y p r e d i c t a b l e . 
Despite the spec i f i c app l i ca t i ons fo r which 
they were f i r s t developed, some of the 
systems, such as CASNET and MYCIN have been 
general ized to accept knowledge bases in 
other domains. A f te r several years of 
developing the CASNET representa t ion [ 9 ] t 
enough new ideas have emerged from our own 
experience and that of the other AIM 
( A r t i f i c i a l I n t e l l i g e n c e i n Medicine) 
i nves t i ga to r s to lead us to develop a new 
and more general representat ion of knowledge 
f o r use in consu l ta t i on systems. 

The new consu l ta t i on scheme EXPERT, 
cons is ts o f a general f a c i l i t y f o r 
developing and t es t i ng consu l ta t ion models. 
It was designed without being t i ed to a 
spec i f i c a p p l i c a t i o n . EXPERT has been used 
to develop models in ophthalmology, 
endocrinology and rheumatology. Some of the 
major themes in the design of EXPERT 
i nc l ude : 

1) a r e l a t i v e l y simple language and 
no ta t ion to represent expert knowledge. The 
representa t ion is cons is ten t w i th the 
t r a d i t i o n a l two- leve l view of a d iagnost ic 
problem: se lec t i ng appropr ia te hypotheses 
or conclusions by i n t e r p r e t i n g a set of 
f i nd ings or observat ions . 

2) an emphasis on ca tegor i ca l reasoning 
instead of on suboptimal scor ing f u n c t i o n s . 
A form of p r o b a b i l i s t i c product ion r u l e s is 
a v a i l a b l e , which can be compatible w i th 
s t a t i s t i c a l l y accurate c l a s s i f i c a t i o n when 
appropr ia te data i s a v a i l a b l e . 
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3) d e s c r i p t i v e knowledge as a 
p a r t i a l l y - o r d e r e d conceptual network , a 
s p e c i a l type of a semantic n e t , wh ich , as in 
the CASNET system, can be pre-compi led f o r 
the i n t e r p r e t a t i o n o f i n d i v i d u a l cases, 
hence l ead ing to e f f i c i e n t performance. 

4)an emphasis on d e c i s i o n methods which 
tend to y i e l d p r e d i c t a b l e and c o r r e c t a b l e 
r e s u l t s . This may in some cases r e q u i r e 
t h a t the exper t p rov ide more e x p l i c i t 
s tatements of c o r r e l a t i o n s among f i n d i n g s 
and a g rea te r number of d e c i s i o n r u l e s . The 
rep resen ta t i on and c o n t r o l s t r a t egy s i m p l i f y 
the task o f c o r r e c t i n g erroneous 
conc lus ions . Since the i n t e r a c t i o n among 
r u l e s and the assoc ia ted c l a s s i f i c a t i o n 
s t r a t e g i e s i s c o n s i s t e n t l y p r e d i c t a b l e , i t 
i s not d i f f i c u l t t o t race the changes i n 
program behavior t ha t w i l l r e s u l t from 
m o d i f i c a t i o n o f i n d i v i d u a l r u l e s . A novel 
f ea tu re o f EXPERT i s t h a t i t a u t o m a t i c a l l y 
de tec t s changes in the reasoning about cases 
s tored i n i t s data base t h a t w i l l a r i s e from 
m o d i f i c a t i o n o f the d e c i s i o n r u l e s . This i s 
an impor tan t t o o l f o r i n c remen ta l l y 
genera t ing and t e s t i n g an exper t model . 

The process of c r e a t i n g and running an 
EXPERT dec is ion-mak ing model is somewhat 
s i m i l a r to w r i t i n g and runn ing a computer 
program. An e d i t o r is used to c rea te a f i l e 
which w i l l con ta in statements d e s c r i b i n g a 
model. A model is t r a n s l a t e d i n t o an 
e f f i c i e n t i n t e r n a l r ep resen ta t i on by the 
compi ler program, XP. The model may then be 
executed, and cases may be entered f o r 
c o n s u l t a t i o n , us ing the program EXPER1. 

MODEL DESCRIPTION 
An EXPERT c o n s u l t a t i o n model cons i s t s 

of 3 s e c t i o n s : 
a) hypotheses, 
b) f i n d i n g s , 
c ) dec i s i on r u l e s 

F ind ings are the f a c t s about a p a t i e n t 
e l i c i t e d dur ing a c o n s u l t a t i o n . In a 
medical domain, they are the h i s t o r y , 
symptoms, s i g n s , and l a b o r a t o r y t e s t 
r e s u l t s . F ind ings are repor ted in the form 
o f t r u e , f a l s e , n u m e r i c a l , o r unava i l ab le 
responses to quest ions from EXPERT. 
Hypotheses are the conc lus ions t h a t may be 
i n f e r r e d by the system. They i nc lude 
d iagnos t i c and prognos t ic dec i s i on 
c a t e g o r i e s , therapy recommendations, and 
i n te rmed ia te hypotheses about 
pa thophys io l og i ca l s t a t e s , expected causes 
o f i l l n e s s , o r t y p i c a l aggregates o f 
f i n d i n g s . A measure o f u n c e r t a i n t y is 
usua l l y assoc ia ted w i t h a hypo thes i s . 

Wi th in the 3 sec t i ons of the model , 
severa l subsect ions are p o s s i b l e . The 

rep resen ta t i on used in b u i l d i n g a model 
d i v i d e s the sec t ions as f o l l o w s : 
**HYPOTHESES 
•TAXONOMY 
[•CAUSAL AND INTERMEDIATE HYPOTHESES] 
[•TREATMENTS] 
••FINDINGS 
••RULES 
[•FF RULES] 
•FH RULES 
[•HH RULES] 
Two a s t e r i s k s i n d i c a t e one of the three 
major s e c t i o n s . A s i n g l e a s t e r i s k i nd i ca tes 
a subsec t i on , and brackets i n d i c a t e o p t i o n a l 
s ta tements . 

HYPOTHESES 
The major hypotheses are s t ruc tu red 

i n t o a taxonomic c l a s s i f i c a t i o n scheme. 
Contained w i t h i n the ''TAX0N0MY subsect ion 
shown above are the poss ib le d iagnos t i c and 
prognost ic conc lus ions and the use fu l 
se t -subse t r e l a t i o n s h i p s between general 
d iagnos t i c ca tegor ies and in te rmedia te 
i n t e r p r e t a t i o n s . As an example, we show 
pa r t o f a t h y r o i d disease c l a s s i f i c a t i o n : 
•TAXONOMY 
EU .Euthyro id ( .75) 
ThD .Thyro id Dysfunct ion ( .25) 
HYPER . .Hyper thy ro id ism ( .05) 
HYPO . .Hypothyro id ism ( .20) 
NOP .No Pathology ( .70) 
GRAV .Graves' Disease ( .25) 
The mnemonics f o r each hypothesis become a 
shorthand f o r spec i f y i ng i t s place in the 
p roduc t ion r u l e s . The o p t i o n a l weight 
assoc ia ted w i t h some hypotheses i n d i c a t e s 
t h e i r frequency o f occurrence r e l a t i v e to 
the h igher l e v e l hypotheses in which they 
are i n c l u d e d . The i nden ta t i on i nd i ca tes the 
se t -subse t r e l a t i o n s h i p among hypotheses. 

The o p t i o n a l subsect ion of "*CAUSAL AND 
INTERMEDIATE HYPOTHESES." is used to de f ine 
hypotheses t h a t may not belong in the 
taxonomy because they are not e x p l i c i t 
ca tego r ies of d i sease . However, these 
in te rmed ia te hypotheses can be va luab le 
d iagnos t i c summaries of impor tant 
combinat ions of even ts . They can stand f o r 
pa thophys io log i ca l s t a t e s , such as "e leva ted 
t h y r o i d up take , " or they may a b s t r a c t many 
f i n d i n g s such as "ocu la r symptoms of Graves1 

d i sease . " I t i s usua l l y much s impler to 
reason w i t h a smal l set of such hypotheses 
than w i t h the much l a r g e r set o f o r i g i n a l 
f i n d i n g s . Hypotheses which appear in the 
taxonomy may reappear in t h i s sec t i on 
i n d i c a t i n g a causal or superset -subset 
r e l a t i o n s h i p w i t h the in te rmed ia te 
hypotheses. 

Treatments are a l so descr ibed w i t h i n 



the general no ta t i ona l form of hypotheses. 
Their i n t e r p r e t a t i o n is somewhat d i f f e r e n t . 
They may stand as a taxonomy of t he rap ies , 
or they may be organized i n t o a h ierarchy of 
treatment p lans . The top l e v e l treatment 
hypothesis is the general treatment plan fo r 
a p a r t i c u l a r d iagnost ic category and lower 
l e v e l nodes are subsets of poss ib le 
t reatments . In t h i s case, the weights 
i nd i ca te the p r i o r frequency w i th which i t 
i s bel ieved tha t a spec i f i c treatment w i l l 
be success fu l , g iven tha t the treatment 
category is ind ica ted f o r the p a t i e n t . An 
example of a treatment category i s : 
•TREATMENTS 
RXTHY Thyroid medicat ion 
RXUSP .Thyroid USP 
RXU1 . .Thyro id USP, 1 gram d a i l y 
RXU2 . .Thyro id USP, 2 grams d a i l y 

FINDINGS 
Findings are represented as a t t r i b u t e s 

t h a t can be present , absent, or undetermined 
in the p a t i e n t , or as a numerical v a r i a b l e , 
which when measured adopts a value w i t h i n a 
p re -spec i f i ed range. In those cases where 
uncer ta in ty is associated w i th an 
observa t ion , the uncer ta in ty must be 
described e x p l i c i t l y i n terms o f a d d i t i o n a l 
modi fy ing f i n d i n g s . For example, the 
accuracy of a t es t r e s u l t can be requested, 
and dec is ion r u l e s then w r i t t e n to l o g i c a l l y 
modify in ferences about the o r i g i n a l t e s t . 
Our experience has been tha t uncer ta in ty 
about f ac t s tends to be circumscr ibed by 
experts to a few important s i t u a t i o n s in 
each medical domain. Rather than impose a 
general ized h e u r i s t i c f o r handl ing them, the 
EXPERT representa t ion encourages the model 
bu i l de r to pay a t t e n t i o n to the manner in 
which uncer ta in ty in each important 
s i t u a t i o n a f f e c t s f u r t he r in fe rences . 

For purposes of acqu i r i ng in fo rmat ion 
about a p a t i e n t , four quest ion types may be 
employed: a) m u l t i p l e cho ice , b) c h e c k l i s t , 
c) numer ica l , and d) yes-no. The check l i s t 
quest ion d i f f e r s from a m u l t i p l e choice 
quest ion in tha t the choices are not 
mutua l ly exc lus i ve , and more than one may be 
t r u e . The c h e c k l i s t quest ion combines many 
quest ions t ha t could be asked i n d i v i d u a l l y 
as s i ng le quest ions. Although some items in 
a c h e c k l i s t may be more important than 
o t h e r s , p lac ing them together serves to 
b r ing up f o r cons idera t ion re la ted top ics at 
the same t ime . There is a higher l e v e l of 
oon t r o l over the sequence of quest ion ing by 
the system. I t i s poss ib le to group several 
o f the quest ion types ( c h e c k l i s t , numer ica l , 
e t c . ) together in the form of a 
ques t ionna i re . When a member of the 

quest ionnai re is selected to be asked, a l l 
the questions must be asked in the order of 
the ques t ionna i re . The quest ionnai re is 
p a r t i c u l a r l y e f f e c t i v e when used in 
conjunct ion w i th l o g i c a l cons t ra in ts among 
f i n d i n g s : the f i n d i n g - t o - f i n d i n g , or FF, 
product ion r u l e s . 

Some questions may invo lve d i f f e r e n t 
degrees of r i s k or cos t , which a f f e c t the 
general order in which they are usua l ly 
sought in the course of a c o n s u l t a t i o n . For 
example, h i s t o r y and symptom questions are 
almost always asked before a complicated 
labora to ry t es t is requested. An op t iona l 
cost dec la ra t i on can be associated w i th a 
f i n d i n g . I t serves to order the a c q u i s i t i o n 
c f f i n d i n g s , s ince the quest ioning s t ra tegy 
seeks in fo rmat ion about the leas t c o s t l y 
f i nd ings f i r s t . Examples o f the quest ion 
types are shown below: 
••FINDINGS 
•BEGIN QUESTIONNAIRE 
•NUMERICAL/MIN=1/MAX=100 
AGE Age: 
•MULTIPLE CHOICE 

M Male 
F Female 
•MULTIPLE CHOICE 
Pregnancy t e s t : 
PREGP p o s i t i v e 
PREGN negat ive 
•CHECKLIST 
Symptoms Appeared / In tens i f ied , Past Year: 
RHP Rapid Heart , Pa lp i t a t i ons 
•END QUESTIONNAIRE 

RULES 
There are three types of r u l es fo r 

descr ib ing l o g i c a l r e l a t i onsh ips among 
f i nd ings and hypotheses: 

1) FF - f i nd i ng to f i n d i n g r u l e s , 
2) FH - f i nd i ng to hypothesis r u l e s , 
3) HH - hypothesis to hypothesis r u l e s . 
The FF ru les spec i fy t r u t h values of 

f i nd ings tha t can be d i r e c t l y deduced from 
an already establ ished f i n d i n g . They are 
processed in the f i xed order spec i f i ed by 
the model designer , and are c r u c i a l f o r 
es tab l i sh ing l o c a l c o n t r o l over the sequence 
of questions in a fashion cons is ten t w i th 
medical p r a c t i c e . The format of FF ru les 
i s : 

F(MNE1,TVAL) -> F(MNE2,TVAL) 
where MNE1 and MNE2 are mnemonics fo r 
f i nd ings and TVAL * {T ,F ,U , or a number). If 
the l e f t s ide o f the r u l e i s s a t i s f i e d , the 
response to the r i g h t s ide o f the r u l e is 
known, and quest ion MNE2 w i l l not be asked. 
A simple example of an FF r u l e i s : 

F(M,T) -> F(PREGP.F) 



which would r u l e out seeking pregnancy tes t s 
f o r males. The FF ru l es are p a r t i c u l a r l y 
usefu l when used w i th ques t ionna i res . They 
can descr ibe cond i t i ona l branchings from 
sect ions of the ques t ionna i re . This is most 
advantageous when questions are 
consecut ive ly ordered from the general to 
the s p e c i f i c . 

FH ru l es are l o g i c a l combinations of 
f i nd ings which i nd i ca te confidence in the 
con f i rmat ion or den ia l of hypotheses. The 
general format f o r these r u l e s i s : 

X1 & X2 & ...Xi->H(MNE,CF) - U < CF < = 1 
Where: Xi = F(MNE.TVAL) or 

= [n:F(MNE1,TVAL), F(MNE2,TVAL)...] 
I f the l o g i c a l combination o f f i nd ings on 
the l e f t s ide o f the r u l e i s s a t i s f i e d , the 
hypothes is , MNE, is assigned a confidence 
va lue , CF. The se lec to r argument, n in 
[ n :F (MNE1 , . . . ] , i nd i ca tes tha t i f n o f the 
l i s t e d f i nd ings are s a t i s f i e d , the bracketed 
cond i t i on is evaluated as t r u e . An example 
of an FH r u l e i s : 

F(RHP,T) & F(FFT,T) -> H(HYPER,.5) 
which summarizes the in fe rence : 
I F : rap id heart p a l p i t a t i o n s are reported 
by the pa t i en t to have no t i ceab ly increased 
in the past year and a f i n e f i nge r tremor is 
observed in the p a t i e n t , 
THEN: consider the hypothesis of 
hyperthyroid ism wi th a confidence of 0 .5. 

Confidence measures are assigned on a 
scale of -1 to 1, w i t h 1 being complete 
con f i rmat ion and -1 being complete d e n i a l , 
f o l l o w i n g the CASNET and MYCIN r a t i o n a l e and 
usage [ 2 , 9 ] . When in the course of a 
consu l ta t i on several r u l es are app l icab le in 
i n f e r r i n g a hypothes is , they are compared 
and the s ing le r u l e w i th the MAXIMUM 
absolute value of confidence in the 
hypothesis w i l l p r e v a i l . The maximum is 
used as a fuzzy l og i c se lec to r because of 
the d i s j u n c t i v e nature o f the r u l e s . 
Because no un iversa l scor ing func t ion can 
adequately handle conjunct ions of f i n d i n g s , 
we have taken the approach tha t requ i res the 
designer to e x p l i c i t l y spec i f y separate 
r u l e s f o r s i g n i f i c a n t combinations o f 
co r re la ted f i n d i n g s . In r e t u r n , the scheme 
guarantees p r e d i c t a b i l i t y o f weight 
i n t e r p r e t a t i o n f o r the model designer. This 
app l ies to the FH r u l e s . A f te r these ru les 
are processed, in ferences may be der ived 
through the HH r u l e s and the the 
taxonomic-causal network. These procedures 
are described below. The system also 
assigns a small bonus f o r hypotheses tha t 
have the greates t number of s a t i s f i e d ru les 
support ing them. 

The HH ru l es a l low the model bu i lder to 

spec i fy inferences among hypotheses and 
treatment se lec t ions tha t f o l l ow from other 
(d iagnost ic and prognost ic) hypotheses. 
Since such higher l eve l inferences may be 
sometimes modif ied by the presence or 
absence of a f i n d i n g , the l e f t hand side of 
HH ru les may also contain asser t ions about 
f i n d i n g s . In a d d i t i o n , each HH r u l e must 
have a context def ined in terras of a set of 
f i nd ings or hypotheses, which enables the 
app l i ca t i on o f e f f i c i e n t r u l e eva luat ion 
s t ra teg ies over the compiled model. The 
context spec i f i es a set of necessary 
cond i t ions among the f i nd ings to enable 
eva luat ion of the HH r u l e . HH ru les are 
evaluated in the order of s p e c i f i c a t i o n in 
the model. Hypotheses are spec i f ied w i th a 
range of confidence which must be s a t i s f i e d 
fo r the HH r u l e to be invoked. The HH ru les 
are implemented in a tab le of the fo l low ing 
form: 
•HH RULES 
• I F THERE ARE EYE AND THYROID DYSFUNCTIONS 
F(EENO,FHF(HXTH,T) 
•THEN CONSIDER GRAVES' DISEASE: 
F(ETH0,T)&H(EYE,.5:1.) -> H(GRAV,.9) 
•END 

CONTROL STRATEGIES 
In any consu l ta t ion system, the 

p r i n c i p a l con t ro l s t ra tegy problem is to 
s t ruc tu re and rank conclus ions. In many 
general s i t u a t i o n s the con t ro l of sequent ia l 
quest ioning is also des i r ab le , whereas in 
more s t y l i z e d and we l l -de f ined app l i ca t i ons , 
a prespec i f ied l o g i c a l con t ro l of 
quest ioning may be poss ib le . Question 
se lec t ion is usua l ly c lose ly re la ted to the 
formulat ion o f t e n t a t i v e hypotheses tha t 
best exp la in the p a t i e n t ' s c o n d i t i o n . 
— Order of Evaluat ion — 

When an asser t ion or r e s u l t about a 
f i nd i ng is made to the system, the ru les in 
which t h i s r e s u l t appears are eva luated. 
The r e s u l t s are usua l ly received in batches, 
as in the form of responses to a m u l t i p l e 
choice or check l i s t quest ion . The ru les are 
evaluated in the fo l l ow ing order to produce 
weights which rank the hypotheses. 

1. FF ru les are evaluated f i r s t . They 
take simple t r u e , f a l s e , or unknown 
responses, and merely enlarge the set of new 
f i n d i n g r e s u l t s . They are handled in the 
same way as r e s u l t s received d i r e c t l y in 
response to quest ions. 

2. FH ru les are evaluated nex t . Only 
those FH ru les in which new r e s u l t s of 
f i nd ings appear need be eva luated. Fh ru les 
have the property tha t when the l e f t hand 
side of a r u l e is evaluated as t rue or 
f a l s e , i t remains t rue o r fa lse fo r the 



remainder o f the c o n s u l t a t i o n sess ion , 
unless an erroneous response is r e c e i v e d . 

3. hh r u l e s are evaluated l a s t . The 
IF p a r t o f each hh r u l e t a b l e is evaluated 
at the same t ime as the FH r u l e s . Only HH 
r u l e s found in t a b l e s which have t h e i r IF 
pa r t eva luated as t r ue are cons ide red . A l l 
such HH r u l e s must be reeva luated 
s e q u e n t i a l l y . The premises and consequents 
of Hh r u l e s may i nc l ude hypotheses and 
assoc ia ted i n t e r v a l s o f con f i dence . Unl ike 
f i n d i n g s which remain t rue or f a l s e , these 
i n t e r v a l s can change not on ly d i r e c t l y from 
f i n d i n g r e s u l t s , but a l so i n d i r e c t l y from 
o ther r u l e s (bo th Fh and HH) which a f f e c t 
the conf idence measure of a hypo thes i s . Hh 
r u l e s are evaluated in the order o f t h e i r 
appearance in the model . There is no 
backwards c h a i n i n g , because the order of 
e v a l u a t i o n is determined beforehand by the 
model b u i l d e r . S e l f - r e f e r e n c i n g r u l e s are 
t h e r e f o r e accep tab le , because HH r u l e s and 
t ab les are evaluated in sequence, by t h e i r 
order o f appearance i n the model f i l e , i t i s 
impor tan t to order the HH r u l e s c a r e f u l l y . 
An hH r u l e imp ly ing a hypothes is K1, which 
i s l a t e r needed to e s t a b l i s h another 
hypothes is H2, should appear in the model 
f i l e be fore H2 i s re ferenced i n the l e f t 
s ide of another KH r u l e . The conf idence 
ranges used in the HH r u l e s are those which 
have been d i r e c t l y se t by o ther FH or HH 
r u l e s . They are not the ad jus ted weights 
imp l ied by the taxonomy. 

JJ. The above procedures r e s u l t in the 
assignment of those conf idence measures, 
C F ( i ) , which can be d i r e c t l y determined from 
the r u l e s of evidence and hypothes is weight 
p ropaga t i on : the FH and HH r u l e s . When 
more than one r u l e is a p p l i c a b l e , the 
maximum abso lu te value of conf idence is 
used. Another procedure i s invoked t ha t i s 
h e l p f u l both in quest ion s e l e c t i o n and as a 
s imple h e u r i s t i c t o ad jus t weights s l i g h t l y . 
Each hypothes is which has some p o s i t i v e 
ev idence, in the form of a s a t i s f i e d r u l e or 
a p a r t i a l l y s a t i s f i e d r u l e ( w i t h unknown 
t r u t h va lue) is marked. The count of such 
r u l e s which app ly to each hypothes is i s 
k e p t . This corresponds approx imate ly to the 
number of p o s i t i v e i n d i c a t o r s of a 
hypo thes i s . 

5 . A d i f f e r e n t set o f weights is 
de r i ved from the taxonomy and causal network 
s t r u c t u r e . Forward weights are propagated 
from predecessor to successor and inverse 
we ights are propagated from successor to 
predecessor . A taxonomy con ta ins imp l ied 
r e l a t i o n s h i p s between hypotheses t h a t can be 
t r e a t e d s i m i l a r l y t o causal connec t ions . 

The procedures used to generate weights are 
s i m i l a r , but not i d e n t i c a l , t o those used in 
CASNET [ 9 ] . A f t e r a l l Fh and HH r u l e s have 
been eva lua ted , the measures of con f i dence , 
C F ( i ) , may be mod i f ied or propagated 
accord ing to t h e i r the taxonomic or causal 
r e l a t i o n s h i p s . Because hypotheses which are 
r e l a t e d by causal or taxonomic connect ions 
can be t o p o l o g i c a l l y s o r t e d , e f f i c i e n t 
a lgo r i t hms can be used to compute the 
weights imp l i ed by t h i s p a r t i a l l y ordered 
network . 

6 . A f i n a l weight is de r i ved from both 
the ru le -based and taxonomic-causal net 
we igh ts . I t is taken as the maximum 
abso lu te value from a l l the i n d i c a t e d 
d i r e c t i o n s ( w i t h the app rop r i a te s i g n ) . A 
smal l bonus (no g rea te r than .33) may be 
awarded to the f i n a l we igh ts . The bonus is 
g iven on the bas is of the percentage and 
number o f r u l e s (der i ved d i r e c t l y from 
f i n d i n g s ) t h a t are covered by any s i n g l e 
hypo thes i s . The l a r g e s t bonus is g iven to 
the hypothes is which can p o t e n t i a l l y cover 
the most r u l e s . The bonus e f f e c t is s l i g h t 
and has i t s g r e a t e s t e f f e c t when on l y few 
r e s u l t s have been r e c e i v e d , and not many 
h igh conf idence r u l e s are s a t i s f i e d . 
— Sequent ia l Test Se lec t i on — 

The quest ion s e l e c t i o n procedures are 
r e l a t i v e l y exhaus t i ve , but s t r a i g h t f o r w a r d 
and e f f i c i e n t . Most of the tasks performed 
by the s e l e c t i o n procedure are simple and 
f o l l o w d i r e c t l y from the i n fe rence 
procedures. Once a s i n g l e f i n d i n g is 
se lec ted to be asked as a q u e s t i o n , the 
e x p l i c i t ques t ion s t r u c t u r e , such as a 
m u l t i p l e choice o r c h e c k l i s t quest ion i s 
i nvoked . Rules are examined t h a t have been 
evaluated as unknown and t h e i r e f f e c t on the 
most l i k e l y c u r r e n t hypotheses i s 
cons ide red . Question s t r u c t u r e s t e m p o r a r i l y 
ove r r i de the sequen t ia l ques t ion s e l e c t i o n 
procedures; the system proceeds w i t h the 
p r e - s p e c i f i e d ques t ion ing o r d e r , sub jec t t o 
the FF r u l e s f o r b ranch ing . The genera l 
sequen t ia l t e s t s e l e c t i o n procedure may be 
s p e c i f i e d as f o l l o w s : 
I. Consider those r u l e s (FH or HH) such 
t h a t : 

a) They se t conf idence measures f o r 
marked hypotheses - they a re r e l a t e d to 
c u r r e n t ev idence. 

b) The conf idence of the r u l e is g r e a t e r 
than the c u r r e n t conf idence in H(J) - i t 
prov ides use fu l a d d i t i o n a l i n f o r m a t i o n . 
I I . Select a n unasked f i n d i n g F ( i ) , 
belonging to the set o f r u l e s found in 
pa r t I . such t h a t : 

a) the cos t is minimum; 



b) the cu r ren t weight W(H) is g rea tes t -
i n d i c a t i n g tha t the f i n d i n g pe r t a i ns to the 
most l i k e l y hypo thes i s ; 

c ) the p o t e n t i a l CF(H) is g rea tes t f o r 
F ( i ) - so t ha t t h i s f i n d i n g F ( i ) is one t h a t 
can y i e l d g rea te r conf idence in H( j ) than 
another F ( k ) . 

THE XP AMD EXPERT PROGRAMS 
The system is w r i t t e n in FORTRAN and 

occupies about 70K on a DEC-20 computer. 
This r e s u l t s i n r e l a t i v e l y e f f i c i e n t 
process ing and a lso prov ides the p o t e n t i a l 
f o r implementat ion on a minicomputer . The 
program XP compi les a model f o r use by the 
EXPERT c o n s u l t a t i o n program, and i n d i c a t e s 
any e r r o r s found in the model . 

The cons is tency checking module 
cons iders the e f f e c t o f m o d i f i c a t i o n s to a 
model . A data base of r e p r e s e n t a t i v e cases 
w i t h known conc lus ions is s t o r e d , and a f t e r 
the model has been mod i f ied and compi led , 
the XP program proceeds s e q u e n t i a l l y through 
the cases, n o t i n g any changes in the 
reasoning f o r each s to red case, as r e f l e c t e d 
in the conf idence weight assignments to the 
major conc lus i ons . This is a p r a c t i c a l 
means of rev iew ing cons is tency in a model , 
sho r t of more powerfu l theorem prov ing 
c a p a b i l i t i e s . I t i s a more e m p i r i c a l 
approach than t h a t taken in TEIRESIAS [ 1 0 ] , 
where a model of the r e l a t i o n s h i p s among 
r u l e s and c o n t r o l s t r a t e g y was developed to 
he lp the model b u i l d e r w r i t e new r u l e s f o r 
c o r r e c t i n g a p rev i ous l y misdiagnosed case, 
w i thou t t r a c i n g the e f f e c t o f r u l e changes 
on o ther cases. 

The user communicates w i t h EXPERT by 
responding to quest ions posed by the program 
or by us ing a s imple command language. 
Commands may be issued on a sequen t ia l 
b a s i s , so t h a t the c u r r e n t rank ing o f 
conc lus ions may be de te rmined . Explanatory 
i n f o r m a t i o n i s a l so a v a i l a b l e , such as 
reasons f o r ask ing a q u e s t i o n , or an 
a n a l y s i s of why a hypothes is has a 
p a r t i c u l a r conf idence we igh t . 

RESULTS AND DISCUSSION 
Several a p p l i c a t i o n s of the EXPERT 

system are in p rog ress . Consu l ta t i on models 
are being developed in endocr ino logy 
( t h y r o i d d i s e a s e s ) , ophtha lmology, and 
rheumatology. A c o n s u l t a t i o n system in 
rheumatic d iseases appears to have s t rong 
p o t e n t i a l f o r acceptance by the medical 
community. There is a shortage of 
rheumato log is ts in the United S ta tes , and 
keeping up - to -da te on the i n t e r p r e t a t i o n o f 
many new immunological t e s t s can be 
d i f f i c u l t f o r n o n - s p e c i a l i s t p h y s i c i a n s . I n 
c o l l a b o r a t i o n w i t h i n v e s t i g a t o r s a t the 

U n i v e r s i t y of Missour i wo have tested the 
EXPERT formal ism by developing a proto type 
c o n s u l t a t i o n system fo r rheumatic d iseases. 
I n i t i a l l y , the set o f problems considered 
has been conf ined to fewer than 10 
impo r tan t , ye t complex d iagnos t i c 
c a t e g o r i e s . The model is being expanded to 
cover a d d i t i o n a l problem areas . 
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ABSTRACT 
Production r u l e s , w i th associated 

measures of p r o b a b i l i t y or conf idence, p lay 
in contemporary 

Procedures have been 
set o f p r o b a b i l i s t i c 
t r a i n i n g sample. We 

an important r o l e 
consu l ta t i on systems. 
developed which l ea rn a 
product ion r u l e s from a 
have experimented w i th these methods, by 
d e r i v i n g a set of product ion ru les from a 
medical data base. 

Production r u l e s , w i th associated 
measures of p r o b a b i l i t y or conf idence, p lay 
an important r o l e in contemporary 
consu l ta t i on systems [ 1 , 2 ] . A recent Al 
l ea rn ing system has concentrated on 
ex t r ac t i ng product ion ru les from r e l a t i v e l y 
no i se - f ree data [3] whereas more 
t r a d i t i o n a l pa t te rn recogn i t i on lea rn ing 
methods have to a la rge extent dea l t w i th 
s t a t i s t i c a l approaches [ 4 ] . The major 
advantage of product ion ru les (and a 
disadvantage of most s t a t i s t i c a l methods) is 
the r e a d i l y understandable format of the 
product ion r u l e f o r the expert who is the 
source of knowledge and the user of 
consu l ta t i on systems. A theme of the 
present work is to show tha t f o r some 
a p p l i c a t i o n s , p r o b a b i l i s t i c product ions 
ru les can be learned from a t r a i n i n g sample. 
Moreover, the form of these product ion ru les 
is s i m i l a r to those used in a cur ren t 
l a rge-sca le consu l t a t i on system [ 8 ] . Some 
of the procedures employed appear to be 
analogous to those an expert would use to 
generate ru l es from experimental da ta . A 
s i m i l a r goal has motivated a p p l i c a t i o n of 
va r i ab le valued l og i c methods [ 9 ] to r u l e 
i nduc t i on in pancreat ic cancer. 

The problem can be stated as : g iven a 
set of h b inary fea tures and samples f o r 
c lass C and i t s l o g i c a l complement C, f i n d 
a r e l a t i v e l y smal l set of exhaust ive and 
mutual ly exc lus ive product ion ru les ( o f the 

64) -1 -2 -3 -4 -5 -6 .0000 0 
Table 1. 

Each pa t te rn has an associated PROB, the 
P r o b a b i l i t y of c lass C given the Pa t t e rn , 
and FREQ, the t o t a l frequency of the pa t te rn 
(among the samples). 
The solut ion consists of f ind ing a smaller 
set of production rules (wi th don' t care 
condit ions on the variables in addi t ion to 
yes/no) such tha t : the set of production 
rules is much smaller than the number of 
patterns, the frequency of occurrence for 
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r e s u l t s . For example, assume tha t the 
th resho lds were set so t ha t 2 r u l e s could be 
combined e i t h e r when they have p r o b a b i l i t y 
measures w i t h i n .1 of each other or when the 
frequency of one of them is less than .10 . 
In Table 1, pa t t e rns 1 and 2 could be 
combined because each has a smal l f requency. 
Pat terns 3 and 4 could not be combined 
because both f requenc ies are above the 
th resho ld and the p r o b a b i l i t y est imates 
d i f f e r by more than . 1 . 

b) Without o rde r ing the fea tu res as in 
( a ) , a l l poss ib le orders ( n ! , where n i s the 
number of f ea tu res ) are cons idered . This 
has in many ins tances y ie lded near -op t ima l 
r e s u l t s . Table 2 was generated using t h i s 
procedure. 

c) Using a search and branch ana bound 
techn ique , an op t ima l s o l u t i o n can be found 
f o r a set of n p roduc t ion r u l e s . AI search 
techniques have r e c e n t l y been g iven more 
a t t e n t i o n i n p a t t e r n r e c o g n i t i o n theory [ 7 ] . 

These procedures can r e s u l t in a set of 
p roduc t ion r u l e s which are understandable to 
the e x p e r t , i nc lude dependencies, and are 
compe t i t i ve in performance w i t h o ther 
s t a t i s t i c a l procedures. The requirement 
t h a t the number of fea tu res inc luded in a 
r u l e be no l a r g e r than e igh t is cons is ten t 
w i t h the maximum s ize t ha t an expert is 
l i k e l y to p rov i de . The number of the 
samples must increase i f r u l e s con ta in ing 
more f i n d i n g s are r e q u i r e d . Rules of t h i s 
form are compat ib le and can be incorporated 
in models developed w i t h a new c o n s u l t a t i o n 
system [ 8 ] . The examples presented 
correspond to a form which was suggested by 
a phys ic ian who f e l t t ha t i t would be 
r e a d i l y understandable by other phys i c i ans . 
We are c u r r e n t l y working on another 
a p p l i c a t i o n o f much g rea te r complex i ty in 
developing a c o n s u l t a t i o n system in 
rheumatology. While t h i s l ea rn ing approach 
i s l i k e l y to work i n on ly smal l 
a p p l i c a t i o n s , i t should prove i n t e r e s t i n g t o 
see whether l i m i t e d sets of r u l e s could be 
learned and used in r e l a t i v e l y de-coupled 
subsect ions of the c o n s u l t a t i o n system. 
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Abs t rac t : 
Incomplete 
LISP. The 
to unders 
d e s c r i b i n g 

can use I t 
e v e n t u a l l y 
work ing of 

Th is paper presents a system (PHENARETE) which understands and improves 
ly de f ined LISP programs, such as those w r i t t e n by s tudents beg inn ing to program In 
s system takes , as Input , the program w i thou t any a d d i t i o n a l I n fo rma t i on . In order 
tand the program, the system meta-evaluates I t , us ing a l i b r a r y of pragmatic r u l e s , 

the c o n s t r u c t i o n and c o r r e c t i o n of genera l program c o n s t r u c t s , and a set of 
, d e s c r i b i n g the syntax and semantics of the s tandard LISP f u n c t i o n s . The system 

s unders tanding of the program to de tec t e r r o r s In i t , to debug them and, 
, to j u s t i f y I t s proposed m o d i f i c a t i o n s . This paper g ives a b r i e f survey of the 

the system, emphasizing some commented examples. 

1.0 I n t r o d u c t i o n 

Much e f f o r t Is spent on the development of t o o l s 
to he lp programmers In c o n s t r u c t i n g , debugging 
and v e r i f y i n g programs. From s imple e d i t o r s and 
t race-packages, the t r end Is towards more and 
more s o p h i s t i c a t e d automat ic programmers [ 3 ) , 
automat ic debuggers C7] automat ic a s s i s t a n t s [ 6 ] , 
automat ic v e r i f i e r s [5] or even the c o n s t r u c t i o n 
of new - seman t i ca l l y more f i r m l y based -
programming languages (PASCAL, ALPHARD). 

Most of these t o o l s e x h i b i t some weaknesses such 
as : they Impose too many c o n s t r a i n t s on the 
I n t u i t i o n s of the programmer or they work on ly on 
a very l i m i t e d subset of p o s s i b l e programs (c f 
[ 7 ] ) or they work on ly on c o r r e c t programs (c f 
[ 5 ] ) . 

Our aim In the des ign of our program 
unders tand ing system was t h r e e - f o l d : 
- 1 - we wanted to have a system which makes 

e x p l i c i t the knowledge Invo lved In 
c o n s t r u c t i n g and debugging programs; 
we wanted our system not to v e r i f y the 
co r rec tness o f programs but t h e i r cons is tency 
and 

- 3 - we wanted the system to p rov ide h i n t s f o r 
improving and c o r r e c t i n g programs. 

To t h i s end we have b u i l t a program unders tand ing 
system capable of a u t o m a t i c a l l y c o r r e c t i n g and 
Improving programs. Th is system, PHENARETE, 
a s s i s t s beg inn ing programmers d u r i n g the w r i t i n g 
and debugging of t h e i r programs. 
PHENARETE anlyses the t e x t of the program and 
when i t de tec ts I ncons i s tenc ies o r i n f o r m a l i t i e s , 
I t cons t ruc t s and proposes p o s s i b l e c o r r e c t i o n s 
or Improvements. These p r o p o s i t i o n s c o n s t i t u t e 
f o r the beg inn ing programmer a c r u c i a l component 
of h i s app ren t i cesh ip : bas ing on examples the 

- 2 -
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Note tha t the i n t e r n a l d e s c r i p t i o n 
cons t ruc ted du r i ng the a n a l y s i s of each user 
f u n c t i o n is used to cons t ruc t two new such 
s p e c i a l i s t s fo r each user f u n c t i o n . 
The s p e c i a l i s t s are the agents of the 
meta -eva lua t ion and they represent the 
systems knowledge about the programming 
language used. 

- 3 - An a l g o r i t h m of me ta -eva lua t i on [2] which 
he lps the system to understand each of the 
p o s s i b l e paths of the program. Th is 
a l g o r i t h m inc ludes modules to determine the 
symbol ic va lues on which the e v a l u a t i o n is 
c a r r i e d on. 

- 4 - A set o f pragmat ic r u l e s d e s c r i b i n g genera l 
program c o n s t r u c t s and s te reo typed methods to 
r e p a i r i n c o n s i s t e n c i e s . These r u l e s 
f o rma l i ze and express e x p l i c i t l y the 
knowledge a c t i v a t e d by every programmer when 
he is read ing a program. Ue do not use r u l e s 
concern ing the task domain of the programs : 
our i n t e n t i o n was to b u i l d a system which 
does not ask f o r any a d d i t i o n a l i n f o r m a t i o n . 
The system should work in any poss ib l e task 
domain, numeric as w e l l as symbol ic . 

examples of pragmat ic r u l e s J 

(1) r u l e of the dependence of a loop of the 
p r e d i c a t e -> 

i f no v a r i a b l e of the e x i t - t e s t of a loop 
is mod i f i ed i ns ide the loop-body, then 
the loop is independent of the e x i t - t e s t 
and i t s execu t ion is non - t e rm ina t i ng or 
the loop w i l l never be executed. 

A s l i g h t re f inement o f t h i s r u l e is the 
f o l l o w i n g r u l e : 

(2) r u l e o f the s t r u c t u r a l wel l - formedness 
of loops -> 

in a loop at leas t one of the v a r i a b l e s 
used in the e x i t - t e s t has to change i t s 
va lue ins ide the body of the loop, in 
such a way tha t i t s s t r u c t u r e is 
s i m p l i f i e d and converges towards the 
s a t i s f a c t i o n o f the e x i t - t e s t . 

In order to use t h i s r u l e , we have 
implemented a smal l theorem prover which can 
prove the convergence by i n d u c t i o n . For the 
proo f o f t h i s r u l e , the theorem-prover takes 
the symbol ic va lue of the v a r i a b l e s at the 
ent rance of the loop, and the mod i f ied 
symbol ic va lues of the same v a r i a b l e s a f t e r 
one me ta -eva lua t i on of the loop-body and 
t r i e s to prove the convergence towards the 
s top t e s t . Let us g i ve one l as t example of a 
pragmat ic r u l e : 

(3) r u l e o f the s t r u c t u r e o f r e c u r s i v e 
loops -> 

in a r e c u r s i v e f u n c t i o n , the r ecu rs i ve 
c a l l s have to be ins ide of 
s e l e c t i o n - c l a u s e s , and at leas t one of 
the c lauses must not con ta i n a r ecu r s i ve 
c a l l . 

or In paraphrasing : CAR-N has an argument 
named X, which must be evaluated. One must 
v e r i f y , I f the type of value of the argument 
is a l i s t , a l l i s ok, e l se , i f the type o f 
value of the argument i s n ' t Known, one has to 
c reate a hypo the t i ca l value of type LIST for 
X, e l s e , one has to c a l l the repair-man to 
change the tex t of the program in such a way 
tha t the value of X becomes a l i s t . The 
value of CAR is if there e x i s t s already a CAR 
of X, t h i s CAR, e lse one has to create a 
symbolic value fo r X, the CAR of which w i l l 
be the des i red va lue. 
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UNDERSTANDING COMPLEX SITUATIONS 

Robert Wilensky 
Division of Computer Science 
University of Cal i fornia, Berkeley 
Berkeley, California 94720 

Natural language texts often refer to complex si tuat ions. Many of these situations involve 
relationships between people's goals. In order to build a program that understands texts , it 
is necessary to give the program knowledge about goal relationships and the situations to 
which they give r ise . This knowledge constitutes a theory of planning about real world si tua
t ions. We have incorporated th is theory of planning into a program called PAM (Plan Applier 
Mechanism). As a result we now have a natural language processing system that can comprehend 
many complicated dramatic si tuat ions. 

1. INTRODUCTION 

A number of recent attempts have been made to 
address the problem of inference pro l i ferat ion 
in natural language text understanding (for 
example, see Cull ingford (1978) and Charniak 
(1978)). The thrust of th is research has been 
to use knowledge to guide the inference pro
cess. By equipping an understander with know
ledge of the part icular si tuat ion referred to 
in the tex t , the understander makes those in 
ferences which are the most plausible without 
generating many spurious or irrelevant ones. 

The drawback of th is approach is that a natural 
language understander cannot be expected to 
have fami l i a r i t y with every s i tuat ion it is 
going to encounter. A human reader can under
stand many natural language texts that contain 
some novel elements in them. To build a natu
ral language understanding system that is 
capable of understanding such tex t , a more 
general inferent ia l capabi l i ty is needed. 

1.1 PAM 

PAM (Plan Applier Mechanism) is a program that 

*This work was supported in part by the 
Advanced Research Projects Agency of the De
partment of Defense and monitored under the 
Office of Naval Research under contract 
N00014-75-C-1111. 

uses knowledge about people's intentions to 
understand situations that do not necessar
i l y conform to stereotypical sequences of 
events. PAM applies knowledge about plans and 
goals to f ind explanations for the events in a 
text . That i s , PAM explains a character's 
actions by inferr ing the plan that the action 
is a part of, and inferr ing the goal that the 
plan is aimed at achieving. Once a character's 
motivation has been determined, PAM uses this 
inference to help interpret subsequent events. 

1.2 A Problem 

The intentional knowledge or ig ina l l y given to 
PAM is based on the plan representation scheme 
of Schank and Abel son (1977). This scheme i n 
cludes a number of important goals that a char
acter could use to achieve a goal. PAM organ
izes i t s knowledge about these ent i t ies so that 
it could infer a character's intentions while 
reading a story. 

While th is idea worked well for understanding 
simple stor ies, most interesting story s i tua
tions do not conform to th is notion of planning 
Real stories tend to be about dramatic s i tua
tions in which some d i f f i c u l t y is presented for 
a character. Usually, th is d i f f i c u l t y involves 
a si tuat ion in which numerous goals are present 
at once. These goals can interact in compli
cated ways, and knowledge about the nature of 
the goal relationships is needed to understand 
each character's behavior. 
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We have been able to formalize some of the 
knowledge about goal relat ionships needed for 
story understanding. By supplying PAM with 
th is knowledge, the program is now able to 
understand and answer questions about many com
pl icated stories that are beyond i t s former 
capacity, as well as the capacity of other 
natural language processing systems. 

The goal relat ionships that appear to play a 
central role in story si tuat ions are the 
fo l lowing: 
(1) Goal subsumption - A way of planning for 

recurring goals. 
(2) Goal con f l i c t - An inimicable relat ionship 

between simultaneous goals of the same 
character. 

(3) Goal competition - An inimicable re la t ion
ship between simultaneous goals of d i f 
ferent characters. 

(4) Goal concord - A mutually advantageous 
relat ionship between simultaneous goals of 
d i f fe rent characters. 

Goal subsumption is discussed in detai l in 
Wilensky (1978b), and w i l l only be touched on 
here. Instead, we shall be concerned with goal 
con f l i c t and competit ion. A more detai led 
analysis of these re lat ionships, as well as an 
analysis of goal concord, is found in 
Wilensky (1970a). 

2. GOAL SUBSUMPTION 

Goal subsumption is a form of planning in which 
a character plans in ant ic ipat ion of having a 
set of goals, rather than in reaction to each 
individual goal. For example, consider the 
fol lowing story: 

(1) John got a job in another town. He asked 
Fred if he would se l l him his car. 

Instead of having a single goal, here John has 
a goal that is l i ke l y to recur repeatedly. 
Since having a job gives r ise to the goal of 
being at work each day, it is possible to plan 
for these recurring goals at once rather than 
dealing with each one as it ar ises. John's 
plan to purchase a car makes it easier to 
achieve each of these goals since he would no 
longer have to obtain possession of a vehicle 
on each occasion. 

Goal subsumption is composed of the fol lowing 
components: 
(1) A set of anticipated goals. 
(2) Plans for each goal, each plan sharing a 

common precondit ion. 
(3) A state that meets th is precondition and 

endures over a period of time during 
which the goals are expected to arise 
(cal led a goal subsumption s ta te) . 

2.1 Goal Subsumption Situations 

Goal subsumption is a useful concept in story 
understanding because there are a number of 
frequently occurring story si tuat ions based on 
i t . The most important of these situations 
occurs when a functioning goal subsumption 
state is abruptly terminated, and is called 
Goal Subsumption Termination. The fol lowing is 
an example of a story PAM can process that i n 
volves such a s i tua t ion . 

PAM Example: 

INPUT: JOHN AND MARY WERE HAPPILY MARRIED. 
THEN ONE DAY, JOHN WAS KILLED IN A CAR 
ACCIDENT. MARY HAD TO FIND A JOB. 

Question: 

INPUT: WHY DID MARY NEED EMPLOYMENT? 

RESPONSE: JOHN DIED AND SO SHE NEEDED A SOURCE 
OF INCOME. 

PAM infers that John's death terminates a sub
sumption state for Mary, and that she may seek 
to replace i t . Since t rad i t iona l marriage sub
sumes certain ecomonic goals that can also be 
subsumed by having a job , PAM infers that this 
is the reason behind Mary's goal. This explan
ation is accessed and given as the answer to 
the question above. 

3. GOAL CONFLICT 

Consider the fol lowing s i tuat ions: 

(2) John wanted to go bowling with his f r iends, 
but he had promised Mary he would take her 
out to dinner that evening. 

(3) John wanted to l i ve in San Francisco, but 
he also wanted to l i ve near his re lat ives 
in Kansas. 

(4) John wanted to go to the footbal l game, 
but it was raining outside. 

In each of these s to r ies , a character has a 
number of goals that in ter fere with one 
another. Such a s i tuat ion is called a goal 
con f l i c t . To understand a story involving a 
goal c o n f l i c t , a story understander must be 
capable of detecting the presence of the con
f l i c t , and of using knowledge about the types 
of s i tuat ions to which goal con f l i c t may give 
r i se . For example, suppose story (2) were 



continued as follows: 

John decided to go bowling anyway. When he got 
home, Mary told John she was going to divorce 
him. 

To understand that Mary wanted to divorce John 
because he had neglected her, a reader must in
fer that John d idn ' t take her out to dinner. 
This inference is based on the fact that John's 
goal of taking Mary out was in conf l ic t with 
another goal, and that this goal was pursued. 
When two goals are in con f l i c t , and one of them 
is pursued, a reader can infer that the other 
has been abandoned. This knowledge about goal 
conf l i c t is required to f ind an explanation 
for Mary's behavior. 

3-1 Types of Goal Confl ict 

A c lass i f icat ion of goal conf l icts is needed to 
organize knowledge for both goal conf l ic t de
tection as well as for understanding the situa
tions to which goal conf l ic ts give r ise, lie 
have found the following taxonomy of goal con
f l i c t s to be useful: 

Goal Confl ict Classif ication 

(1) Goal conf l ic ts based on resource l imi ta
t ions. 

(2) Goal conf l ic ts based on mutually exclusive 
states. 

(3) Goal conf l ic ts based on generating pre
servation goals. 

Each of these classes is now described. 

3.1.1 Resource Limitations 

Goal conf l ic ts based on l imited resources can 
come about in a number of ways, depending upon 
the nature of the resource involved. Two im
portant categories of resource l imitat ions are 
found to exist : 
(a) Shortages based on time l imitat ions 
(b) Shortages based on consumable resource 

l imi tat ions. 
Due to a conf l ic t based on a shortage of the 
consumable resource paper, we cannot afford a 
description of that kind of conf l ic t here. Me 
w i l l discuss time l imitat ions instead. 

3.1.1.1 Time 

Consider the following story: 

(5) John wanted to watch the football game, 
but he had a paper due the next day. John 
watched the football gane. John fai led 
Civics. 

Story (5) is an instance of a goal conf l ic t 
based on a shortage of time. In order for 
goals to conf l ic t due to time resources, the 
plans for the goals must have some time res
t r i c t ions on them; the amount of time ava i l 
able to the olanner must be less than that 
needed for the successful execution of the 
plans, and the planner must be incapable of 
carrying out the plans simultaneously. For ex
ample, John must synchronize his plan of watch
ing the footbal l game with the game's broad
cast; he must i n i t i a te his plan of wr i t ing a 
paper suf f ic ient ly before i t s deadline, and he 
is probably incapable of executing both plans 
at once because they each demand his at tent ion. 

Thus a goal conf l ic t based on a l imi ta t ion of 
time resources real ly also involves a l imi ta
t ion of a functional object or of a person's 
a b i l i t i e s . However, the text of a story does 
not usually make a l l these l imitat ions exp l i c i t . 
Instead, a reader must infer the conf l ic t from 
hints in the text. Time-based goal conf l ic ts 
are hinted at by one of the following occur
ences in the text of the story: 
(1) A statement of a deadline. 
(2) A statement of a l imi ta t ion of a function

al object. 
(3) A statement of a l imi ta t ion of a person's 

ab i l i t i e s . 
(4) An exp l i c i t statement of a time shortage. 

When one of these statements occurs in a story, 
the reader can infer that a time shortage 
exists. For example, story (5) above contains 
an exp l i c i t statement of a deadline. Thus the 
reader infers the goal conf l ic t from the state
ment that John's paper' was due at a certain 
time. 

This inference can be made in PAM with the 
following rule: 

Rule T l : 
I f 
a character has two or more goals, 
and 
the story specifies that the plan for one 
of the goals must be i n i t i a t ed , completed, 
or occurring at or before a part icular 
point in time, 
then 
infer that a goal conf l i c t based on a 
shortage of time exists among that 
character's goals. 

Hints (2) , (3) and (4) are applicable to the 
following stor ies, respectively: 
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(6) John wanted to simmer two dishes on his 
camp stove, but the stove had only one 
burner. 

(7) John had to wr i te a paper for a course, 
and read a book for an exam, but John was 
a very slow reader. 

(3) John wanted to v i s i t both Fred and B i l l , 
but he d idn ' t have enough time to see 
them both. 

The rules needed to infer the conf l ic t hinted 
at in each of these examples can be formulated 
s imi lar ly to rule Tl above. 

When a reader sees one of these hints, the 
reader infers that a goal conf l ic t is present. 
Of course, these are only h ints , and the infer
ence may be incorrect. For example, consider 
the following story: 

(9) John wanted to chat with Nary, but his 
t ra in l e f t in two days. 

Rule Tl says to infer that there is a goal 
conf l i c t here, but this is probably not the 
case. Fortunately, most such situations are 
detectable with simple consistency checks. For 
example, in story (9) , a consistency check 
would reveal that chatting usually takes much 
less time than is available, so that the pre
sence of a conf l ic t is unl ikely. We shall not 
expand on consistency here because they are 
only of importance in unusual si tuat ions. 

3.1.2. Mutually exclusive states 
■ ■■ 11 III > ■■!■ . J > - II - I. « l i 111 — —II » ■■ ■ ■ ■ ! ■ I I ■■ — ■ ^ ^ P - — I 

Goals often conf l ic t because they require some 
states to exist that are inherently inconsis
tent. For example, consider the following 
stor ies: 

(10) John wanted to marry Mary. He also wanted 
to marry Sue. 

(11) John wanted to have a regular job. He also 
wanted to col lect unemployment insurance. 

Mutual exclusion is similar to Sacerdoti 's' 
"double cross" conf l i c t (Sacerdoti, 1977). A 
double cross occurs whenever "each of two con
junction purposes denies a precondition of the 
other". Mutual exclusion is somewhat di f ferent 
since it applies both to double cross situations 
and situations in which goal states are exclu
sive independent of part icular plans. In addi
t i on , states can be either logical ly or social
ly exclusive. For example, being unemployed 
and having a job are logical ly impossible, 

while being married to two di f ferent people at 
once is exclusive only according to the con
ventions of one's society. 

^•1-3. Causing a preservation goal 

Consider the following stor ies: 

(12) John wanted to go to the football game, 
but it was raining outside. 

(13) John wanted to take the night o f f , but he 
thought his boss would f i r e him. 

In both cases, the conf l ic t arises because 
execution of a plan for a goal would cause a 
character to have the goal of preventing some
thing from happening. Thus a goal conf l i c t can 
occur when the plan for a goal causes a char
acter to have a preservation goal. In order to 
detect these con f l i c ts , a reader must examine 
the plans l i ke ly to be used for each character's 
goals, and determine if the execution of that 
plan w i l l invoke a preservation goal for that 
character. 

3•2• Goal Confl ict Situations 

Goal conf l icts give r ise to interesting story 
si tuat ions. For example, consider the follow
ing si tuat ions: 

(14) John wanted to watch the football game, 
but he had a paper due the next day. 

(a) That night, John watched the footbal l game. 
John fai led Civics. 

(b) John called his teacher and asked if he 
could have an extension. 

(c) John decided to record the footbal l game 
on his Betamax. 

(d) John's teacher informed him that the dead
l ine for the paper had been postponed. 

These stories are instances of the following 
types of goal conf l ic t si tuations: 
(1) Goal abandonment - The character opts for 

one goal, abandoning the others. This is 
the case in story (14a). 

(2) Goal Confl ict Resolution - The character 
can try to resolve the con f l i c t , as in 
stories (14b) and (14c). 

(3) Spontaneous Goal Confl ict Resolution - The 
conf l ic t may be resolved by some event not 
in i t ia ted by the planner. Such an event 
occurs in story (14d). 

PAM uses knowledge about the possible situations 
that might arise from a goal conf l ic t to explain 
subsequent events. The following is an instance 
of a story PAM understands in this manner: 
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PAfI Example: 

INPUT: JOHN WANTED TO WATCH THE FOOTBALL GAME. 
HE HAD A PAPER DUE THE NEXT DAY. JOHN 
WATCHED THE FOOTBALL GAME. JOHN FAILED 
CIVICS. 

Question: 

INPUT: WHY DID JOHN FAIL A COURSE? 

RESPONSE: BECAUSE HE FAILED TO HAND IN AN 
ASSIGNMENT. 

PAM uses the presence of a deadline to in fer a 
con f l i c t . Since John pursues one of the goals, 
PAM infers th is is a goal abandonment s i tuat ion 
and infers the fa i l u re of John's other goal. 

4. GOAL COMPETITION 

Stories usually have more than one character. 
Goal competition arises when the f u l f i l l m e n t of 
one character's goal w i l l in ter fere with the 
f u l f i l l m e n t of the goals of the other character. 

Goals can compete with one another for reasons 
s imi lar to those underlying goal con f l i c t . How
ever, the si tuat ions that can arise from goal 
competition are substant ia l ly d i f fe ren t . Con
sider the fol lowing s tor ies : 

(15) John to ld Mary he wanted to watch the foot
bal l game. Mary said that she wanted to 
watch the Bolshoi ba l l e t . 

(a) Mary put on channel 3. John got out the 
lawnmower. 

(b) John got the old black and white TV out of 
the a t t i c . 

(c) Mary put on channel 3. John punched Mary 
in the mouth and put on the bal l game. 

(d) John told Mary he would take her out to 
the ba l le t if she would watch the footbal l 
game with him. 

(e) Mary put on channel 3. She found out that 
the ba l le t was postponed un t i l la ter that 
day. 

These stories are instances of the fol lowing 
types of goal competition s i tuat ions: 
(1) Independent goal pursui t , in which each 

character pursues his goals without re
gard to the other characters. Story (15a) 
contains an instance of this s i tua t ion . 

(2) Ant i -p lanning, in which a character t r i es 
to in ter fere with another character's 
plan. Anti-planning occurs in examples 
(15c) and (15d). 

(3) Easing the competition, a si tuat ion where 
a character t r ies to undo an underlying 
cause of the competition. An example of 

this is story (15b). 
(4) External competition removal, in which the 

goal competition is removed by some action 
not taken by one of the competitors, as in 
story (15e). 

4 . 1 . Anti-planning 

Anti-planning, or the process of countering 
one's opponent, is the most complex of these 
story situations. The following forms of ant i -
planning are distinguished: 
(1) Physical Elimination 
(2) Sabotage 
(3) Persuasion 
The plans applicable to (1) and (3) are the 
general plans for overpowering someone and for 
persuading someone, which have been discussed 
elsewhere (see Schank and Abelson (1977) and 
Wilensky (1973)). Also, Bruce and Newman (1978) 
point out that story si tuat ions involving 
several characters often involve deception. In 
the scheme of things used here, deception is a 
var iat ion of plans of persuasion in which some 
of the argument used by the persuader is known 
to the persuader to be fa lse. These variat ions 
are called t r i c k options. For example, a t r i c k 
option in the BARGAIN plan may be to bargain 
away some object one does not possess; a t r i ck 
option in the THREATEN plan is to b l u f f , or 
pretend that some object is a weapon that is 
not ( e . g . , a toy gun). PAM does not current ly 
know about the t r i c k options of any plan, 
however. 

4 -1 .1 . Sabotage 

Consider the fol lowing story: 

(16) John and B i l l both wanted to marry Mary. 
John began spreading nasty rumors about 
B i l l . 

John is using an ant i -p lan to stymie B i l l ' s 
goal in order to maintain the poss ib i l i t y of 
f u l f i l l i n g his own. This ant i -p lan is cal led 
UNDO-PRECONDITION. It involves pursuing a plan 
whose goal is to remove a precondition for 
someone else's plan. For example, in the story 
above, John employs the UNDO-PRECONDITION an t i -
plan against B i l l by t ry ing to get Mary to d is
l i ke B i l l , since B i l l ' s plan to get Mary to 
marry him probably requires that she be favor
ably disposed toward him. 

The fol lowing is a computer example of PAM pro
cessing a story involving sabotage: 

PAM example: 



INPUT: JOHN WANTED TO WIN THE STOCKCAR 
RACE. BILL ALSO WANTED TO WIN THE STOCK-
CAR RACE. BEFORE THE RACE, JOHN CUT 
BILL'S INGITION WIRE. 

Question: 
INPUT: WHY DID JOHN BREAK AN IGNITION WIRE? 
RESPONSE: BECAUSE HE WAS TRYING TO PREVENT 

BILL FROM RACING. 
Because John's goal and B i l l ' s goal const i tute 
mutually exclusive states, PAM infers the pre
sence of goal competit ion. Since having a 
vehicle in good condition is a prerequs i te for 
being in a race, PAM infers that John is using 
the UNDO-PRECONDITION plan to ant i -p lan 
against B i l l . 

4.1.2. Avoiding Danger 
A special set of anti-planning rules is requir
ed for understanding goal competition situations 
based on generating a preservation goal. A par
t i cu la r l y interesting subset of these situations 
occurs when a character may wish to execute a 
plan so as to avoid causing someone else to 
have a goal competitive with his. These are 
called anticipated preservation goal si tuat ions. 
For example, consider the following stor ies: 

(17) John wanted to get the treasure, but it 
was guarded by a huge dragon. 

(a) John tiptoed past the beast. 
(b) John threw a rock on the other side of the 

beast and then got the treasure when the 
dragon ran over to investigate the dis
turbance. 

(c) John poisoned the dragon's lunch. 
Each of these stories demonstrates a plan that 
can be used to execute another plan without 
generating an anticipated preservation goal. 
These plans are given the following names: 
(1) AVOID-DETECTION - executing a plan in such 

a way so as not to be detected by one's 
opponent. This is the case in story (17a). 

(2) DISTRACT - turning one's opponent's 
attention elsewhere. In story (17b), John 
executes a plan to divert the dragon's 
at tent ion, after which John w i l l presumably 
pursue his plan to get the treasure. 

(3) OVERPOWER - physically pre-empting one's 
opponent. John t r ies to reduce the dragon's 
physical ab i l i t i es in story (17c) so that 
the execution of his plan for getting the 
treasure does not generate a preservation 
goal. 

The following is a computer example of PAM 
understanding a story involving an anticipated 
preservation goal: 

PAM example: 

INPUT: JOHN WANTED TO GET THE TREASURE, BUT IT 
WAS GUARDED BY A DRAGON. JOHN WALKED 
OVER TO THE TREASURE QUIETLY. 

Question: 
INPUT: WHY DID JOHN SNEAK OVER TO THE TREASURE? 

RESPONSE: BECAUSE HE WAS TRYING TO GET THE 
TREASURE AND HE WANTED TO PREVENT THE 
DRAGON FROM KNOWING WHERE HE WAS. 

PAM infers two explanations for John's behavior. 
F i r s t , that he is executing a plan to get near 
the treasure, and second, that he was also 
using the AVOID-DETECTION ant i -p lan to prevent 
generating opposition from the dragon. 

5. CONCLUSION 

Stories are typical ly about interesting dramatic 
si tuat ions. Many such situations are based on 
interactions between goals. In order to build 
an understander that can comprehend stories 
about real world si tuat ions, it is necessary to 
have a theory of plans and goals that ref lects 
the complexity of the real world. PAM uses such 
a theory to f ind explanations for characters' 
behavior. However, such knowledge should also 
be applicable to a broader range of AI problem 
areas. For example, problem solving requires a 
planner to consider situations in which a num
ber of goals are present. The theory of goal 
relationships presented here should be useful 
for planning for and acting in these situations 
as well as for understanding them. 
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The purpose of this research is to investigate the extent to which knowledge can replace and support search in selecting a 
chess move and to delineate the issues involved. This has been carried out by constructing a program, PARADISE 
Pattern recognised Applied to Directing SEarch), which finds the best move in tactically sharp middle game positions. It 
encodes a large body of knowledge in the form of production rules. The program uses the knowledge base to discover plans 
dur ing static analysis and to guide a small (tens of nodes) tree search. PARADISE does not place a depth limit on the 
search (or any other artificial effort limit), and has found combinations as deep as 19 ply. This paper describes plans how 
they are produced, and how they are used to guide the search. A complete description of PARADISE appears in [12] 

1. Introduction 
One of the central concerns of artificial intelligence is 
expressing knowledge and reasoning with it. Chess has been 
one of the most popular domains for AI research, yet brute 
force searching programs with tittle chess knowledge play 
better chess than programs with more chess knowledge. There 
is still much to be learned about expressing and using the kind 
of knowledge involved In playing chess. CHESS 4.7 is 
probably the best chess program, and Its authors make the 
following comments in [I l l 

But why is the program so devoid of chess knowledge! .. 
Our problem Is that the programming tools we art 

presently using an not adequate to the task. Too much 
work Is needed to encode the sizable body of knowledge 
needed to significantly improve the quality of play. 

Human masters, whose play is still much better than the best 
programs, appear to use a knowledge intensive approach to 
chess (see [2]). The purpose of this research is to investigate 
the issues Involved In expressing and using pattern-oriented 
knowledge to analyze a chess position, to provide direction for 
the search, and to communicate useful results from the search. 
To reduce the amount of knowledge that must be encapsulated, 
the domain of the program has been limited to tactically sharp 
middle game positions. The phrase "tactically sharp" is meant 
to imply that success can be judged by the gain or a material 
rather than a positional advantage. The complexity of the 
middle game requires extensive search, providing a good 
testing ground for attempts to replace search with knowledge 
and to use knowledge to guide the search and communicate 
discoveries from one part of the tree to another. 

Since, In our chosen domain, the attacking side can generally 
win material with correct play, the program uses different 
models for the offensive and defensive players. The offensive 
player uses a large amount of knowledge, suggests many 
esoteric attacks, and Invests much effort in making sure a plan 
is likely to work before suggesting it. The defensive player 
uses less knowledge and effort, tries any defense that might 
work, and tries only obvious counter attacks. Trying every 
reasonable defense enables the offense to satisfy itself that a 
line really does win. The site of the tree Is kept small because 
the offensive player often finds the best move immediately. 
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2. Overv iew of PARADISE 
PARADISE uses a knowledge base consisting of about 200 

roduction rules to find the best move in chess positions. 
very production has a pattern (i.e., a complex, Interrelated set 

of features) as its condition. Each production can be viewed as 
searching for all instances of its condition pattern in the 
position. For each instance found, the production may, as its 
action, post concepts (described In the next section) in the data 
base for use by the system in its reasoning processes. The data 
base can be considered as a global blackboard where 

roductions write information. The productions are built up 
y levels, with more primitive patterns (e.g„ a pattern which 

matches legal moves) being used as building blocks for more 
complex patterns. A search tree (the major component of most 
chess programs) is used to show that one move suggested by 
the pattern-based analysis Is in fact the best. 

To offset the expense of searching for patterns in the position, 
roblems must be solved with small search trees. In fact, 
ARADISE can be viewed as shifting some of Its search from 

the usual chess game tree to the problem of matching patterns. 
PARADISE shows that Its pattern-oriented knowledge base 
can be used In a variety of ways to significantly reduce the 
part of the game tree which needs to be searched. This 
reduction is large enough that a high level of expertise can be 
obtained without placing a depth limit (or any other artificial 
effort limit) on the search, t h e various ways in which the 
knowledge base is used are briefly mentioned below. 

Calculating primitives. PARADISE'S knowledge base 
contains about twenty patterns (productions without actions) 
which are primitives used to describe a chess position. These 
patterns are matched once for each position. They range from 
matching legal moves to matching any move which can be 
made without immediate loss of material. The primitives are 
relatively complex and calculating them is expensive. 

Static analysis. Given a new position, PARADISE does an 
expensive static analysis which uses, on the average, 12 seconds 
of cpu time. This analysis uses a large number of productions 
in the knowledge base to look for threats which may win 
material. It produces plans which should guide the search for 
several ply and should give information which can be used to 
stop the search at reasonable points. 

Producing plans. The knowledge base is used to produce 
lans during static analysis and at other times. Through plans, 
A R A D I S L uses Its knowledge to understand a new position 

created during the search on the basis of positions previously 
analyzed along that line of play, thus avoiding a static analysis. 
Plans guide the search and a static analysis i$ only occasionally 
necessary In positions created during the search. Producing a 
plan is not as simple as suggesting a move, it involves 
generating a large amount of useful Information to help avoid 
static analyses alone many different lines and to help detect 
success or failure of the plan as it is executed. (Examples are 
given later.) 

Executing plans. The execution of a plan during the tree 
search requires using the knowledge base to solve goals 
specified in the plan. This use of the knowledge base could be 
viewed as a static analysis where the system's attention is 
focused on a particular goal or aspect of the position. Such a 
focused analysis can be done at a fraction of the cost of a full 
analysis which examines all aspects of the position. 

Generating defensive moves. PARADISE does static analyses 
and executes plans only for the offense (the side for which It is 
trying to win material). To prove that an offensive plan 
succeeds, the search must show a winning line for all 
reasonable (I.e., any move which might be effective) defensive 
moves. Productions in the knowledge base are used to 
generate all the reasonable defenses. 

Quiescence searches. When a node is a candidate for 
termination of the search, PARADISE uses a quiescence 
search to determine its value. This quiescence search may 
return Information which will cause the termination decision to 
be revoked. Productions in the knowledge base provide much 
of the knowledge used in PARADISE'S quiescence search. 
Quiescence searches in PARADISE investigate not only 
captures but forks, pins, multi-move mating sequences and 
other threats. Only one move Is investigated at each node 
except when a defensive move fails. 

Analysis of problem upon failure. When either the defense 
or offense has tried a move that failed, the search analyzes the 
information backed up with the refutation in an attempt to 
solve the problem. The knowledge base is used in this analysis 
to suggest plans which thwart the opponent's refutation. In 
this way PARADISE constructs new plans using the 
Information gained from searching an unsuccessful plan. 

Answering questions. The search often requests certain kinds 
of information about the current position. The knowledge 
base is used to provide such information. The most frequent 
requests ask if the position is quiescent and If there are any 
obviously winning moves In the position. 

The above list describes eight general functions the knowledge 
base performs for PARADISE. This paper explains how 
plans are produced and executed. The productions, the static 
analysis, the tree search, and mechanisms for communicating 
information from one part of the tree to another are discussed 
in [12] 

3. The Need for Concepts 
To understand a chess position, a successful line of play must 
be found. Human masters understand concepts which cover 
many ply in order to find the best move. A knowledge based 
program must also have the ability to reason with concepts 
that are higher level than the legal moves in a chess position. 
The following position from [ I ] Illustrates this. 

Figure 1 • white to move 
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In the above position, most computer chess programs would 
search the game tree as deep as their effort limit allowed and 
decide to play K-K3 which centralizes the king. They cannot 
search deep enough to discover that white can win since 
white's advantage would take more than 20 ply to show up in 
most evaluation functions used by computer programs. The 
point is that the solver of the above problem uses conceptual 
reasoning to solve it, and the concepts must be higher level 
than the legal moves in a chess position. A human master 
would recognize the following features (among others) in the 
above position: the black king must stay near his KBI to 
prevent white's king bishop pawn from queening, the pawns 
form a blockade which the kings can't penetrate, and the kings 
can bypass this blockade only on the queen rook file. 

For a knowledge based program to solve this problem, it must 
be able to express concepts at the level of conceptualization 
used above. The system must combine and reason with these 
concepts in unforseen ways. In the above example, the 
blockading concept would be used to develop the plan of 
moving the white king to the queen rook file In order to 
bypass the blockade, but if both black and white had pawns 
on their QN4 then the blockading concept would be used to 
decide that neither king can invade the other's territory. 
Expressing and using concepts is a major problem for a 
knowledge based chess program. 

To clarify the problems involved in using concepts to reason 
about chess, a comparison to a well-known "expert" system 
such as MYCIN is helpful. The following phrase is the action 
part of a typical MYCIN rule (from [3]): then there is 
suggestive evidence (.7) that the identity of the organism is 
bacteroides. Such an action effectively adds to the plausibility 
score for some possible answer. This presupposes that any one 
writer of all the rules knows every possible solution since such 
rules will never create a diagnosis that has not been mentioned 
in the action part of some rule. Such an approach is not 
satisfactory for the type of reasoning needed in figure 1. 

Using actions similar to those used in MYCIN rules would be 
similar to a chess system where the action part of each rule was 
to add to the plausibility score of either I; one or more of the 
legal moves in the position, or 2) some prespecified object 
which could lead (through other rules) to recommending a 
legal move. Such a system would not be able to reason that a 
king must get past a pawn blockade to attack an opponent's 
pawn chain since objects cannot be prespecified (e.g., the extent 
of the blockade and whether or not the kings want to get 
around it must be determined dynamically). PARADISE must 
reason by linking concepts to create plans that are not implicit 
in the knowledge base, instead of filling in prespecified slots. 
To compare actual production rules, MYCINs actions mention 
the names of objects while PARADISE'S actions involve many 
variables whose instantiation is not determined until execution 
of the action. 

4. Knowledge Sources and Concepts 
When a production in PARADISE matches, it may have an 
action part which posts various concepts in the data base. The 
program is able to express and use concepts by dividing its 
knowledge base Into various Knowledge Sources. Each 
Knowledge Source (KS) provides the knowledge necessary to 
understand and reason about a certain type of concept. In its 
simplest form, a KS is a group of productions which knows 
about some concept and a list of variables such that an 

instantiation of the variables represents an instance of this 
concept. For example, the SAFE KS in PARADISE has two 
variables, PI and SQ, and contains productions which know 
how to make the particular square SQsafe for the piece PI. 
With this KS, the system can use the concept of a square being 
safe for a piece in its reasoning, in the expression of plans, and 
in the communication of discoveries from the tree search. 
Such concepts are a level above the patterns recognized by the 
productions themselves. 

When a concept has a corresponding KS, PARADISE will 
eventually treat each instance of that concept which is present 
in the data base as a subgoa! and use the corresponding KS to 
solve the subgoa) in an attempt to produce a plan to realize 
that instance of the concept. (This may be done by creating 
other instances of other concepts.) There may also be concepts 
that have no corresponding KS and are not treated as 
subgoals. Such concepts are inspected by patterns attempting 
to match and by the searching routines. When a concept or an 
instance of a concept corresponds to a KS, it will sometimes be 
referred to as a goal or subgoa I 

Concepts In the data base must contain all the information that 
will be needed to execute other KSes and to guide the search 
(see [12]). Among other things, KSes usually expect 
information on how likely a goal Is to succeed and on how 
threatening a goal is (this is useful in deciding if a sacrifice is 
warranted). PARADISE stores information about concepts on 
a list of attribute-value pairs, called an attribute list. For 
reasons discussed in [12], a particular concept is expressed by 
giving its name, an instantiation of its arguments, and a list of 
attribute lists (one for each reason the concept was suggested). 

When a production accesses the values of attributes in a 
concept, it may not care which attribute list the values come 
from, or it may require that the values for each attribute come 
from the same list, or It may want the "best" (In some sense) 
value for each attribute whether the different values come 
from the same list or not, or it may want values for one 
attribute to come from lists which have some particular value 
for another attribute. This accessing of the information in a 
concept is so complex that it can be looked on as pattern 
matching in itself. Thus the productions in a KS can be 
looked upon as matching patterns in the given chess position 
and matching patterns in different concepts. 

Concepts and their accessing are quite complex. Intuitively, 
the productions in PARADISE are not making deductions, per 
se, but coming up with ideas that may or may not be right. 
Thus there are no "facts" that have certain deduced values 
that can be reasoned with. The complexity of later analysis 
requires that a production essentially put down "why it 
thought of an Idea. In this way, other productions can decide 
if the idea still looks right In light of what is known at that 
time. Most production systems avoid this complexity because 
the firing of a production Is a deduction which adds a new 
piece of knowledge to the system. This piece of knowledge is 
assumed right and the system is not prepared to later decide 
that it wasn t right to make that deduction. 

5. PI ens 
The goal of the static analysis process in PARADISE is to 
produce plans. Plans seem to play an important role In the 
problem solving process of move selection for good human 
chess players. Alexander Kotov in (6] writes: 
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. . . it is better to follow out a plan consistently even if it 
isn*t the best one than to play without a plan at all. The 
worst thing is to wander about aimlessly, (p. 148) 

Most computer chess programs certainly do not follow Kotov's 
advice. In a knowledge based program, the cost of processing 
the knowledge should be offset by a significantly smaller 
branching factor in the tree search. Plans help reduce the cost 
of processing knowledge by immediately focusing the program's 
attention on the critical part of a new position created during 
the search, thus avoiding a complete re-analysis of this new 
position. Having plans also reduces the branching factor in 
the search by giving direction to the search. Consider, for 
example, that most programs may try the same poor move at 
every alternate depth in the tree, always re-discovering the 
same refutation. PARADISE can detect when a plan has been 
tried earlier along a line of play and avoid searching it again 
if nothing has changed to make it more attractive. Most 
programs also suffer because they intersperse moves which are 
irrelevant to each other and work towards different goals. 
PARADISE avoids this by following a single idea (its plan) 
down the tree. 

Plans in PARADISE can be considered as special instances of 
concepts since each plan has a list of attribute lists. Instead of 
a list of instantiations for a set of variables (as in a concept), a 
plan has an expression in the Plan-Language. The 
Plan-Language expresses plans of action for the side about to 
move, called the offense. In general, the offense wants to have 
a reply ready for every defensive alternative. A plan cannot 
therefore be a linear sequence of goals or moves but must 
contain conditional branches depending on the opponent's 
reply. When the offense is on move, a specific move or goal is 
provided by the plan. When the defense is on move, a list of 
alternative sub-plans for the offense may be given. Each 
alternative begins with a template for matching the move made 
by the defense. Only alternatives whose template matches the 
move just made by the defense are tried in the search. 
PARADISE has the following templates which adequately 
describe defensive moves in terms of their effects on the 
purpose of the plan being executed (P and SQ, are variables 
which will be instantiated in an actual plan to particular pieces 
and squares, respectively): (P SQ) matches when the defense 
has moved the piece P to the square SQ (NIL SQ) matches 
when the defense has moved any piece to SQ, (P NIL) matches 
when the defense has moved P (to any square), (ANVBUT P) 
matches when the defense has moved some piece other than P, 
and N IL matches any defensive move. 

The plan for an offensive move can be one of two things: a 
particular move or a goal. A particular move ii simply the 
name of a piece and a square. Such a plan causes 
PARADISE to immediately make that move with no analysis 
of the position other than checking that the move is legal. A 
goal is simply the name of a KS followed by an instantiation 
for each argument of the KS. When executing a goal, 
PARADISE will construct an instance of the KS's concept in 
the data base by using the given instantiations and the 
attribute lists of this plan as a whole. The KS will then be 
executed for this concept-instance (goal). Any plan produced 
by this execution will replace the goal in the original plan and 
this modified plan will be used. This process expands and 
elaborates plans. If executing the KS does not produce a plan 
then the original plan has failed. 

Figure 2 shows a problem and one of the plans PARADISE'S 
static analysis produces for it. (''WN" means white Knight, 
''N5" means the square N5, etc. It should be obvious to which 
white rook "WR'' refers.) The last two lines of the plan are 
attribute lists. The first five lines are the Plan-Language 
expression for the plan which can be read as follows: 

Play N-N5, If black captures the knight with his knight, 
attempt to safely move the rook on Q1 to Q7. Then, if black 
moves his king anywhere try to safely capture the black rook on 
R7, and if black moves any piece other than his king, try to 
safely capture the king with the rook. A second alternative after 
black captures the knight is to attempt to safely move the rook on 
Ql to Q7 with check. Then, if black moves his king anywhere try 
to safely capture the black queen with the rook. 

SAFEMOVE, SAFECAPTURE, and CHECKMOVE are all 
KSes in PARADISE. After playing N-N5 and NxN for black 
in the tree search, PARADISE will execute either the 
CHECKMOVE goal or the SAFEMOVE goal. Executing the 
SAFEMOVE goal executes the SAFEMOVE KS which 
knows about safely moving a piece to a square. This KS will 
see that R-Q7 is safe and produce this as the continuation of 
the original plan, causing the system to play R-Q7 with no 
further analysis. If for some reason R-Q7 was not safe then 
the SAFEMOVE KS will try to make Q7 safe for the rook (by 
posting a SAFE concept). If some plan Is found, the original 
plan will be "expanded" by replacing the SAFEMOVE goal 
with the newly found plan. In general, the newly found plan 
will contain (SAFEMOVE WR Q7) though it may come after 
a sacrificial decoy or some other tactic. If posting the SAFE 
concept does not produce a plan, then the SAFEMOVE goal 
has failed, and the alternative CHECKMOVE goal will be 
tried. If It also fails, a complete analysis of the position must 
be done. If black had answered N-N5 with a King move, it 
would not match the template (BN N4) and a complete analysis 
of the position would be undertaken without attempting to 
make Q7 safe for the rook. 

A detailed description of the static analysis process in 
PARADISE Is given in [12]. PARADISE suggests the plan in 
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figure 2 for two different reasons. One of these two ways of 
suggesting this plan is briefly traced below. The system begins 
by posting a THREAT concept since the THREAT KS has 
productions which look for threats. One production recognizes 
the white rook could skewer the black king and rook from Q7 
so it posts a MOVE concept which says the white rook would 
be well placed on Q1 A production in the MOVE KS, that 
recognizes that R-Q7 is unsafe, matches and posts a SAFE 
concept for making Q1 safe for the white rook. While 
executing the SAFE KS, one production notices that the black 
knight blocks the white queen's protection of Q7, and posts a 
DECOY goal. The DECOY KS has a production which posts 
a FORCE goal suggesting N-N5 as a move to decoy black's 
knight. The plan in figure 2 has been built up at this point, 
although more KSes are executed (to check for effects) before 
the final plan is posted. 

6. Discussion of plans in PARADISE 
By use of conditionals, a plan can handle a number of possible 
situations which may arise. The most important feature of the 
Plan-Language is that offensive plans are expressed in terms 
of the KSes. This has many advantages. Relevant 
productions are immediately and directly accessed when a new 
position is reached. The system has one set of concepts it 
understands (the KSes) and does not need to use a different 
language for plans and static analysis. The system has been 
designed to make the writing of productions and thus the 
forming of KSes reasonable to do. Thus the range of plans 
that can be expressed is not fixed by the Plan-Language. By 
forming new KSes, the range of expressible plans may be 
Increased without any new coding (in the search routines or 
anywhere else) to understand the new plans. This is important 
since the usefulness of the knowledge base is limited by Its 
ability to communicate what it knows (e.g., through plans). 

Given a number of plans to execute, the tree search must make 
decisions about which plan to search first, when to forsake one 
plan and try another, when to be satisfied with the results of a 
search, and other such things. To make such decisions, it must 
have information about what a plan expects to gain and why. 
Such information was available to the productions which 
matched to produce the plan and must be communicated In the 
attribute lists of the plan so as to provide many different types 
of access to this knowledge. Unlike most search-based chess 
programs, PARADISE must use its information about a plan 
at other nodes In the tree since it executes a plan without 
analyzing the newly created positions. 

To use the information about plans in an effective manner, 
PARADISE divides a plan's effects into four different 
categories which are kept separately (i.e., their values are not 
combined in any way). These four categories are: THREAT 
which describes what a plan threatens to actively win, SAVE 
which describes counterthreats of the opponent a plan actively 
prevents, LOSS which describes counterthreats of the 
opponent not defended against and functions the first piece to 
move in a plan will give up by abandoning its current location 
(thus providing new threats for the opponent), and LIKELY 
which describes the likelihood that a plan will succeed. These 
four categories have emerged during the development of 
PARADISE. Experience seems to indicate the system must 
have at least these four dimensions along which to evaluate 
plant in order to adequately guide the tree search. 

Since the values for these categories must evaluate correctly at 

different nodes in the tree, they cannot be Integers. Instead 
they (except LIKELY) are expressions in the Threat-Language 
([12]) which can describe threats in a sophisticated manner. 
These expressions are evaluated in the context of the current 
position and may return different values for different 
positions. The value of LIKELY is an integer which 
represents the number of unforced moves the defense has 
before the offense can accomplish its plan. The most likely 
plans to succeed (e.g., the plan in figure 2) have a LIKELY of 
zero (every move is forcing). 

The system must quickly recognize when a plan Is not working 
and abandon it before effort is wasted investigating poor lines. 
On the other hand, it is expensive to completely analyze a 

?osition, so the system wants to use its plan as long as possible, 
o achieve a balance, plans must adequately express the 

purpose they intend to achieve. Productions must carefully 
formulate their Plan-Language expressions at the right level of 
detail using appropriate goals and descriptions of defensive 
moves. When executing a plan, the system will retrieve a goal 
or move from the plan to apply to a new position. Care must 
be taken to ensure that this move or goal is reasonable in the 
new position. For example, a plan which specifies that any 
check be played may lack detail and cause many poor checks to 
be investigated. On the other hand, if the plan specifies an 
actual move to attack the king, it may be too detailed since this 
move may no longer check the king in the new position (again 
a poor line is investigated). Plans should express their purpose 
by describing how the king should be attacked. 

A plan should handle as many replies as possible without 
causing a re-analysis, but it should avoid suggesting poor 
moves. The templates for describing defensive moves in the 
Plan-Language and the various KSes have been developed to 
allow PARADISE'S plans to accurately express their purpose. 
The results have been Quite satisfying: the productions in 
PARADISE now create plans which rarely suggest poor moves 
but which can still be used for as many ply as a human might 
use his original idea. 

7. Using Plans to Guide the Search 
Figure 3 depicts a position from [8] and shows the plan 
PARADISE suggests as best after a static analysis. To show 
how such plans are used to guide the search, PARADISE'S 
search for this position is sketched below. 
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The search commences execution of this plan by playing 
QxPch and producing a new board position. The defense 
suggests both legal moves, KxQ, and K-BI, but tries KxQ, 
first. Since this move matches the (8K R2) template in the 
plan, PARADISE has ((CHECKMOVE WR R5) <BK NIL) (ATTACKP 
BK)) as its best plan at ply 3 of the search. Execution of the 
CHECKMOVE KS produces ((WR R5) (BK NIL) (ATTACKP 
BK)) as a plan which causes R-R5ch to be played. Black plays 
his only legal move at ply 4, K-Nl, which matches the (BK 
NIL) template in the plan. Thus PARADISE arrives at ply 5 
with (ATTACKP BK) as its plan. Executing the ATTACKP KS 
posts many concepts, including MOVE and SAFE concepts, 
and ((WN N6) ((NIL (SAFEMOVE WR R6)) (NIL (SAFEMOVE WN 
K7))) is produced as the best plan in this position. After 
playing N-N6, the position in figure 4 is reached. 

Figure 4 

Productions which know about defending against R-R8 
suggest (BB R6)(BB Q2)(BB N2)(BR B4)(BR 63)(BR Bl), Black 
plays BxP first in an effort to save the bishop from the 
ensuing skewer. At this point the plan branches. Since both 
branches begin with a null template, they both match any 
black move at ply 6. Thus PARADISE has two plans at ply 7: 
(SAFEMOVE WR R8) and (SAFEMOVE WN K7). Before executing a 
plan for the offense, PARADISE executes the QUIESCENCE 
KS which looks for obviously winning moves. Here R-R8 is 
suggested by the QUIESCENCE KS which causes the 
(SAFEMOVE WR R8) plan to be executed immediately. 
PARADISE plays R-R8, finds that black is mated, and returns 
to ply 6 knowing that black's BxP leads to mate. All this has 
been accomplished without a static analysis; the original plan 
has guided the search. 

At ply 6, black uses KSes to refute the mating line. No new 
moves are found since all reasonable defenses have already 
been suggested. PARADISE has a causality facility which 
determines the possible effects a move might have on a line of 
play. Using the tree generated for the mating line, the 
causality facility looks for effects a proposed move might have 
(such as blocking a square which a sliding piece moved over, 
vacating an escape square for the king, protecting a piece 
which was attacked, etc.). The causality facility recognizes that 
neither B-Q2 nor B-N2 can affect the mating line found for 
BxP so they are rejected without searching. Black plays R-Bi 
next, the causality facility having recognized that this move 
opens a flight square for the black king. Again PARADISE 
has both (SAFEMOVE WR R8) and (SAFEMOVE WN K7) as plans at 
ply 7. Both SAFEMOVE goals would succeed, but R-R8 has 
a higher recommendation and is played first. Black plays his 
only legal move at ply 8, K-B2. PARADISE no longer has a 
plan at ply 9. Before trying a static analysis, it executes the 
QUIESCENCE KS in an attempt to find an obviously 
winning move. R-KB8 is suggested and PARADISE 
immediately plays this move without doing a static analysis. 
This is mate so PARADISE returns to ply 6 to look for other 

defenses. Both R-B3 and R-BI are tried and both are quickly 
refuted by playing R-R8 from the SAFEMOVE goal of the 
original plan, K-B2, and R-KB8 from the QUIESCENCE 
KS. The search then returns to ply 2 and tries K-BI In 
answer to QxPch. The template in the original plan does not 
match K-Bl so there is no plan at ply 3. However, the 
QUIESCENCE KS Quickly suggests Q-R8 and PARADISE 
returns from the search convinced that QxPch will mate. 

PARADISE'S plans are not always so accurate but space 
prevents presentation of a longer search. The above analysis 
uses about 130 seconds of cpu time on a DEC KL-10. It goes 
to a depth of 9 ply while creating only 21 nodes in the tree. 
Because of the guidance provided by the original plan, no 
static analysis was performed except on the original position. 
By comparison, the TECH2 program (an Improved version of 
TECH [5]) at a depth setting of 6 discovers that it can win 
material with QxPch although the horizon effect hides the 
mate from it. For this analysis, TECH2 uses 210 seconds of 
cpu time and creates 439,459 nodes by making legal moves (it 
also makes and retracts 544,768 illegal moves). 

8. Measuring PARADISE's performance 
To aid in evaluating performance, PARADISE was tested on 
positions in [8). This book contains tactically sharp positions 
from master games which are representative of tactical 
problems of reasonable difficulty. PARADISE'S knowledge 
base was developed by writing productions which would 
enable the program to solve, In a reasonable manner, fifteen 
chosen positions from among the first 100 In [81 The 85 
positions not chosen were not considered during this 
development. This development process produced one version 
of the program, called PARADISE-0. Six positions were then 
picked at random from the remaining 85 and accurate records 
were kept on the work involved in getting the program to solve 
these reasonably. The version of the program which solves all 
21 positions is called PARADISE. 

PARADISE'S performance on a problem is classified into one 
of three categories: I) problem solved as is (possibly with a 
minor bug fix), 2) problem not solvable without a change to 
the program or a major change to the knowledge base, or 3) 
problem solvable with a small addition to the knowledge base. 
Category 3 helps measure the modifiability of the knowledge 
base. It is meant to include solutions which require no changes 
whatsoever to the program and only a small addition to the 
knowledge base. Small means that it takes less than 20 minutes 
total of human time to identify the problem and write or 
modify one production which will enable PARADISE, with no 
other changes, to solve the problem in a reasonable way (i.e., 
no ad hoc solutions). 

Of the six positions chosen at random, two were in category 1, 
three were In category 3, and one was in category 2. This 
latter one inspired the only program changes between 
PARADISE-0 and PARADISE. These results speak well for 
the modifiability of the knowledge base, but shed little light on 
the generality of the program. To better test generality, 
PARADISE has been tested on the first 100 positions. These 
positions are divided into 5 groups of 20 and Reinfeld claims 
an increase In difficulty with increase in group number. (Eight 
endgame positions were eliminated, so the groups actually have 
18, 19, 18, 20, and 17 positions.) PARADISE is considered to 
solve only the problems In category 1, while PARADISE-2 
solves both category I and 3 problems. PARADISE would 



become PARADISE-2 simply by leaving in the productions 
written to solve problems in category 3. The following table 
shows what percentage of these problems can be solved by 
PARADISE, PARADISE-2, CAPS [I] TECH [51 CHESS 
4.4 [ I I ] running on a CDC 6400, and a human rated as class 
A [ I ] . PARADISE was limited to 45 minutes of cpu time per 
problem while the other programs were limited to 5 minutes. 

PARADISE PARADISE-2 CAPS TECH C-4.4 HUMAN 

Group I 
Group 11 
Group 111 
Group IV 
Group V 
AH 92 

78% 
66 % 
94X 
70X 
65X 
75X 

100X 
95X 

100X 
9SX 
94X 
97X 

67X 
74X 
61X 
50% 
41X 
59X 

78X 
84 % 
61X 
40X 
47X 
61X 

94X 
95X 
78X 
70X 
76X 
83X 

89% 
95X 
94X 
80X 
S3X 
83% 

There were 20 problems in category 3 in the first 100, but only 
13 productions were written to solve them. In two instances, an 
already existing production was modified. In five instances the 
same production solved 2 different category 3 problems. This 
is a strong Indication that the productions being written are 
fairly general and not tailored to the specific problem. 
PARADISE already exhibits more generality in this domain 
than programs like TECH and CAPS. The figures for 
PARADISE-2 show that these problems do not push the limits 
of the expressibility of the production language nor the ability 
of the program to control the tree search. These results 
indicate that the generality of PARADISE is reasonable and 
that the modifiibility of the knowledge base is excellent. 

It should be noted that PARADISE uses considerably more 
cpu time and produces trees with considerably fewer nodes 
than either of the other programs. The following statistics 
were complied for the 89 problems which PARADISE-2 
solved In these 92. PARADISE averaged five and one-half 
minutes of cpu time per problem (it ranged from 19 seconds to 
1958 seconds), and generated an average of 38 nodes per 
problem (ranging from 3 nodes to 215). On the average, 
PARADISE spent 53* of its time calculating primitives. 
There were an average of 3.7 static analyses done per problem, 
and less than 9% of the nodes generated had static analyses 
done on them. This shows that the plans do a good Job of 
guiding the search. 

9. Comparison to Plans in Robot Problem Solving 
Plans are used In many domains of AI research, especially 
robot problem solving. ABSTRIPS [91 NOAH [10] and 
BUILD [4] are examples of planning systems in robot problem 
solving environments. Plans in these systems are very different 
from those in chess so a summary of these differences is more 
appropriate than a detailed comparison. These differences are 
explained in greater detail in [12] Robot planning is 
frequently done in abstracted spaces which have been defined, 
and which omit details. Such an approach is much more 
difficult in chess, at least with mankind's current 
understanding of the game. It is not clear how to define 
abstracted spaces. Small details are very important in chess 
and cannot be readily ignored. 

In the robot planning systems, the effects of an action are well 
defined. The program can easily and quickly determine the 
exact state of the world after an action. In chess, moves 
(actions) may subtly affect everything on the board. Chess 
plans cannot make many assumptions about the state of the 
world in the future, but must describe the expected features of 

new states In the plan itself and then test for these features 
while executing the plan. 

In most robot planning systems, tests for havine achieved the 
goal or the preconditions of an action are trivial and give well 
defined answers. In chess, there may be only very subtle 
differences between a position where a particular action is 
rood and positions where the same action is wrong. It is also 
hard to know when a goat has been achieved, since there Is 
always a chance of obtaining a larger advantage (except when 
the opponent has been checkmated). Thus in chess it Is 
necessary for the plan to provide a considerable amount of 
information to help in the making of these decisions. This is 
done in PARADISE through the attribute lists in plans. 

The number of things PARADISE can consider doing at any 
point in a plan is about an order of magnitude larger than the 
number of things most robot problem solvers usually contend 
with. There are an average of about 38 legal moves in a chess 
position (see [2]). When planning farther in the future than 
Just the first action, the chess planner has many more choices 
than the 38 legal moves. The inability to make assumptions 
about future states often prevents mentioning actual moves in 
a plan. Instead a description of the intent is needed, and the 
number of such descriptions is much larger than the number 
of legal moves that might be made. A robot usually has a 
much smaller number of possible actions, so the two types of 
plans explode at very different rates. 

The robot planners have the flavor of establishing a sequence 
from a small number of well-understood operations until the 
correct order is found, while chess planners have more a flavor 
of "creating" the correct plan from the many possibilities. For 
this reason, a system which produces good chess plans needs a 
large amount of knowledge and non-trivial reasoning processes 
to produce plans. Plans in PARADISE differ from those in 
robot problem solvers by specifying powerful knowledge to be 
applied in new situations. Plans essentially give PARADISE a 
perspective to use when analyzing a new position. 

10. Comparison to Plans in Chess 
Pitrat's program [7], which solves chess combinations, is the 
most important example of the use of plans in chess. The 
language Pitrat uses for expressing plans has four statements 
with the move statement and modification statement being 
the most important. The move statement specifies that the 
piece on one particular square should move to another 
particular square. It may also be specified that the move must 
be a capture. The modification statement describes a 
modification to be made to a particular square. This can be 
one of four things: removal of a friend, removal of an enemy, 
moving a friend to the square, or getting an enemy to move to 
the square. 

Plans in PARADISE provide much more flexibility in 
expression than Pitrat's move statement. In PARADISE, types 
of moves other than captures can be specified (e.g., safe moves). 
Also, particular squares do not need to be named in 
PARADISE since it can use a variety of goals to express the 
plan. The important square to move to may change depending 
on the opponent's move so it Is not always possible to specify 
such a square in advance. Pitrat's modification statement is a 
goal which the system tries to accomplish. These modifications 
are too simple to express the purposes behind their suggestion. 
For example, the system may want to decoy the black queen to 
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make a square that it protects safe for white. Pitrat would 
express this goal as removing an enemy from the black queen's 
location which does not express the purpose of the plan. It 
will work well for the winning combination but will also allow 
many wrong moves since the queen may be decoyed to a 
square from which she can still protect the square in question. 
PARADISE would specify that the black queen must be 
decoyed to make the particular square safe, and only decoys 
which remove the black queen's protection would be 
considered. PARADISE attempts to express the purpose of 
each plan while Pitrat's plans express side effects that will 
happen if the purpose is accomplished (e.g., a square becoming 
vacant). Unfortunately, the same side effects may also happen 
when the purpose is not accomplished, causing the system to 
waste effort searching poor lines. 

Plans in PARADISE have two more major advantages over 
the plans in Pitrat's system. First, PARADISE has 
conditionals which allow specification of different plans for 
different replies by the opponent. The advantages of this are 
obvious: the system can Immediately try the correct plan 
Instead of searching an inappropriate plan and backtracking to 
correct itself. Second, PARADISE'S plan language is 
modifiable. Simply by writing new productions, new goals and 
concepts can be created for expressing plans and the system 
will automatically understand these new plans. This property 
Is necessary for any system that wishes to extend its domain or 
incrementally increase its expertise. Significant additions to 
Pitrat's plan language would seem to require a major 
programming effort. 

It should be noted that Pitrat's program processes nodes much 
faster than PARADISE and therefore can handle larger trees. 
It may be the case that programs will obtain better 
performance by using larger trees and less sophisticated plans, 
but the use of knowledge Is only starting to be investigated by 
programs such as PARADISE and it is too early to draw 
conclusions. 

11. Summary 
PARADISE exhibits expert performance on positions it has 
the knowledge to understand, showing that a knowledge based 
approach can solve some problems that the best search based 
programs cannot solve because the solutions are too deep. The 
knowledge base is organized into KSes which provide concepts 
for PARADISE to use in its reasoning processes. These 
concepts are at a higher level than the ideas produced by 
simply matching patterns. PARADISE'S knowledge base is 
amenable to modification. Production rules (and therefore 
KSes) can be quickly written and inserted In the knowledge 
base to improve system performance without adverse affects. 

The concepts provided by the KSes are used to create plans 
during static analysis. The concepts communicate enough 
information that they can be rejected after being posted. Tne 
same concepts are used to express plans for guiding the search, 
and the KSes execute the plans during the search. By 
communicating plans down the tree, PARADISE can 
understand new positions on the basis of its analysis of 
previous positions. By having particular goals in mind when 
looking at a new position, the system quickly focuses on the 
relevant part of the data base and avoids using all its patterns. 
Plans in PARADISE express their purpose fairly well, without 
being too general or too specific. Because of the successful 
communication of knowledge through plans, PARADISE is 

able to solve a number of chess combinations with small trees 
and without a depth limit on its search. 

One of the major Issues In creating concepts is their generality. 
If the concepts are too general then too many details are lost, 
and the system does not have the necessary facts to do certain 
reasoning. If not general enough, the system leans toward the 
extreme of needing a production for every possible chess 
position. The concepts in PARADISE have been constructed 
to be as general as possible without sacrificing expert-level 
performance to the loss of detail. The tradeoff of generality 
and specificity in concepts Is closely related to the tradeoff of 
search and knowledge. With much specific knowledge the use 
of knowledge becomes expensive, but fewer mistakes need to be 
corrected in the search. With more general knowledge, analysis 
is cheaper but more time must be spent correcting mistakes in 
the search. PARADISE uses a mix of search and knowledge 
which involves more knowledge and less search than previous 
programs which include chess middle games in their domain. 
This type of research should strive for generality within the 
confines of its commitment to knowledge-based expert 
performance. 
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Th is b r i e f paper o u t l i n e s j o i n t work t h a t i m p l i e s a v iew o f the e x p l i c a t i o n o f Speech Acts 
d i f f e r e n t f rom those c u r r e n t i n A l . I t i s e x p l o r a t o r y a t p r e s e n t , bu t w e i n t e n d t h a t i t shou ld 
lead to programs as soon as p o s s i b l e . We propose a system t h a t engages in d i a l ogue w i t h a 
human user so as to d iscuss o t h e r s and in do ing so , i n t e r p r e t s the a p p r o p r i a t e communicat ive 
f o r ce o f the u s e r ' s u t t e r a n c e s . The t h ree key f e a t u r e s o f the e x p l i c a t i o n o f communicat ive 
f o r c e presented a r e : 
1 . m u l t i p l e env i ronments : the a b i l i t y t o i n t e r p r e t an express ion o r a d e s c r i p t i o n r e l a t i v e 
to some p a r t i c u l a r knowledge, e . g . r e l a t i v e to the b e l i e f s o f one person about ano the r . I t i s 
a g e n e r a l i z a t i o n o f the computer sc ience approach to exp ress ion e v a l u a t i o n , us ing the n o t i o n 
o f an envi ronment to f i x the i n t e r p r e t a t i o n o f names o c c u r r i n g i n the e x p r e s s i o n . 
2 . dua l knowledge r e p r e s e n t a t i o n : an " e x p e r i e n t i a l " r e p r e s e n t a t i o n is used to memorize 
sentences or o t h e r episodes ( e x e m p l i f i e d by p s e u d o - t e s t s , or PTs) , w h i l e a f rame- type 
r e p r e s e n t a t i o n is used to memorize knowledge needed more g e n e r a l l y f o r r eason ing . 
3 . a l e a s t e f f o r t p r i n c i p l e of u n d e r s t a n d i n g : cons idered to be a language u n i v e r s a l , which 
r e q u i r e s (a) t h a t the system m a i n t a i n as much r e p r e s e n t a t i o n as p o s s i b l e in the f r a m e - l i k e 
f o rms , r a t h e r than in PTs, and (b) t h a t the system m a i n t a i n a h i g h l y redundant r e p r e s e n t a t i o n 
in the PTs, ach ieved by a process we c a l l p e r c o l a t i o n of b e l i e f . 

1. INTRODUCTION 

Speech Acts (SAs) o r i g i n a t e d as a n o t i o n in 
ph i l osophy [1] , [9] much p reoccup ied w i t h 
the l o g i c a l p r o p e r t i e s o f sentences l i k e " I 
promise to pay you f i v e pounds" and, l a t e r , 
w i t h access to the i n t e n t i o n s in a speake r ' s 
head. L i n g u i s t s worked w i t h these n o t i o n s 
subsequent ly b u t , l i k e A l w o r k e r s , they have 
added l i t t l e t h a t i s d i s t i n c t i v e t o the 
o r i g i n a l p e r c e p t i o n t h a t u t t e r a n c e s have a 
d i s t i n c t i v e communicat ive f o r c e (as a t h r e a t , 
a p romise , a w a r n i n g , e t c . ) , i n a d d i t i o n to 
l i t e r a l c o n t e n t . We b e l i e v e t ha t an Al approach 
t o t h i s area t h a t i s t o c o n t r i b u t e 
d i s t i n c t i v e l y w i l l have to make use o f genera l 
p r i n c i p l e s concern ing the env i ronmen ta l 
embedding of b e l i e f s , e t c . , as w e l l as a l e a s t 
e f f o r t maxim f o r t h e i r m a n i p u l a t i o n . The f i r s t 
of t h e s e , advocated by B ien in 1975 [2] , has 
been used by Cohen [5] and o the rs of the 
Toron to g roup , bu t t he d i s t i n c t i v e f e a t u r e we 
d iscuss here concerns the maintenance and 
change of such env i ronments under a genera l 
requ i rement o f c o g n i t i v e e f f i c i e n c y . 

2. TIRESIAS 

We propose a system ab le to engage in a l i m i t e d 
c o n v e r s a t i o n w i t h a human use r : l e t us c a l l I t 
TIRESIAS f o r a reason t h a t w i l l appear. The 
t o p i c of the c o n v e r s a t i o n would be the 
r e l a t i o n s h i p s of a group of f r i e n d s (see [7]) 
known in v a r y i n g degrees to both TIRESIAS and 
the use r . We expect sample d ia logues such as : 
$1 USER: Frank is coming tomorrow, I t h i n k . 

TIRESIAS: Perhaps I shou ld l e a v e . $2 

$3 

U 
T 
U 
T 

Why? 
Coming f rom you , $1 is a t h r e a t . 
Does Frank ha te you? 
I d o n ' t know-but you t h i n k he does, and 
t h a t i s what i s impo r t an t r i g h t now. 

The impor tan t f e a t u r e we r e q u i r e here is 
TIRESIAS' a b i l i t y t o eva lua te i t s d e s c r i p t i o n s 
o f persons d i f f e r e n t l y i n d i f f e r e n t environments 
Thus, a t $ 1 , TIRESIAS d e t e c t s a t h r e a t (not in 
i t s e l f n e c e s s a r i l y i n t e r e s t i n g ) o n the bas i s 
o f e v a l u a t i n g i t s r e p r e s e n t a t i o n o f i t s e l f , 
i n s i d e t h a t o f F rank , i n s i d e t h a t o f the u s e r , 
wh ich we might w r i t e (g i ven t h a t [P ] i s the 
d a t a - s t r u c t u r e f o r P i n s i d e Q, t h a t i s , Qs 
model o f P ) : 
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done l a t e l y , a n d , i f i t h a d , i t n e e d no t b e 
done a g a i n , s i n c e the r e l e v a n t b e l i e f s , Frank 
d i s l i k e s T i r e s i a s i n t h i s c a s e , wou ld a l r e a d y 
have p e r c o l a t e d i n t o i t . One may n o t i c e t h a t 
such p e r c o l a t i o n s , i f t hey e x i s t , deny t he 
whole b a s i s o f i n t e n s i o n a l l o g i c ( t h e d e n i a l o f 
p b e l i e v e s x -> x ) , but seem c o n s i s t e n t w i t h 
common sense , and more t e c h n i c a l l y w i t h the 
s leepe r e f f ec t s [ 6 ] , t he i n f e r e n c e o f b e l i e f s 
f rom u n r e l i a b l e s o u r c e s . 
I t s h o u l d no t be emphasized t h a t we are no t 
t r e s p a s s i n g i n t o p o s s i b l e w o r l d s : f o r they 
r e q u i r e the ass ignment o f a l l v a r i a b l e s . I n 
t he r e c u r s i v e p u s h i n g down of PTs we env isage 
o n l y r e l e v a n t b e l i e f s w i l l b e r e s e t . I t i s 
c e r t a i n l y t r u e , however , t h a t these s u g g e s t i o n s 
w i l l imp inge on the area on i n t e n s i o n a l l o g i c 
(see [2] and, of c o u r s e , T i r e s i a s in the 
Greek myth was the seer who knew t h a t J o c a s t a 
was the mother of Oedipus (who knew t h a t 
J o c a s t a was t he w i f e o f O e d i p u s , and even t h a t 
J o c a s t a was J o c a s t a , but NOT t h a t key f a c t 
known to T i r e s i a s ) . But t h e r e i s no space to 
e x p l o r e these c o n n e x i o n s , a l t h o u g h we do 
b e l i e v e t h a t even the s i m p l e c o n s i d e r a t i o n s se t 
ou t here c o u l d l e a d to a r i c h e r p r o c e d u r a l 
e x p l i c a t i o n o f SAs than those c u r r e n t i n A I . 
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Reflectance map techniques make e x p l i c i t the re lat ionship between image in tens i ty and 
surface o r i en ta t i on . In general, however, t rade-of fs between image in tens i ty and 
surface shape emerge which cannot be resolved in a single view. Exist ing methods for 
determining shape from a single view embody assumptions about surface curvature. The 
image Hessian matrix is introduced as a convenient viewer-centered representation of 
surface curvature. Properties of surface curvature are expressed as propert ies of the 
Hessian matr ix . For several classes of surfaces, image analysis s imp l i f i es . This 
resu l t has already been established for planar surfaces. Similar s imp l i f i ca t i on is 
demonstrated fo r s ingly curved surfaces and for the subclass of doubly curved surfaces 
known as generalized cones. These studies help to delineate shape information that can 
be determined from object boundaries and shape information that can be determined from 
shading. 

1. THE REFLECTANCE MAP 

The apparent brightness of a surface element 
depends on the o r ien ta t ion of that element re la
t i ve to the viewer and the l i g h t sources. 
Di f ferent surface elements of a nonplanar 
object w i l l r e f l e c t d i f f e ren t amounts of l i g h t 
towards an observer as a consequence of t he i r 
d i f f e r i n g a t t i t ude in space. A smooth opague 
object w i l l thus give r ise to a shaded image 
( i . e . , one in which brightness varies spa t i a l l y ) 
even though the object may be i l luminated 
evenly and covered by a surface material wi th 
uniform opt ica l proper t ies. Shading provides 
essential information about the ob jec t 's shape 
and has been explo i ted in machine vis ion [ 1 -8 ] . 

* This paper describes research done at 
the A r t i f i c i a l In te l l igence Laboratory of the 
Massachusetts I n s t i t u t e of Technology. Support 
fo r the laboratory 's a r t i f i c i a l in te l l igence 
research was provided in part by the Advanced 
Research Projects Agency of the Department of 
Defense under Off ice of Naval Research Contract 
M00014-75-C-0643 and in part by the Off ice of 
Naval Research under Off ice of Naval Research 
Contract N00014-77-0389. 

A convenient representation for the re la t ion 
between scene radiance and surface or ienta t ion 
is the "ref lectance map", introduced by Horn 
[ 4 ] . A ref lectance map R(p,q) gives scene 
radiance as a function of surface gradient 
(p,q) in a viewer-centered coordinate system. 
If z=f (x ,y) is the elevat ion of the surface 
above a reference plane ly ing perpendicular to 
the opt ical axis of the imaging system, and if 
x and y are distances in th is plane measured 
para l le l to orthogonal coordinate axes in the 
image, then p and q are the f i r s t pa r t i a l 
der ivat ives of z=f (x ,y) with respect to x and y: 

The ref lectance map is usually depicted as a 
series of contours of constant scene radiance. 
It can be measured d i rec t l y using a photo-
goniometer or i nd i rec t l y from the image of an 
object of known shape. A l t e rna t i ve l y , a 
ref lectance map may be derived from phenomeno-
log ica l models of surface ref lectance or ca l 
culated from analy t ic models of surface micro-
s t ruc ture . Recently, a un i f ied approach to the 
spec i f i ca t ion of surface ref lectance in terms 
of both incident and re f lec ted beam geometry 
has been proposed [ 9 ] . The resu l t has been 
cal led the b id i rec t iona l re f l ec tance-d is t r i bu 
t ion funct ion (BRDF). The ref lectance map, as 
defined here, can be derived in terms of the 
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BRDF [10]. 

Figure 1 shows the reflectance map corresponding 
to the phenomenological model of a perfectly 
diffuse (lambertian) surface which appears 
equally bright from a l l viewing direct ions. 
This reflectance map is given exp l i c i t l y as: 

where p is a surface reflectance factor and 
(p$.qs) is the gradient pointing in the direc
tion of a single distant point source of i l l u 
mination. Here, R(p,q) = pcos(i) where i is the 
angle of incidence. Cos(i) has been expressed 
as the normalized dot product of the surface 
normal vector [ p ,q , - l ] and the vector [Ps»qs>~l] 
which points in the direction of i l luminat ion. 

Figure 1 The reflectance map for a lambertian 
surface il luminated by a single 
distant point source with ps = 0.7, 
qs = 0.3 and P = 1. The reflectance 
map is plotted as a series of contours 
spaced 0.1 units apart. 

An ideal imaging device produces image 
ance proportional to scene radiance, 
is the image irradiance at image point 
then the relevant equation i s : 

I (x ,y) = R(p.q). 

i r r a d i -
I f (x,y) 
(x ,y ) , 

(1) 

Unti l recently, the calculation of shape from 
shading could be performed only by a rather 
tedious method involving the direct solution of 
the above nonlinear f i rs t -order part ia l d i f fe 
rent ia l equation, using something l ike the 
method of characterist ic s t r ip expansion [3 ] . 
Progress has been made in the development of an 

i t e ra t i ve , local method based on relaxation [5 ] . 
Both methods, however, embody assumptions about 
surface curvature. 

One can view (1) as a single equation in the two 
unknowns p and q. In order to determine p and 
q, additional information must be provided. 
Knowledge of surface curvature can provide the 
required additional information, 

2. THE. IMAGE HESSIAN MATRIX H 

Curvature at a point (x,y) on a surface z=f(x,y) 
can be specified in terms of the two principal 
radi i of curvature r] and r2 and associated 
directions [11]. Such a specif ication corres
ponds to an object-centered def in i t ion of 
surface curvature. It is convenient for image 
analysis to specify surface curvature in the 
same viewer-centered coordinate system used to 
define the reflectance map R(p,q). 

Let H be the matrix given by: 

(2) 

H is the standard Hessian matrix of the function 
z=f(x,y) [12], Here, H is called the image 
Hessian matrix of the surface z=f(x,y). 

Image intensity determines one correspondence. 
By taking part ia l derivatives of equation (1) 
with respect to x and y, two equations are 
obtained which can be writ ten as the single 
matrix equation: 

(5) 

(subscripts denote part ia l d i f fe rent ia t ion) . 
Thus, (4) can be rewritten as: 
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section of the cone can be represented, in 
cy l i nd r i ca l coordinates, by the funct ion 
r(o) = 1, where 0 measures angular posi t ion 
about the y -ax is . I f o is chosen so that 0 = 0 
points in the d i rec t ion of the viewer, then the 
parameter t in (10) and (11) is th is angle e. 

Figure 2 The synthesized image of a r i gh t 
c i r cu la r cone, wi th height equal to 
twice the base radius and axis para
l l e l to the image plane. The surface 
ref lectance is lambertian wi th a 
s ingle d is tant point source at 
ps = 0.7 and q s = 0.3. 

Figure 3 shows the curve in p-q space determined 
by (10) and (11) superimposed on the ref lectance 
map used to generate f igure 2. There exists a 
1-1 continuous mapping between any hor izontal 
i n tens i t y p r o f i l e from f igure 2 and the curve in 
p-q space determined by (10) and (11). Thus, 
f ind ing the point (p,q) corresponding to any 
image in tens i t y point I ( x , y ) = x from f igure 2 
s imp l i f i es to the problem of determining re f l ec 
tance map values on the curve given by (10) and 
(11) for which R(p,q) = a. Since a l l 1-1 con
tinuous mappings are monotonic, mul t ip le solu
t ions can be resolved by systemat ical ly scanning 
each image l i ne from l e f t to r i g h t . The requi 
red r a t i o b/a can be determined from the boun
dary contour in f igure 2. For s ing ly curved 
surfaces, image analysis using the ref lectance 
map is s t ra ight forward. 



5. GENERALIZED CONES 

A generalized cone is defined to be the surface 
swept out by moving a simple smooth cross-
section r(o) along a straight axis A, at the 
same time magnifying or contracting it in a 
smoothly varying way [15]. The concept of a 
generalized cone has i t s genesis in the genera
l ized cylinder representation of Agin and Bin-
ford [16]. There, generalized cylinders were 
used as a convenient representation scheme for 
describing complex shapes. In [15| , however, 
the generalized cone emerges not so much as a 
representation scheme but as an interpretat ion 
that is forced if one t r i es to develop a theory 
of how to infer the shape of objects from the i r 
s i lhouettes. 

Some addit ional terminology is required. Let 
h(x) be the axial scaling funct ion, where x 
denotes distance along the A axis. The angle i> 
between the axis A and a plane containing a 
cross-section is cal led the eccentr ic i ty of the 
cone. I f IP=TT/2, then the cone called a r i j h t 
generalized cone. In add i t ion, if the cross-
section is c i r cu la r , then the cone is called a 
r igh t generalized cone with c i rcu lar cross^ 
sectjipn. 

Generalized cones are, in general, doubly curved. 
The curvature of a generalized cone, however, 
conveniently decouples in i t s object-centered 
representation. For appropriate viewing condi
t ions , th is decoupling carries over to images of 
generalized cones. These images can be analyzed 
"almost" as if the surface were singly curved, 
as w i l l now be shown. 

Consider a r ight generalized cone with c i rcu lar 
cross-section. Without loss of general i ty, one 
can assume that the axis A passes through the 
center of the c i r c l e . For the moment, one addi
t ional assumption is needed. Assume that the 
axis A is paral le l to the image plane. For 
convenience, l e t the image X-Y axes be chosen so 
that A coincides with the image Y-axis. Dis
tance along the A axis is then equal to distance 
along the Y-axis so that the axial scaling func
t ion can be denoted as h(y). Further, l e t the 
c i rcular cross-section be denoted by r(e) = 1, 
where 6 = 0 points in the direct ion of the 
viewer. The gradients corresponding to points 
on such a generalized cone l i e in the two-
parameter region in p-q space given parametri-
cal ly by: 

(12) 

(13) 

where h'(y) denotes the derivative of h(y) with 
respect to y and e varies between -TT/2 and ir/2. 

Figure 2 was an example of a r ight generalized 
cone with c i rcu lar cross-section. There, 
h'(y) = -b/a. In general, (12) and (13) define 
a two-parameter region in p-q space. The re le
vant observation, however, is that when the axis 
A is paral lel to the viewing plane, the value of 
h'(x) can always be determined d i rect ly from the 
boundary contour. In th is case, f inding the 
(p,q) corresponding to a given image intensity 
point I (x ,y) = a simpl i f ies to a two step 
process. F i r s t , for the part icular y, determine 
h*(y) as the rate of change of object radius 
with respect to y (equivalently, as 1/2 the rate 
of change of object diameter with respect to y) 
at the object boundary along image l ine y. 
Second, as in the case of a singly curved object, 
scan a l e f t to r ight p ro f i l e to determine the 
correct reflectance map point on the curve 
given by (12) and (13). 

Figure 4 i l l us t ra tes . Here, the axial scaling 
function is a sinusoid while the cross-section 
remains c i rcu lar . Figure 5 superimposes a 
col lect ion of the curves given by (12) and (13) 
on the reflectance map used to generate f igure 
4. The surface depicted in f igure 4 is every
where doubly curved. Yet from the given viewing 
d i rec t ion , the curvature decouples so tha t , from 
an image analysis point of view, the surface 
behaves as if it were single curved. 
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A wide variety of processes in biology, medicine, or engineering are recorded on video tape or cine f i lm as 
moving images. Computer analysis of a moving image, however, requires too much time, if whole areas of 
a large number of consecutive frames are examined in detail. This paper describes how a plan-guided 
analysis, which utilizes both a priori and acquired knowledge about the dynamic image, can efficiently and 
correctly extract necessary information from the video tape or cine f i lm image. It first analyzes a coarse 
picture and makes a plan, which is then used in the next fine data collection and processing of the record; 
the plan specifies (1) frames to be sampled, (2) regions to be analyzed, covering important portions of the 
dynamic image, and (3) suitable operators and their parameters to be applied to the regions. The 
effectiveness of the method is shown by an example that analyzes a sequence of noisy radiographic images, 
a cine-angiogram, which needs to reliably detect curves of specified properties in a large number of 
frames. 

1. INTRODUCTION 

A wide variety of processes observed in experiments 
of medicine, biology, or engineering are recorded on 
video tape or cine f i lm as moving images. Analysis of 
these images, however, have been tedious tasks of 
human beings; they must keep watching a large 
number of frames to point out feature patterns and 
measure their parameters. In recent years, computer 
analysis of moving images [1,2], such as motion 
analysis of hearts [3,4] or micro organisms [5,6], 
have been studied to reduce the human labor and 
extract more reliable information from the records in 
short time. 

Because of a large amount of information content of 
a moving image, too much computing time is spent if 
whole areas of consecutive frames are examined in 
detail. Although a special parallel processor system 
could significantly reduce the computing time for 
preprocessing, feature extraction, or change 
detection, we should avoid to waste the computing 
power for unnecessary processing. Analysis of 
moving images does hot require all information in 
the records, but only a small fractions are utilized; 
for example, we analyze only small subareas covering 
moving objects for tracking, or abruptly changing 
frames are more carefully examined than almost still 
ones for motion pattern analysis. Most motion 
analyzers have been designed to save the computation 
by utilizing models of objects in already analyzed 
frames to predict their locations or shapes in the 
current frame [1,2]. 

We have extended these ideas to organize a new 
system, a plan-guided analyzer of moving images. 
The plan-guided analysis is not a new idea, but has 
been studied to analyze complex static pictures; for 
example, identification of human faces [7] and 
analysis of chest radiographic images [8]. However, 

the idea is most effectively applied to analysis of a 
long sequence of high resolution pictures, because 
the computing time is of primary importance and 
one can significantly reduce it by utilizing the 
contextural information about the images in 
consecutive frames. The feature of our system is to 
fully utilize its knowledge, both a priori and acquired 
knowledge, about the dynamic image so as to extract 
correct information from the record at an extremely 
low computation cost. A priori knowledge contains 
general properties such as 'the moving objects are 
dark and blob-like/, which is useful to design 
efficient procedures. However it lacks quantitative 
information about a particular record, such as 
locations, velocities, brightness levels, and shapes of 
objects. The analyzer, therefore, examines a small 
number of low resolution pictures of the record to 
collect such information and make a coarse model, a 
sketch, of the process, by which it can estimate 
which frame and what regions in it are worthy 
examining, or what type of a feature extractor is 
most effective at each point in the regions. Now, the 
system makes a plan, specifying (1) frames to be 
sampled, (2) regions to be examined, and (3) 
effective feature extractors to be applied. Since more 
accurate knowledge is acquired as a result of this 
plan-guided analysis of a frame, the coarse model is 
replaced with a fine and more reliable one, 
describing exact properties of the objects in the 
current frame, which is then used to make a more 
effective plan of sampling and analyzing next 
pictures. By iterating this process, planning, 
analyzing and updating, the system constructs a final 
model of the process, containing all information 
required. 

The purpose of utilizing the plan is not only for 
minimizing the computation cost, but also for 
increasing reliability of extracted information. Thus, 
the plan selects feature extractors and their 
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parameters, considered to be most reliable, at each 
point. However, it is not easy to find the correct 
feature at every point in a noisy dynamic image such 
as a sequence of radiographic images. Optimization 
methods [9,10] are known as useful to search noisy 
pictures for curves or regions of specified properties. 
We can apply one of them to the dynamic image by 
embedding the properties of the object in a figure of 
merits. The optimization method, however, requires 
too much memory space and computing time, 
especially when a global shape property such as 
smoothness over a wide range is speicified, since we 
are forced to solve it as a high dimensional 
non-serial optimization problem. We, therefore, 
propose an improved method which utilizes an 
efficient search for the optimal sequence of linear 
segments instead of the already known inefficient 
search for the optimal series of pixels. 

t. HARDWARE SYSTEM 

Fig.l shows a block diagram of the hardware system. 
The computer used is aHP-2108A,a 16bit machine 
with 32kw of memory, a disc (15Mbytes), a 
printer/plotter, a storage tube display and three 
terminals under a multi-user operating system. A 
picture memory, 256kbytes 800nsec/2bytes cycle time, 
is connected to the computer. We utilize this memory 
as a flexible buffer for video input and output 
from/to a VTR (video tape recorder), a TV camera, 
and a color display. The memory is also used as high 
speed random access files of dynamic images; a 
software subsystem swaps picture data in a segment 
of the memory for necessary data in disc files, on the 
basis of first in first out [11]. 

Our system is provided with a computer controlled 
f i lm projector, which selects a specified frame by 
sending 35mm f i lm at a rate of 15 frames/sec. At 
present, the TV camera is used as the transducer of 
the projected image, which is transformed into a 256 
by 256 6bit digital picture. 

3. ANALYSIS OF MOTION PATTERNS 

3.1 ANALYSIS OF CINE-ANGIOGRAMS 

In recent years, people have studied computer 
analysis of a cine-angiogram, a cine f i lm record of a 
radiographic image of a beating heart in which Xray 
opaque dye is intermittently injected through a 
catheter. Their primary interest is in measuring 
temporal change in the volume of the heart; the 
computer detects the internal surface of the heart in 
each frame, and calculates the volume by utilizing a 
three dimensional model of a heart. 

In this paper, a more advanced analysis is described, 
which detects both internal and external surfaces of 
the heart, and measures the spatial and temporal 
change in thickness of the heart wall, which gives us 
important measure of heart diseases. 
The usual methods detect a boundary of a left 

ventricle by rather simple procedures; for example, 
an adaptive threshold method detects candidates 
points for the boundary, and then a simple statistical 
method examines their neighbors to fit line segments 
to the boundary [3]. A reason why such a level 
detecting method is applicable is that the f i lm is 
taken and developed so as to show rather sharp 
contrast in gray values between the light ventricle 
and the dark background. Such a photographic noise 
reduction technique, however, is not applicable to a 
cine-angiogram for analyzing a heart wall, which 
has usually intermediate gray values in our 
radiographic images. As a result, the pictures contain 
much noise, masking small gray value changes on or 
near the surfaces. Moreover, an accurate detection of 
both surfaces is needed, since small errors in the 
locations of points on a surface cause considerable 
errors in the thickness measurement of the heart 
wall. 

Another important problem, which has been already 
discussed, is the computation efficiency. The 
computer needs to examine a large number of high 
resolution pictures, because the heart wall occupies 
only a small fraction of each horizontal scan of the 
input pictures. 

3.2 PLAN-GUIDED ANALYSIS OF WALL THICKNESS 

We have developed a plan-guided analyzer for 
detecting both surfaces of a wall of a left ventricle 
and measuring temporal changes in thickness at each 
portion of the wall. The features of the system are as 
follows: (1) detection of edge points in the first 
frame is guided by a plan which specifies regions to 
be examined and promising feature extractors to be 
used, (2) smooth boundaries of the wall are obtained 
by an efficinet search method, and (3) another plan 
is utilized to analyze consecutive frames; it selects 
next frame to be sampled and guides the analyzer so 
as to examine it in a much more efficient manner 
than the first frame. 
The analysis is divided into the following five phases. 
(1) planning of feature extraction of first frame. 
(2) search for smooth boundaries. 
(3) selection of next sampling frame. 
(4) analysis of consecutive frames. 
(5) measurement of thickness. 

3.3 INPUT PICTURES 

Input of the system is a sequence of Xray images of a 
left ventricular chamber recorded on 35mm cine f i lm 
at a rate of 60 frames/sec; thus, a record of one 
beating cycle contains about 50 frames. A frame is 
converted into a 256 by 256 6bit digital picture. Fig.2 
shows an example and the result of applying a simple 
3 by 3 gradient operator to it. The picture contains 
much noise, especially significant non-uniformity of 
gray values is observed in the ventricular chamber 
near the internal surface, where muscles and tissues 
attached on the surface generate much noise. 
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Fig. 1. Block diagram of hardware system. 

Contrast of gray values between both sides of each 
surface is very low, since the gray values in the wall 
gradually increase, as the mean, with the distance 
from the external surface. 

3.4 PLANNING OF FEATURE EXTRACTION 

Because of the low picture quality of a 
cine-anglogram, such as low contrast and much 
noise, a level detecting method cannot reliably find a 
heart wall. If we apply a gradient operator to a small 
area, say a 3 by 3 window, around every point in the 
picture, then the enhanced noise by the operator 
masks the boundaries of the wall. In order to reliably 
detect edge points in a noisy picture, edge features 
should be extracted from averaged gray values in 
some larger local areas. Since the heart wall is a 
narrow region, a group of paired rectangular areas of 
different directions shown in Fig.3 are used as the 
smoothing areas. A pair of local areas, of which 
absolute difference of average gray values is largest 
in the group, are selected at every point in the 
picture. Each selected pair gives reliable features of 
the edge at that point; the edge strength and direction 
are decided from the already computed maximum 
difference and the direction of the selected areas. 
When this procedure is applied to a point on the 
boundary of the wall, it automatically selects 
paralielly directed areas to the boundary, therefore its 
output is less sensitive to the noise and is not blurred 
by the averaging. 

This method, however, requires too much time. If 
differences of averaged gray values in a pair of 10 by 
1 areas are computed and compared for 12 different 
directions at every point in a 256 by 256 picture, then 
a minicomputer HP-2108A spends about one hour 
for the computation. 
We, therfore, have developed a plan-guided edge 
detection method to shorten the computation time. 
The system first compresses a 256 by 256 original 

Fig. 3. Smoothing areas for edge detection and their 
directions. 
picture into a small picture of 64 by 64 picture. Each 
point in the small picture is the averaged value of the 
16 points in a 4x4 neighborhoods in the original 
picture. Applying a simple 3 by 3 gradient operator to 
every point in the compressed picture and 
thresholding it, the system decides (1) analysis 
regions, regions to be examined further, and (2) an 
approximate direction of an edge at each point in 
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Fig. 4. (a) An edge picture of a compressed picture of 
Fig.2 (a), (b) Analysis regions specifying directions 
of edges. 

them. Fig.4 (a) shows edges detected in the 
compressed picture by the gradient operator. This 
picture is less noisy than Fig.2 (b), the result of 
applying the same operator to the original picture, 
because of noise reduction by the averaging in the 
windows. A plan of the next edge detection is 
described as a map containing the analysis region and 
the directions of edges in them, as shown in Fig.4 
(b). The analyzer utilizes this map to efficiently find 
features; an edge feature at each point in the analysis 
regions is detected by a pair of rectanglar areas 
perpendicular to the direction. Since the analysis 
regions occupy 1/3 of the input picture (we could 
considerably reduce them by using a higher threshold 
value or utilizing more heuristics) and only one 
selected edge direction from 12 variations is 
examined at each point, the computation for edge 
finding by this method is ( l /3)x(l/12)=l/36 of that 
without the plan. The gradient operation to each 
point in the compressed image is iterated about 4000 
times, 1/16 of that required for the original picture, 
and the operation is much simpler, therefore its 
computation cost is also inexpensive. The result of 
applying the plan-guided edge detecting method to 
Fig.2 (a) is shown in Fig.5, which seems much better 
than Fig.2 (b). 

$.5 EFFICENT SEARCH FOR SMOOTH BOUNDARIES 

Next phase to the edge detection is to recover the 
outer and inner boundaries of the heart wall in the 
analysis regions. Since the edge picture still contains 
considerable noise, and since precise detection of the 
boundaries is needed, usual curve followers are not 
applicable. Optimization methods are known as 
useful to find a curve of specified properties in a 
noisy picture. They embed the property into a figure 
of merit and search for the curve as a sequence of 
consecutive points which minimize the figure of 
merit, by a dynamic programming technique [9] or a 
heuristic method [10]. Many practical examples, and 
also this analysis of the heart wall, need to find 
smooth curves over a wide range, since small 
unevenness on a detected curve is considered as 
statistically meaningless. 

In order to find a smooth curve hidden in noise, the 
usual methods embed a property of smoothness of a 
curve into a part of the figure of merit as a sum of a 
curvature at each point. If the smoothness over a 
wide range is embedded, then we are forced to sove it 
as a high dimensional non-serial optimization 
problem, which requires too much computing time 
and memory space. 
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Now, we apply this method to detection of the wall 
boundaries in the edge picture. Starting points of the 
search are decided from a priori knowledge about the 
boundaries; the both boundaries have directions 
between 0 ' and 90 * at the upper part of the 
ventricle. A sequence of 10 successive edge points on 
a ridge of such a direction are selected as starting 
points. 

We apply a heuristic search to find a solution of this 
optimization problem, and the results are successful 
to many input pictures. The search, however, 
sometimes fails, when the outer and inner 
boundaries are close together at the end of the 
expansion period of the ventricle. Since the edge 
strength on the inner boundary is much larger than 
that of the outer one, a search for the external 
surface happens to cross the wall and follow the 
inner boundary. In order to avoid this difficulty, we 
utilize another knowledge that gray values on the 
outer boundary are darker than those on the inner 
one. Thus, we use a figure of merit evaluating edge 
strength, smoothness, and gray values, as follows. 

(2) 
f = 1 

Where g( xm , xn ) is the mean gray value of points 
on the line segment connecting xm and xn , G is a 
mean gray value of a group of candidates for starting 
points, and k1 , k2 are constants. Fig.S shows an 
example of results obtained by this method. The 
detected boundaries are arranged into a model which 
guides the selection and analysis of consecutive 
frames. 

3.6 SELECTION OF FRAMES FOR ANALYSIS 

In order to reduce computation for the consecutive 
frames, we effectively utilize the model obtained 
from the result of the previous analysis. First of all, 
narrow analysis regions are selected on the both sides 
of the detected boundaries, as shown in Fig.6. At 
present, the width of the regions is set at a length of 
7 pixels. We can save the computation by examining 
only picture data in these regions, which are much 
smaller than those used for the analysis of the first 
frame. 

As mentioned before, the system should select frames 
worthy examining from a great number of frames in 
the record. Because of intermittent movement of the 
heart, it is reasonable that the analyzer skips over 
consecutive frames in which little changes from the 
previously analyzed one are observed. We use a 
simple temporal differnce method to measure the 
degrees of changes. If the wall boundaries move to 
some extent, then there exist significant changes in 
the analysis regions. Sums of a gray value change at 
each point in the regions from that of the previously 
analyzed one are computed for a coming input frame, 
and if at least one of the sums is greater than a 

Fig. 6. Analysis regions for consecutive frames. 

threshold, then the frame is analyzed, else it is 
skipped. Utilizing this criterion for sampling, the 
system analyzes about 1/3 of frames in a record as a 
mean, and only 1/16 at the end of the contraction or 
expansion period, when a wall shows very slow 
movement. 

3.7 ANALYSIS OF CONSECUTIVE FRAMES 

Edge detection and search for the boundaries in the 
sampled frame is guided by the model of the 
previously analyzed frame. The analyzer measures an 
edge component parallel to the nearest boundary at 
every point in the analysis regions. Then it searches 
each analysis region for a boundary using the figure 
of merit of (2). 

3.8 MEASUREMENT OF WALL THICKNESS 

In order to measure the dynamic behavior of the 
heart wall, we establish a correspondence between 
portions of the wall in successvely analyzed frames. 
Those areas having tissues or mustles on the internal 
surface of the heart are useful for finding the 
correspondence. Therefore, we first determine such 
areas having characteristic gray-level distribution 
along the internal boundary in the first frame. The 
variance of gray levels in the local area of 7x7 points 
is examined at every point along the internal 
boundary. Then, the areas where the variance of gray 
levels in it is the local maxima in its neighborhood 
and is larger than a certain threshold are selected as 
the areas to make correspondence. 

The selected areas are then matched to those along 
the internal boundary in the next analyzed frame by 
a simple correlation method. The thickness of the 
heart wall is measured at these corresponded points 
in each frame. Fig. 7 shows the result of thickness 
measurement at those corresponded points of the 
internal boundary between the frames. 



4. CONCLUSION 

The plan-guided analysis is very effective to extract 
correct information from noisy dynamic images such 
the cine-angiogram. The system is efficient since 
plans select ( I ) frames to be sampled, (2) analysis 
regions of small areas, and (3) directions of edges to 
be detected. We have also developed a new efficient 
search method for a smooth curve in a noisy picture. 
The computation time was about 6 minutes for 1st 
frame, 14 seconds for analyzing a next sampled 
frame, and less than 1 second for deciding whether 
an input frame is skipped or not. We believe this 
approach is essential for analysis of high resolution 
dynamic images. 
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A KNOWLEDGE DIRECTED LINE FINDER 
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As a part of complex scene analysis system, this paper presents a line finder which can find a globally good 
line with respect to the knowledge available of the line to be sought. A variety of knowledge available of 
the line to be sought can be communicated to the line finding system simply in the form of descriptions so 
that the higher level of the program can easily use this line finding system. The optimization method is 
utilized to detect a globally good line with respect to the given knowledge of the line. In order to reduce the 
required storage space and computation time in the optimization process, we use the following techniques: 
1) represent a line by a sequence of linear segments and find the good sequence of segments by the 
optimization method and 2) use a locus model of search to prune unpromising iines during the 
optimization process. Some experimental results applied to various scenes with different amount of noise 
and knowledge are given in the paper. 

1. INTRODUCTION 

Boundary detection Is an important and critical stage 
in scene analysis to segment an input picture into 
meaningful regions. This process usually consists of 
the following two steps: (1) detection of short edge 
elements, and (2) connecting these edge elements 
Into boundaries. Many methods have been proposed 
to detect short edge elements which apply local 
operations to every point of the input picture. An 
operator tuned up for characters of edges to be 
detected is usually used to enhance the edges to be 
sought in noisy pictures. In order to detect edge 
elements in noisy pictures, relatively large operators 
are often used to examine statistic properties of local 
regions. When edge elements have been found, then 
they are connected to form boundaries or lines. This 
line finding process must utilize properties about 
lines to be detected and must find globally good lines 
with regards to the properties in order to distinguish 
meaningful edges in noisy pictures. These properties 
of the lines to be sought must be separated from the 
line finding program and given in the form of data 
to the program, since minor changes of the 
characteristics of the sought boundary may require a 
major reprogramming if the properties are embedded 
in the program[l]. 

An optimization method is known to be an excellent 
method to find a globally good line with respect to 
given properties of the sought line in noisy pictures. 
Montanari[2] has embedded properties of lines to be 
detected in a merit function and utilized a dynamic 
programming method to determine an optimal 
sequence of points with respect to the given merit 
function from a number of possible combinations of 
points. Although the method is good for finding lines 
in noisy pictures, its drawbacks were the required 
computation time and storage space, and Martelli[3] 

has proposed an more efficient method which finds 
sub-optimal lines instead of optimal lines using a 
heuristic search method. 

Both of the methods represent a line as a sequence of 
consecutive points, and need much computation time 
and storage space if they are applied for 
high-resolution pictures which are utilized in many 
applications such as medical images, aerial 
photographs,etc. Furthermore, shapes that the iines 
are expected to have, such as 'smoothness', are very 
important criterion to discriminate lines from noise. 
However, they need too much computation time and 
storage space if these shape information is embedded 
to the merit function because number of 
combinations of points to be searched expands to a 
large amount. 

In this paper, we propose an efficient search method 
of lines in noisy pictures which represent a line as a 
sequence of linear segments instead of a sequence of 
points and find near-optimal sequence of 
line-segments with respect to a given figure of merit. 
We believe that there is little problem to approximate 
a line by a sequence of linear segments since (1) 
Small variations on a line is considered as 
statistically meaningless, (2) Lines we would like to 
find are smooth ones in many applications, and (3) 
Since edge elements are determined by statistical 
distribution of gray levels, it seems natural to 
determine line segments by statistical distribution of 
edge elements. 

The advantage of the proposed method comparing 
with the existing methods are as follows: 
(a) The required storage space and computation time 
is much smaller and therefore much more efficient 
since number of lines among which the optimum is 
sought is much less than the point-wise search. 
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(b) It can find lines in noisier pictures since shape 
information of the line we want to detect can be 
easily embedded in the figure of merit. 

In order to further decrease the required storage 
space and computation time, we utilize the locus 
model of search which has been proposed by Rubin et 
al[4] in image interpretation task. We wil l utilize 
this search method for finding lines where only a 
beam of near-miss alternatives around the best line 
are extended to determine a near-optimal line. 
For complex scenes containing many kinds of 
objects, analysis is usually performed in the 
following steps[5]: 1) detect distinct lines as the 
initial information that can be easily found in the 
scene, 2) select models of objects which contain these 
extracted lines and propose the lines to be examined 
utilizing the models of objects and their contextual 
relations, and 3) examine the proposed lines using 
the knowledge of the sought lines given by the above 
higher level of program (or scene analyzer) for final 
interpretation of the scene. 

In such a scene analysis system, a line finder which 
can find a globally good line with respect to the 
knowledge given by the scene analyzer is necessary. 
The knowledge available on the line to be sought is 
not only properties of the line which can be 
embedded in the merit function, but also a variety of 
knowledge such as expected location, when to 
terminate the line following.etc. Al l of these variety 
of knowledge available of the line to be sought must 
be easily expressed by and communicated to the line 
finder. We wil l describe a line finding system which 
can find a good line with respect to the knowledge 
given in the form of descriptions by the scene 
analyzer. 

2. FINDING SMOOTH LINES IN NOISY PICTURES 

However, this measure of curvature defined at such a 
small length causes serious erroneous results. Fig. 1 
shows a simple example of such cases where the 
problem is to find a smooth line connecting A and F. 
In the figure, values of points marked as o are one 
and the others are zero. The optimization method 
with the merit function defined in (5) finds a path 
A-B-C-D-F as the optimal solution, because sum of 
curvatures of this path is smaller than another path. 
However, we perceive another path A-B-E-D-F as 
more meaningful or good-shaped and the path 
B-C-D as the line caused by noise. This error has 
been caused by the very local measure of curvature 
defined only by three consecutive points. To avoid 
this problem, more global properties of the line 
defined over a wider range should be embedded into 
the merit function. 
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1.5 REPRESENTATION BY LINEAR SEGMENTS 

We have studied a different approach to avoid this 
difficulty, in which a line is represented by a 
sequence of connected linear segments L1 , L2 
LN of length l instead of consecutive points , as 
shown in Fig. 2. Let us represent a linear segment L 
by an ordered pair of their endpoints ( Z1 , z2 ) and 
call Z1 the head and z2 the tail of the segment. Then 
two linear segments L and L' are called connected if 
the tail of L coincides with the head of L If we call 
a connected linear segment of a segment L a 
successor of L, then each segment of length l has 
lilt possible successors as shown in Fig. 3. However, 
since the line we want to detect are smooth ones, 
successors having curvatures less than a certain 
threshold a are considered as 'legal' successors. That 
is, if e ( Z1 , Z2 ) denotes the direction of the segment 
L ( Z1 , z 2 ), then segments V ( z', , z ' i ) having 

(8 ) 

are legal successors as shown in Fig. 3. 
With this representation, a merit function to find a 
low-curvature curve having high gray levels in 
which the curvature is defined by the length of 2 l 
points can be given as 

Legal successors 

Fig. 3. Legal successors of line L. 

2.4 FINDING THE OPTIMAL SEQUENCE 

For the sake of simplicity, let us first consider the 
problem of extracting from a picture a curve which 
starts in the first row and ends in the last row. First 
of all , for each admissible Z1 , successors Z2 are 
determined with a constraint nie ( z1 , z2 ) < 2 n . 
Then , at the k-th stage , successors zK+1 are expanded 
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2.S LOCUS MODEL OF SEARCH 

In order to decrease storage space and computation 
time, we introduce the locus model of search to this 
line finding system. In the multistage optimization 
process, all the paths generated during the 
optimization process are saved and evaluated until 
the last stage. However, it is usually not necesary to 
find the optimal path but it is sufficient to find good 
or near optimal solutions in practical applications. 
Therefore, we prune unpromising paths from the 
search tree at each stage. That is, after computing Hk 
at each stage, those paths having Hk less than a 
certain threshold are not saved in the table; and 
therefore, their successors are not generated at the 
subsequent stages. Let us denote the maximum value 
of Hk at the k-th stage as M( Hk ), then the 
threshold is set as t • M ( Hk ), 0 < t <1. This search 
method suppresses exponential growth of successors 
and only a beam of near-miss alternatives around the 
best path are retained as shown in Fig. 4. 

S. FINDING A LINE WITH GIVEN KNOWLEDGE 

In this section, we will describe a line finding system 
which finds a globally good line with respect to the 
knowledge of the line given by the scene analyzer. A 

variety of knowledge is available on the line to be 
sought. These various knowledge of the sought line 
must be easily expressed by and communicated to the 
line finder. The line finder consists of three 
components; a menu, a line finding program and an 
interpreter as shown in Fig. 5. The menu is a list of 
knowledge which can be utilized by the optimization 
process. Then the properties of the sought line can be 
expressed simply by descriptions which specify which 
items of the menu should be used in finding the line. 
The descriptions given by the scene analyzer are 
interpreted and embedded into the line finding 
program by the interpreter. 
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3.1 MENU AND INTERPRETER 

The menu consists of properties of the line, some 
constraints on the line, constraints on the starting 
point, and terminating conditions, each of which is 
described below. 

3.1.1 PROPERTIES OF THE UNE 

The menu for the properties of the line is listed in 
table I. The properties of the sought line are 
specified by the format (item, weight, parameter). 
For example, if we would like to find the 
low-curvature line of homogeneous gray level 
showing strong edgeness, then descriptions are given 
to the line finder as: 
( HOMGRY k, ),( EDGE k2 ),( LOWCURV k3 ). 
Then, these properties on the line are embedded into 
the merit function as follows: 

3.1.2 SOME CONSTRAINTS ON THE UNE 

Constraints on the line which are difficult to embed 
in the merit function are given to the line finder as 
follows. 
Search region: the expected location of the sought 
line is known using the relationship with the already 
found lines. This knowledge is given to the line 
finder as the search boundary of the line. The search 
boundary is given to the line finder by a sequence of 
representative points as ( SEARCH ( X1 , y1 ) ,( x2,y2 , 
y2 ) .... ). If the search boundary is given, a line is 
sought in the region bounded by the search boundary 
as shown in Fig. 6. This information greatly reduces 
the computation time and storage space, and 
increases reliability of the extracted line. 

Table I. Properties of the line 
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Length of linear segment I - we have four values for 
the length l ; S, 10, 20, 30, and one of them can be 
specified considering the maximal curvature of the 
line to be sought. If it is not specified, length 20 is 
utilized. 
Constraint on the successors a : the parameter a 
determines number of successors generated and is 
given considering the maximal curvature of the line 
to be sought. If it is not specified, 1 radian is used for 

Threshold t ' the threshold t determines the width 
of the beam, that is a number of lines saved in the 
table at each stage. If t is not given, 0.5 is used as t. 



3.1.3 CONSTRAINTS ON THE STARTING POINTS 

Selection of the starting points of the line is very 
important to reduce growth of successors in 
subsequent stages. We have two constraints on 
selecting the starting point; 1) search boundary for 
the starting points and 2) properties of the starting 
point. In many cases, more restricted search 
boundary is available for the starting point than for 
the sought line. This search boundary is given to the 
line finder by a sequence of representative points as 

( SSERCH ( x1 , y1 ) , ( x2 , y2 ) .... ). 
If a search boundary is given, the starting point is 
sought in the region bounded by the search boundary. 
If it is not given, the search boundary for the line is 
utilized. 

Properties of the starting point listed on the menu 
are gray level, edgeness and edge direction. The 
properties on the starting point is given in the 
similar manner to the line. For example, if we would 
like to find the points having strong edgeness and 
edge direction D with weights k1 and k2 respectively, 
then the following descriptions are given*. 

( SEDGE k, ),( SDIREC k2 D ). 
Then the following merit function is generated by 
the interpreter: 

Then, the promising points are selected with respect 
to the merit function for the starting point in the 
search region. 

3.1.4 TERMINATING CONDITIONS 

There are four terminating conditions in line 
following as follows. 
1) Line segments of the current stage intersect with 
line segments of the first stage. This terminating 
condition is used when the sought line is closed. 
2) Line segments of the current stage intersect with 
the other lines which are already found in the 
picture. 
3) Line segments of the current stage intersect with 
the line L specified as the terminating one. 
4) There is no promising line segment at the current 
stage. That is, score of the best line segment at the 
current stage Mk is much smaller than the score of 
the best line segment of the last stage Mk . such as 
Mk < Mk-1 where s < 1. 
If we would like to use the terminating conditions, 
for example 1 and 4, then the descriptions are given 
to the line finder as follows; 

(TERM 1), (TERM 4 s ), 
where s is a threshold. 

3.2 LINE FINDING PROGRAM 

When the descriptions on the sought curve are given, 
these are interpreted and embedded into the line 

finding program by the interpreter as described 
before. Then the line finding program seeks a 
globally good line with respect to the given 
knowledge as follows. 

1) Compute the value of merit function f( z1 ) for 
every point Z1 in the search region for the starting 
point, and select promising starting points. Let us 
denote the maximum of f( Z1 ) as M (f( Z1 )), then 
those points having value of f( z1 ) larger than 
T*M(f(zi )) are selected as promising starting points. 
2) At the first stage, determine successors z2 for each 
selected points z1 and select promising ones among Z2. 
For each selected point Zi , its successors Zi are 
determined with the constraint that z? must be in the 
search region for the line , and the merit function 
f (z h zi) are computed. Then those segments having 
f(Zi , Zi) larger than £*M(f( Zi , z* ) ) are selected as 
promising ones. If the search region for the starting 
point is given around the middle of the sought line, 
then two beams are obtained as shown in Fig. 7. In 
this case, one of them is followed first. 

Fig. 7. Two beams are obtained if the starting point 
is found around the middle of the line. 
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4) Check the terminating conditions. If one of the 
terminating conditions specified by the descriptions 
is satisfied, then the line following is terminated. At 
this last stage, the tail of each segment zN is 
determined as the intersecting point of the segment 
(ZN- I , ZN) and the line specified by the terminating 
conditions. 
5) Try to follow the other end of the line using the 
above-mentioned procedure , with ( Z2 . Z1 ) as the 
starting line segments. When both sides terminate, 
then obtain the maximal value of the merit function, 
and a sequence of line segments for which the 
maximum is achieved by tracing back the tables. 

4. EXPERIMENTAL RESULTS 

The proposed line finding system was implemented 
in Fortarn IV on a HP-2108 computer and was 
utilized for analysis of heart walls, blood vessels and 
complex industrial parts. We show a result on the 
test image shown in Fig. 8(a) by adding different 
amount of noise to the image. The image consists of 
256 by 256 points, each point having 16 levels of gray. 
Our purpose is to detect smooth line 1 in the 
presence of noisy lines 2 and 3. In the image, the 
gray levels of the lines 1, 2 and 3 are 10, 11 and 12 
respectively and the gray level of the background is S. 
In Fig. 8 (b) and (c), independent amount of noise is 
added to every point. The statistical distribution of 
the noise at every point is normal, with mean value 
zero and standard deviation 4 and 6, respectively. 
Note that the line is recognizable in Fig. 8(b) but 
quite unrecognizable in Fig. 8(c). 

The knowledge available of the curve is smooth, has 
large value of gray, starts in the first row and ends in 
the last row. Therefore, the descriptions given to the 
line finding system are as follows: 
(EDGE 1), (LOWCURV 5), (SSERCH (1,0,(256,1)) 
(TERM3(1,256),(256,256)) 
Fig. 9(a) and (b) show the results for the image? of 
Fig. 8(b) and (c). It wi l l be noted that the line is 
detected correctly even in the presence of heavy 
noise. If the second description is eliminated, that is 
the low-curvature is not utilized, then the pass 2 is 
selected as shown in Fig. 9(c) which is the result for 
the image of Fig. 8(b). 

5. CONCLUSION 

We have presented a line finding system that can 
detect a globally good line with respect to the given 
knowledge of the line. The proposed method is very 
efficient since 1) size of tables required at each stage 
and number of stages is greatly reduced by 
representing a line by a sequence of linear segments, 
2) a locus model of search is utilized to supress the 
exponential growth of search trees, and 3) several 
constraints available of the sought line are utilized to 
l imit search space or growth of successors, such as 
search boundary, constraints on the starting point, 
etc. 



The length of linear segment I seriously affects 
computational efficiency. Therefore, if the sought 
curve is smooth and can be approximated by long 
linear segments, then large value should be given to 
I . On the contrary, if small variations on the line is 
important or the sought line has high curvature, 
then small value must be given to I . However, it is 
more efficient that we first obtain an approximate 
line with large I and then obtain more details with 
small I in the neighborhoods of the approximated 
line than obtaining the line with small I from the 
beginning. 
We have used a locus model of search instead of the 
best first search of A* algorithm for obtaining 
sub-optimal solution. The reason of this selection is 
that its control structure is simpler than the A* 
algorithm and it is easier to understand the behavior 
of search process since the locus model does not need 
backtracking. Another reason which is more 
important is that it permits parallel computation of 
all the linear segments at every stage. 

In this system, it is very easy to communicate the 
knowledge of the sought line to the line finder since 
a variety of knowledge can be expressed simply in the 
form of descriptions. The menu provided in the 
system is sufficient for our current tasks. However, it 
is easy to change the menu if it is necessary. 

We have applied the proposed method for a variety of 
scene analysis tasks and the results have shown the 
effectiveness of the proposed method to find a 
globally good line with respect to the given 
knowledge. However, for complex scenes where 
many kinds of objects exist and a priori knowledge 

on the scene is not available, we must first extract 
distinct lines as initial information on the scene to 
select possible models of objects in the scene. For this 
purpose of extracting initial information, there exist 
several methods such as planning! [6], detection of 
distinct edges[7] and extended Hough trans
formation!; 8]. The proposed line finder is then used 
to find subtle lines using knowledge of the objects 
and their contextual relations. 
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BOUNDARY DETECTION OF TEXTURED REGIONS 

Masahiko Yachida, Motoso Ikeda and Saburo Tsuji 
Department of Control Enginering, Osaka University 

Toyoaaka, Osaka 560, Japan 

It Is not easy to find exact locations of boundaries of textural regions since statistical properties around the 
boundary show mixed properties of two neighboring regions. This paper presents a method to detect exact 
locations of boundaries of textural regions in the scene. We first propose 'a measure of boundary' which 
shows large value on the boundary and very small value in other locations. Then we propose a method to 
find globally good boundaries with respect to the defined measure of boundary using the optimization 
procedure. 
The initial segmentation is performed on the reduced version of the input image using multiple textural 
properties by the recursive thresholding method. This segmentation result on the reduced image is then 
utilized as a plan for detecting exact locations of textural boundaries in ful l size image by the proposed 
textural boundary detector. The proposed method has been applied to a number of textured images, and 
some of the results wil l be given in the paper. 

1. INTRODUCTION 

Texture is an important property for segmentation of 
input pictures into regions in scene analysis. Many 
methods have been proposed to extract meaningful 
textural properties of local regions such as coarseness 
or orientation [1] ; however, few attempts have been 
made for detection of exact textural boundaries. 
Usual methods apply local operators sensitive to 
some statistical properties of local regions, and then 
the textural boundary is obtained as the boundary of 
regions having homogeneous textural properties. 
Hbwever, such a simple method cannot find correct 
location of textural boundaries. The reason is that 
statistical properties do not change abruptly on the 
boundary, but gradually change from one region to 
another region. Therefore, there are relatively broad 
regions having mixed properties of two neighboring 
regions around the boundary. Thus, existing methods 
find a boundary somewhere in this broad region 
around the true boundary. In this paper, we propose 
a good measure of textural boundary and a method to 
find a globally good boundary with respect to the 
defined measure of boundary. 

2. MEASURE OF TEXTURAL BOUNDARY 

For the sake of simplicity, let us first consider the 
problem of finding the boundaries of two textural 
regions R1, and R2 that are known to have 
homogeneous properties P1 and P2 respectively. As 
shown in Fig. 1, the boundary exists in the region S 
between two homogeneous regions R1 and R2 and the 
local properties of the region S are not homogeneous 
and have some mixed properties of two regions. Let 
us define a local operator that has two regions r1 and 
r1 on both sides of a center line L as shown in Fig. 2, 
and denote the local properties of r1 and r2 as p1 and 
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boundary M as: 

M=(D 1 2 + D 2 1 ) - ( D 1 2 +D 2 1 ) (1) 
The value of the measure M is large when the 
operator is on the boundary and is very small in 
other places. Fig. 3 shows the values of D11 D12. D21. 
D22 and M when the operator is on the right of the 
boundary. 

Then, the boundary can be found by searching the 
region S for points having large value of M. 
However, local decisions such as finding points 
having local maximum of M cannot produce a good 
boundary since noise causes many false boundary 
points and gaps on the true boundary. We utilize the 
optimization method to find a globally good 
boundary with respect to the measure M in the 
region S. 

D11: small 
D12 :large 
D21: small 
D12 : large 

M : small 

Fig. 3. The values of D11, D12, D21 and D22 when the 
operator is on the right of the boundary. 

J. GLOBAL DETECTION OF BOUNDARY 

Let us represent a line by any sequence of oonnected 
linear segments L1. L2 LN of length l, and define 
a merit function f of the line ( L1, L2 LN ) as 

(2 ) 
Where M( Li ) is the measure of the boundary of the 
linear segment Li computed by the local operator 
parallel to the linear segment Li , as shown in Fig. 4. 
Then, the sequence of linear segments Li LN 
having the maximum value in the region S can be 
considered as the globally good boundary. Therefore, 
the problem of finding the globally good boundary 
becomes the problem of finding the sequence of 
linear segments L i LN which maximizes the merit 
function f given in (2). This problem can be solved 
by the multistage optimization procedure. An 
efficient method for solving this problem is described 
by the authors [2]. We may embed shape information 
such as smoothness into the merit function f as 

(3 ) 

Fig. 4. Representation of a line by a sequence of 
linear segments L1, L2 LN. A local operator is set 
parallel to each linear segment. 

Where e ( Lt ) is the slope of the line L1 and k is a 
constant. This merit function find a boundary having 
large value of M and low-curvatures. 

4. INITIAL SEGMENTATION OF PICTURES 

We have described a global method to find exact 
location of boundaries in the region S. In this 
section, we wil l briefly describe a method of the 
initial segmentation of a picture into regions having 
homogeneous textural properties. Fig. 5 shows a 
flowchart of the initial segmentation procedure. 
First, the input picture is averaged to obtain the 
reduced version of the image. The initial 
segmentation is performed on this reduced image and 
the segmentation results are used as a plan for 
detecting exact locations of textural boundaries in the 
ful l size image. We use not only a single textural 
property but also multiple textural properties such as 
gray-level distribution, edges per unit area or edge 
direction for segmentation. After obtaining these 
textural properties in the image, a non-linear 
averaging operator proposed by Tomita and Tsuji[3] 
is applied to smooth textural properties of each point 
in the image. Then, the recursive thresholding 
method proposed by Tomita et al[4] is applied to 
segment the image using multiple textural properties. 

First, the histograms of the entire image are 
computed for all textural properties. Then, by 
analyzing these histograms, the most promising 
property for partitioning the image is selected. That 
is, the property whose histogram has deep valleys 
between two prominent peaks is selected as the 
promising property for partitioning and the 
threshold is determined as the value of the bottom of 
the valley. Then, the image is segmented by the 
selected threshold of the selected property. For each 
of the segmented regions, we apply the same 
procedure as described above until each region has 
only one prominent peak in the histograms. 

These segmented regions of the reduced image are 
utilized as the plan for detecting exact locations of 
the boundaries of textural regions in the ful l size 
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image by the textural boundary detector described 
before. The plan gives the textural boundary detector 
the following two things: 1) search region of the 
boundary, and 2) textural properties of two 
neighboring regions to be utilized in finding the 
boundary. 

5. EXPERIMENTAL RESULTS 

To show the ability of detecting exact locations of 
textural boundaries, we tested the proposed method 
on the image shown in Fig. 6. Fig. 7 shows the 
initial segmentation procedure obtained for this 
image. Fig. 8 shows the boundaries detected by the 
textural boundary detector. 

Fig. 5. A flowchart of the initial segmentation 
procedure. 
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Fig. 7. Initial segmentation procedure for the input 
picture shown in Fig. 6. (a) Result of applying the 
non-linear averaging operator to the reduced image 
of Fig. 6. Picture size is 64 by 64 points, (b) Plan 
region for the exact detection of boundaries. 

Fig. 8. Boundaries obtained by the textural boundary 
detector. 
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KNOWLEDGE-DRIVEN INTERPRETATION OF ESCA SPECTRA 
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M a t e r i a l s D i v i s i o n 
E l e c t r o t e c h n i c a l L a b o r a t o r y 
T a n a s h i - s h i , Tokyo 188 , Japan 

A system i'or a u t o m a t i c a l l y i n t e r p r e t i n g raw s p e c t r a l d a t a of an ESCA ( E l e c t r o n Spec t roscopy f o r 
Chemical A n a l y s i s ) i s d e s c r i b e d . T h i s system can remove background no i se f rom the s p e c t r u m , 
i d e n t i f y each s p e c t r a l peak, a s s i g n each peak to a c o r r e s p o n d i n g a tomic o r b i t a l and can o b t a i n 
the chemical c o m p o s i t i o n of a sample. A k n o w l e d g e - d r i v e n method enab les the system to i d e n t i f y 
v e r y sma l l peaks and r i d e r peaks , and to o b t a i n the most r e l i a b l e ass ignment to each peak on 
t h e b a s i s o f s p e c i f i c chemica l knowledge. U t i l i z a t i o n o f knowledge i n low Level p r o c e s s i n g i s 
our main i n t e r e s t , w h i l e h i g h e r - l e v e l l o g i c a l i n f e r e n c e i s emphasized i n o t h e r knowledge-based 
sys tems , f o r example DENDRAL and MYCIN. 

1. INTRODUCTION 

An ESCA s p e c t r o m e t e r is an i m p o r t a n t equipment 
wh i ch g i v e s much i n f o r m a t i o n about chemica l 
c o m p o s i t i o n , bond n a t u r e and e l e c t r o n i c s t r u c 
t u r e o f a sample . C o n s i d e r a b l e e f f o r t s have 
been done f o r removing l a r g e background n o i s e [ l ] 
and f o r a n a l y s i n g bond n a t u r e f rom t h i s spec t rum. 
I n t h i s v e r s i o n o f our system w e i n t e n d t o p e r 
f o rm the c o m p o s i t i o n a n a l y s i s by a w ide - range 
ESCA spec t r um. I t would be t h e f i r s t a t t emp t to 
d e a l d i r e c t l y w i t h the w ide - range spect rum and 
t o o b t a i n a e x t e n s i v e r e s u l t a u t o m a t i c a l l y . 

Chemica l knowledge i s e f f e c t i v e l y u t i l i z e d f o r 
i d e n t i f y i n g a p)eak and g i v i n g r a t i o n a l a s s i g n 
ment t o each peak. T h i s paper b r i e f l y e x p l a i n s 
the a u t o m a t i c i n t e r p r e t a t i o n system and demon-

t r a t e s a n e x p e r i m e n t a l r e s u l t . s 

F i g . l ESCA s p e c t r o m e t e r and t h e p h o t o e l e c t r i c 
e f f e c t 

3 .1 O u t l i n e 

F i g . 2 shows i n o u t l i n e t h e i d e n t i f i c a t i o n and 
ass ignment p r o c e s s . F i r s t l y , i n t h e p rep roces 
s i n g s t a g e , background no i se o f low f requency 
i s removed. Second l y , i n t h e k n o w l e d g e - d r i v e n 
i d e n t i f i c a t i o n s t a g e , obv ious peaks and peaks 
r e l a t e d t o them a re i d e n t i f i e d , t h e n peak-
ass ignment p a i r s (P-A p a i r s ) a re made f rom t h e s e 
peaks and t he c o r r e s p o n d i n g p o s s i b l e a s s i g n 
ments . T h i s s tage i s c a r r i e d ou t e f f i c i e n t l y 
by making use o f chemica l knowledge. T h i r d l y , 
i n t h e bo t t om-up i d e n t i f i c a t i o n s t a g e , a l l t h e 
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3.4 Consistency Checking stage 

We exp la in three t y p i c a l checking rou t ines . 

(1) R e l i a b i l i t y t es t fo r P-A pa i r s : Let A be 
an element, suppose it has m leve ls and CRSi 
CRS:, , C R S b e the cross sect ion va lues, r e l i a 
b i l i t y f ac to r RF is then defined as 

) 

Only r e l i a b l e set of P-A pa i rs are selected 
based on t h i s c r i t e r i o n . 

(?) Ca lcu la t ion of the composition formula: 
Est imat ing peak areas on the o r i g i n a l spectrum, 
ca lcu la te Eq . (5 ) . 

(3) Test of chemical s h i f t : The chemical s h i f t , 
a smal l dev ia t ion of a peak p o s i t i o n , should be 
approximately equal for the same element and the 
same chemical s t a t e . So, if only a few s h i f t s 
are c l e a r l y d i f f e r e n t from others under these 
cond i t i ons , a ra t i ona l explanat ion of the fac t 
would be tha t the i d e n t i f i c a t i o n stage- has f r i l l 
ed to f i n d a correct peak and has found instead 
neighbouring one. There are two cases; 1) the 
correct peak is too small to i d e n t i f y and 2) 
the cor rec t peak is a r i de r peak. 

C a n d i d a t e a s s i g n m e n t s were s e l e c t e d as S u l f u r 2s 
, Molybdenum 4d3/2 , and Molybdenum 4d5/2 . In 
STEP3 o t h e r peaks o f S u l f u r and Molybdenum were 
s e a r c h e d f o r , a l l t h e p o s s i b l e a s s i g n m e n t s were 
chosen f o r t h e s e p e a k s , and P-A p a i r s were made. 
T h i r t y - t h r e e p a i r s were p roduced o n 1 4 peaks i n 
t h i s e x a m p l e . R e l i a b i l i t y f a c t o r was t h e n c a l 
c u l a t e d f o r each e l e m e n t . s, Mo, Pb and 0 were 
v e r i f i e d and T i , W, Ne , C and F were r e j e c t e d . 
F i n a l a s s i g n m e n t s and t h e c o m p o s i t i o n r a t i o a r e 
shown i n F i g . 7 . D i f f e r e n c e o f abou t ?0% f r o m 
t h e c o r r e c t c o m p o s i t i o n r a t i o ( = l : 6 : f t ) i s 
t h o u g h t t o b e due t o I n a c c u r a c y o f e v a l u a t e d 
peak a r e a s . 

5. CONCLUSION 

We have p r e s e n t e d a sys tem f o r i n t e r p r e t i n g MSCA 
s p e c t r a o n t h e b a s i s o f c h e m i c a l k n o w l e d g e . 
C o r e - l e v e l peaks a r e i d e n t i f i e d and g i v e n r a t i o 
na l a s s i g n m e n t s . The c h e m i c a l c o m p o s i t i o n o f a 
sample is o b t a i n e d . An example have shown 
e f f e c t i v e n e s s o f o u r method i n some d i f f i c u l t 
c a s e s , f o r e x a m p l e , i n f i n d i n g a s m a l l p e a k , 
d e t e c t i n g a r i d e r peak and c h o o s i n g t h e most 
r e a s o n a b l e a s s i g n m e n t f r o m many a l t e r n a t i v e s . 
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S y s p ( S t r u c t u r e d Symbol System Processer ) is a base programming language f o r knowledge 
r e p r e s e n t a t i o n , and a l s o a non -p rocedu ra l and non-von Neumman s t y l e programming language 
t o t he nex t g e n e r a t i o n . Log ic programming, f u n c t i o n a l programming, o b j e c t o r i e n t e d 
programming e t c . a re i n t e g r a t e d i n t o a s imple and t r a n s p a r e n t mechanism based on the mes
sage pass ing computat ion(QA model of c o m p u t a t i o n ) . An overv iew of Sysp 's framework is 
p resen ted us i ng s imp le examples. 

'?. EXTENSION to QA model 
1. INTRODUCTION 

The research of knowledge rep resen ta t i on demands 
a new type programming language fo r AI which is 
h i g h l y s t r u c t u r e d and i s ab le to represent 
va r ious aspects of knowledge n a t u r a l l y and 
u n i f o r m l y . On the o ther hand, the one of 
automat ic programming does new type 
programming(methodology and language) which is 
a l so h i g h l y s t r u c t u r e d and is able to make the 
process of programming more s t r u c t u r e d . These 
two t rends aim at the same g o a l , f o r example, 
Sysp. I t i s a h i g h l y s t r u c t u r e d symbol manipu la
t i o n sys tem( in t r u e sense, a general purpose 
computat ion system) based on Newel l ' s p h y s i c a l 
symbol system hypo thes i s . Sysp cons i s t s of four 
c o - o r d i n a t e s . 

Lambda c a l c u l u s is a computa t ion model which is 
ab le t o express t h e h i ghe r o rde r computa t ion 
n a t u r a l l y . So, i t i s a v a i l a b l e s o much f o r t h e 
bas i c mechanism and semant ics d e s c r i p t i o n of 
v a r i o u s programming languages and is extended to 
make i t s a b i l i t y more p o w e r f u l f o r t h i s purpose . 
R e c u r s i o n , L a n d i n ' s J - o p e r a t o r , Reyno lds 's 
escape e x p r e s s i o n , S t e e l e & Sussman's t a i l 
t r a n s f e r mechanism and c o n t i n u a t i o n f u n c t i o n 
were i n t r o d u c e d . These ex tens ions were ar ranged 
i n t o message pass ing mechanism l i k e Ac to r f o r 
mal ism e t c . f l ] . The d i s t i n c t i v e f e a t u r e s o f t h e 
mechanism are as f o l l o w s . 

(a) By p r e s e r v i n g e x e c u t i o n envi ronment on 
heap i n s t e a d of s t a c k , send and r e c e i v e a c t i o n s 
are ab le to express c o r o u t i n e and p a r a l l e l com
p u t a t i o n d i r e c t l y . 

(b) M u l t i p l e - v a l u e r e t u r n and naming w i t h o u t 
s i de e f f e c t become p o s s i b l e . The compos i t i on 
and decompos i t ion o f da ta s t r u c t u r e are ex 
pressed in non -p rocedu ra l manner. 

( c ) The h i s t o r y o f computa t ion i s p rese rved 
comp le te l y and e a s i l y , s o t h a t t h e w e l l f i t t e d 
mechanism t o t h e e v a l u a t i o n o f n o n d e t e r m i n i s t i c 
program i s g a i n e d . 

(d ) I n c o - o p e r a t i o n w i t h s t a t i c b i n d i n g 
mechanism, t r u l y necessary e x e c u t i o n env i ronment 
f o r a computa t ion i s c l e a r l y s p e c i f i e d . 

Moreover , QA model of c o m p u t a t i o n , pu ts i t s 
s t r e s s on w e l l - f o r m e d commun ica t ion (ques t ion a n 
swer ing ) mechanism f o r t h e n a t u r a l and r i g i d 
r e p r e s e n t a t i o n o f a problem s o l v i n g 
p r o c e s s ( c o m p u t a t i o n ) . So, a p p r o p r i a t e s y n 
c h r o n i z a t i o n mechanism e t c . a re i n c l u d e d 
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i nheren t l y and the communication mechanism is 
made more s t ruc tu red . 

One method of making the mechanism more s t ruc 
tu red is on message sent and received. In 
na tu ra l language, a sentence is c l a s s i f i e d i n to 
some types , dec la ra t i ve , i n t e r r o g a t i v e , impera
t i v e or exclamat ive, so that, a l i s t e n e r is able 
to understand the in ten t ion of a speaker so 
e a s i l y . And moreover, in i n te r roga t i ve sentence, 
i t is expressed c l e a r l y what sor t of answer is 
expected, yes-no or answer to in te r roga-
t i ve (When. . . , Where... , How many... , What 
kinds o f . . . e t c . ) . S i m i l a r l y , in QA model, 
var ious message types are provided. And a com
pu ta t ion is represented as a natura l "quest ion-
answering (QA) sequence". 

The other method of making the communication 
mechanism more s t ructured is on QA sequence. 
F i r s t , QA sequence is r e s t r i c t e d to the f o l 
lowing communication manners. 

(1) When a question is sent / rece ived, the 
answer must he received/sent . 

(2) To send/receive the answer to the l a t es t 
received/sent quest ion. 

With these r e s t r i c t i o n s , sequences s t a r t i n g w i th 
an ac t ion on a question and ending in an act ion 
on the corresponding answer are nested wi th one 
another. Such a sequence is ca l led " w e l l -
s t ruc tured QA sequence". The simplest w e l l -
s t ruc tu red QA sequence is to send/receive a 
quest ion and then to receive/send the answer. 
These are ca l led "atomic QA sequence". 

QA sequence(computation) is reduced in to some 
sub-QA sequence(subcomputation). Therefore, the 
desc r ip t i on among sub-QA sequences gives the 
s t ruc tu re of the o r i g i na l QA sequence. This 
desc r ip t i on is ca l led "compound QA sequence". 
For example, f a c t o r i a l funct ion in L i sp , 

FACT:(LAMBDA (N) ( IF (= N 0) 1 
(* N (FACT (- N 1 ) ) ) ) ) 

, i s represented as QA sequence. 

3. DEGENERATION to predicate calculus 

I t is poss ib le to make two ac t i ons , to receive a 
quest ion and to send the answer, degenerate i n to 
one a c t i o n , to assert the f a c t . In the same 

manner, two ac t i ons , to send a question and to 
receive the answer, are made degenerate i n to 
one, to in te r roga te the f a c t . Futhermore, two 
ac t i ons , to assert a fac t and to in te r roga te on 
the f a c t , are made degenerate i n t o one ob jec t , a 
predicate(atomic fo rmula) . 

By regarding assert and in te r roga te act ions as 
atomic QA sequences, compound QA sequence is 
made degenerate. It is ca l led "degenerate (com
pound) QA sequence". The f a c t o r i a l func t ion is 
transformed i n to a p a r t i a l l y degenerate QA se
quence. 

In t h i s sequence, var iab les in the messages have 
some sort of i nd i ca t i on ( i npu t or output) and the 
evaluat ion order are f i x e d . Next, t h i s is t r a n s 
formed i n to a f u l l y degenerate QA sequence. 

In t h i s one, the var iab les have no i nd i ca t i on 
and the f i x a t i o n of the evaluat ion order is 
taken away. In order to make the meaning of 
Degeneration c l ea re r , the f a c t o r i a l func t ion is 
represented in Horn se t , 

Assert ac t ion corresponds to pos i t i ve clause and 
in te r roga te ac t ion does to negative c lause. And 
f u r t h e r , pa t te rn d i rec ted invocat ion o f assert 
ac t ion by in te r roga te act ion corresponds to the 
app l i ca t i on o f Resolut ion r u l e . 

In the current research on log ic programming[2], 
i t has t r i e d to make clear the correspondence 
between computation s t ructures and proof 
s t ra teg ies wi thout any e x p l i c i t construct fo r 
con t ro l s t r u c t u r e . By the fo l l ow ing reasons, 
however, i t needs to introduce appropr iate 
procedural aspects i n t o log ic programming. 

( l ) Many computation sequences are condensed 
i n to one l o g i c a l formula by abs t rac t ing ce r t a i n 
aspects of the sequences, but only some of them 
are able to have ac tua l meanings. That i s , i t i s 
hard to say tha t i t represents computation ex
a c t l y . 
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(2) Proof mechanism l i k e Reso lu t ion is power
f u l as bas ic computat ion mechanism, but very 
p r i m i t i v e . So, h igher s t r u c t u r e s o f computat ion 
can not be represented by p roo f s t r a t e g y o n l y . 

I t i s so easy to i n t roduce p rocedura l elements 
f o r c l a p t r a p s , but never d e s i r a b l e . Sysp makes 
i t poss ib le t o de f i ne s t r i c t meanings o f 
p rocedura l elements by i n t r o d u c i n g the succes
s ive Degenerat ion process from QA model to 
p r e d i c a l e c a l c u l u s . 

4.. REDUCTION to a lgeb ra i c formula 

Along Extension c o - o r d i n a t e , lambda c a l c u l u s , an 
a p p l i c a t i v e computat ion system, i s extended to 
i nc lude impera t i ve fea tu res p rese rv ing the ad
vantages as i t i s . And a g a i n , QA model is 
reduced i n t o a lgeb ra i c fo rmu la , a t y p i c a l ap
p l i c a t i v e system. But t h i s never means t h a t Ex
t ens ion co -o rd ina te i s t r a c e d converse ly . 

Send a c t i o n is reduced i n t o the composite f unc 
t i o n o f r ece i ve r and message. Receive a c t i o n is 
reduced i n t o environment m o d i f i e r f u n c t i o n . 
Namely, a message is regarded as a f u n c t i o n a l 
form and a v a r i a b l e is regarded as a f u n c t i o n 
which y i e l d s the va lue from environment as w e l l 
as in GEDANKEN. Receive a c t i o n is regarded as a 
f u n c t i o n a l form which t e s t s whether or not the 
a c t u a l argument matches the message p a t t e r n and, 
i f matched, mod i f ies the environment by naming, 
Con t i nua t i on (nex t ) r e l a t i o n i s represented as 
the composi t ion o f f u n c t i o n s . In t h i s way, a 
s imple QA sequence is reduced mechanica l ly i n t o 
an a p p l i c a t i v e fo rm. And f u r t h e r , Reduct ion 
process goes on . The f a c t o r i a l f u n c t i o n is pa r 
t i a l l y reduced t o 

through the t r a n s f o r m a t i o n which s i m p l i f i e s en 
vironment m o d i f i e r f u n c t i o n and e l im ina tes 
v a r i a b l e s by s u b s t i t u t i o n ( i n t r o d u c i n g s e l e c t o r 
f u n c t i o n ) . Thus, a QA sequence is reduced i n t o 
an a l geb ra i c f o rmu la , i t s semantics i s f o r 
mal ized as lows of a lgebra and i t becomes 
poss i b l e t o prove i t s va r ious p r o p e r t i e s b y f o r 
mula m a n i p u l a t i o n , as Backus e t c . p o i n t o u t . For 
compar ison, the example i s represented in 
Backus !s F P [ 3 ] , 

Def 

For each type of compound QA sequence, c o r 
responding f u n c t i o n a l forms are p rov i ded . The 
a p p l i c a t i v e form obta ined i n t h i s way i s c a l l e d 
"reduced QA sequence". 

Func t i ona l programming is r e l a t e d to QA model 
through successive Reduct ion process. By t h i s 
way, i t s weakpoints are covered up and i t s 
a b i l i t y i s extended as f o l l o w s . 

(1) The app rop r i a te and n a t u r a l i n t e r p r e t a 
t i o n o f f u n c t i o n a l form are ob ta i ned . 

(2) Advantages of o ther computat ion models, 
i n c l u d i n g h i s t o r y s e n s i t i v i t y , are added to in a 
very n a t u r a l way. 

5. CONCLUSION 

The method f o r knowledge r e p r e s e n t a t i o n must be 
p o w e r f u l , n a t u r a l and f o r m a l . I t must be power
f u l i n order to represent compl icated and 
h igher order knowledge, n a t u r a l in order to make 
i t easy to use and unders tand, and fo rmal in 
order to make poss ib le f o r a computer to process 
represented knowledge mechan ica l l y . Sysp s a t i s 
f i e s these th ree cond i t i ons s u f f i c i e n t l y over a 
wide range by i n t e g r a t i n g four r e p r e s e n t a t i v e 
methods i n t o one t ransparen t mechanism. For ex 
ample, f a c t o r i a l f u n c t i o n i s ab le t o g ive 
n a t u r a l looks in Sysp, 

Fact :<=>(0 l ) 
=>(n ?) Then ( - . ( n 1 ) : ?)=>Fact=>m. 

Then *•(m n ) : .=> 

At present the main p a r t of Sysp is implemented 
on EPICS-Lisp. In o ther p a p e r s [ 4 ] , Sysp is 
descr ibed in more d e t a i l s . 
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H i e r a r c h i c a l concepts s t r u c t u r e i s i n t r o d u c e d t o widen a c c e p t a b i l i t y o f i n p u t sentences 
o f n a t u r a l language unders tand ing system. 

I t c o n s i s t s o f a se t o f d e f i n e d concepts (SDC) and scenar ios each of which is a se t o f 
scena r i o e lements . A scena r io is one u t i l i z e d everywhere. In our SDC concepts are d e f i n e d 
w i t h another concepts r e l a t e d th rough bas ic semantic r e l a t i o n s . Types o f these r e l a t i o n s 
are p resented w i t h some examples. As compound semantic r e l a t i o n s are composed of bas ic 
ones i t i s enough to c o n s t r u c t SDC w i t h on l y bas ic semantic r e l a t i o n s . 

1 . H i e r a r c h i c a l concepts s t r u c t u r e 
I n s t e a d o f e f f i c i e n c y o f i n f e r e n c e , use o f 

s c e n a r i o s 1 ) i s i n the oppos i te d i r e c t i o n t o 
a f f o r d those r i c h f e a t u r e s o f n a t u r a l language 
to t h e system. 

To overcome t h i s s i t u a t i o n , we i n t r o d u c e d a 
set of d e f i n e d concepts (SDC) and cons t ruc ted a 
h i e r a r c h i c a l concepts s t r u c t u r e w i t h s c e n a r i o s . 

A h i e r a r c h i c a l concetps s t r u c t u r e c o n s i s t s o f 
a SDC and scenar ios and a scenar io is a se t of 
s cena r i o e lemen ts . 

A scena r i o element is a p a r t i a l scenar io t h a t 
cor respond to a sma l l p a r t o f s t o r y , and t h e r e 
f o r e can e a s i l y p r e p a r e , d e l e t e o r c o r r e c t . 

SDC g i ves gene ra l ( c l o s e r to n a t u r a l 
language) d e f i n i t i o n o f each concept by us ing 
bas ic semantic r e l a t i o n s (and v i e w - p o i n t s ) w i t h 
o the r concepts so t h a t i t f u n c t i o n s as t o widen 
a c c e p t a b i l i t y o f i n p u t sentences o f n a t u r a l 
language unders tand ing system. 

An i n p u t sentence i s analysed s y n t a c t i c a l l y 
and t h e concep tua l dependency r e p r e s e n t a t i o n 
w i t h respec t to t h e sentence (CDRS) i s generated 
CDRS is a d i r e c t e d , l a b e l e d graph which r e p r e 
sents dependency r e l a i t o n s among concepts 
expressed by words appear ing in t he sentence. 

F i gu re 1 is a CDRS of a sentence "I go to 
s c h o o l . " Using t h i s CDRS the system chooses a 
scena r io element f rom a s u i t a b l e s c e n a r i o , say 
"GO TO SCHOOL" scenar io and a t taches t h i s CDRS 
to i t as an i n s t a n c e . We c a l l scenar io element 
w i t h an i ns tance a t t ached in t h i s way as 
semant ic g r a p h 2 ) , 3 ) ( w i t h respec t to a sentence 

) . 

F igu re 2 shows a p a r t of "GO TO SHCOOL" 
s c e n a r i o element w i t h a t tached i ns tance 
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2. Const ruct ion of SDC 
G 2.1. Types of concept 

Concepts are c l a s s i f i e d i n t o f o u r t ypes t h a t 
r o u g h l y cor respond to t h e concepts expressed by 
conc re te nouns, v e r b s , a d j e c t i v e s / a d v e r b s and 
a b s t r a c t words as f o l l o w s ( see N o t a t i o n s ) . 
( i ) ' c o n c r e t e o b j e c t ' concepts ( i i ) ' e v e n t ' 
concepts ( i i i ) ' m o d a l i t y 1 concepts 
( i v ) ' a b s t r a c t t h i n g ' concep ts : A b s t r a c t 
concepts t h a t are des igna ted by ' aspec ts (move
ments o r m o d a l i t i e s ) o f t h i n g s ' , ' r e l a t i o n s 
among t h i n g s ' o r ' t i m e and p l a c e ' . 

2.2. , Semantic r e l a t i o n s among concepts 
There are f o l l o w i n g e i g h t bas i c semant ic 

r e l a t i o n s among concep ts . 
( i ) Super concept -subconcept r e l a t i o n ( k i n d 
o r e x t e n t i o n r e l a t i o n ) 
( i i ) Aspect r e l a t i o n : R e l a t i o n among a 
' c o n c r e t e o b j e c t ' concept and concepts t h a t 
g i v e aspects o f t h e concep ts . T h i s r e l a t i o n i s 
g i v e n by u s i n g bas i c v i e w - p o i n t s such as 
"purpose o f u s e " , " c o l o r " , "amount ( t h i c k n e s s ) " . 
Bas ic v i e w - p o i n t s necessary to d e f i n e <PR0DUCT 
THING> l i k e <PAPER> are g i v e n in Tab le 1 . 

Tab le 1 . Bas ic v i e w - p o i n t s f o r <PRODUCT>. 

( i i i ) Case r e l a t i o n 
( i v ) C a u s e - e f f e c t r e l a t i o n 
( v ) e v e n t - e v e n t r e l a t i o n o the r t han cause-
e f f e c t r e l a t i o n 

F i v e r e l a t i o n s o f " l o g i c a l " , "accompany ing" , 
" b e f o r e and a f t e r w r t . t i m e " , " c o n d i t i o n " and 
" d i r e c t ( i n d i r e c t ) " be long t o t h i s , 
( v i ) D e s c r i p t i v e d e f i n i t i o n r e l a t i o n 

T h i s r e l a t i o n desc r i bes a n event u s i n g w i t h 
ano the r b a s i c semant ic r e l a t i o n s and concep ts , 
( v i i ) M o d a l i t y r e l a t i o n 

V i e w - p o i n t s used i n t h i s r e l a t i o n a re g i v e n 
b y c l a s s i f y i n g " m o d a l i t y " concep ts . 

( v i i i ) Synonym and antonym r e l a t i o n 

2 . 3 . C o n s t r u c t i o n of SDC 
i ) D e f i n i t i o n o f conc re te o b j e c t s 

Concrete o b j e c t s are d e f i n e d by us i ng k i n d 
r e l a t i o n and aspect r e l a t i o n . V i e w - p o i n t s 
b e l o n g i n g t o these r e l a t i o n s are c a l l e d " b a s i c 
v i e w - p o i n t s " (Tab le l ) . 
a . D e f i n i t i o n o f subconcepts 

P r o p e r t i e s possesed by a super concept is 
i n h e r i t e d t o i t s subconcepts un less o the rw i se 
s t a t e d i n t h e d e f i n i t i o n s o f them. 
b . D e f i n i t i o n o f supreme concepts 

I t i s ve r y i m p o r t a n t t h a t SDC c o n t a i n s every 
supreme (most g e n e r a l ) conc re te o b j e c t concept 
t h a t appears as a supreme concept of a g i v e n 
event concept i n t h e case r e l a t i o n . For 
example, t he supreme concept o f t he g i v e n event 
concept <EAT> i n t h e ( o b j e c t ) case r e l a t i o n i s 
< t h i n g s t h a t can be o b j e c t s to e a t > ( F i g u r e 4) , 
T h i s g i v e s j u d g i n g c o n d i t i o n s ( o r r equ i remen ts ) 
whether any g i v e n t y p e o f concept s t a t i s f i e s 
case r e l a t i o n w i t h a g i ven event concep t . 
For example, i f " p l a s t i c e r a s e r " s a t i s f i e s 
c o n d i t i o n s " s o f t " , " n o t h o t " , • • • t hen "human 
b e i n g " can " e a t " i t . 

F i gu re 4 . The supreme concept in the 
o b j e c t case r e l a t i o n o f <EAT> 

i i ) D e f i n i t i o n o f a n " e v e n t " concept 
T h i s concept i s d e f i n e d by u s i n g case 

r e l a t i o n , c a u s e - e f f e c t r e l a t i o n , e v e n t - e v e n t 
r e l a t i o n , d e s c r i p t i v e d e f i n i t i o n r e l a t i o n , 
m o d a l i t y r e l a t i o n and synonym-antonym r e l a t i o n , 
i i i ) D e f i n i t i o n o f a ' m o d a l i t y ' concept 

Th i s concept i s d e f i n e d by u s i n g case 
r e l a i t o n , d e s c r i p t i v e d e f i n i t i o n r e l a t i o n , 
c a u s e - e f f e c t r e l a t i o n , m o d a l i t y r e l a t i o n and 
synonym-antonym r e l a t i o n . 
i v ) D e f i n i t i o n o f a n " a b s t r a c t t h i n g " concept 

T h i s concept i s d e f i n e d b y u s i n g case r e l a 
t i o n , c a u s e - e f f e c t r e l a t i o n , m o d a l i t y r e l a t i o n , 
d e s c r i p t i v e r e l a t i o n , k i n d r e l a t i o n and 
synonym-antonym r e l a t i o n . 

3 . Compos i t ion o f v i e w - p o i n t s 
There can be many f i n e r v i e w - p o i n t s o t h e r 

t han b a s i c ones . 
I s i t necessary t o d e f i n e a concept us i ng 
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D e f i n i t i o n o f " d e n o t e " , " d e s i g n a t e " and 
"exp ress " 
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APPROXIMATE REASONING BASED ON FUZZY LOGIC 
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Dur ing t he pas t s e v e r a l y e a r s , t he emergence o f expe r t systems as a f i e l d o f cons ide rab le p r a c 
t i c a l as w e l l as t h e o r e t i c a l impor tance w i t h i n A I has p r o v i d e d a s t r o n g impetus f o r the develop 
ment o f t h e o r i e s o f approx imate reason ing and c r e d i b i l i t y assessment o f i n f e r e n c e processes in 
knowledge-based systems. 

The approach to approx imate reason ing desc r i bed in t h i s paper i s based on a fuzzy l o g i c , FL, in 
wh ich t h e t r u t h - v a l u e s and q u a n t i f i e r s a re d e f i n e d a s p o s s i b i l i t y d i s t r i b u t i o n s wh ich c a r r y 
l i n g u i s t i c l a b e l s such a s t r u e , q u i t e t r u e , no t v e r y t r u e , many, no t v e r y many, s e v e r a l , a lmost 
a l l , e t c . Based on the concept o f a p o s s i b i l i t y d i s t r i b u t i o n , a se t o f t r a n s l a t i o n and I n f e r 
ence r u l e s i s developed and t h e i r a p p l i c a t i o n t o i n f e r e n c e f rom imp rec i se premises i s i l l u s 
t r a t e d by examples. 

1. INTRODUCTION 

I t has l ong been recogn ized t h a t much, perhaps 
most , o f human reason ing i s approx imate r a t h e r 
than exact i n n a t u r e . * * And y e t , l o g i c i a n s and 
c o g n i t i v e s c i e n t i s t s have devoted scant a t t e n 
t i o n t o t h e development o f t h e o r i e s o f a p p r o x i 
mate r e a s o n i n g , p a r t l y because o f t he deeply 
en t renched t r a d i t i o n o f respec t f o r what i s 
p r e c i s e and d i s d a i n f o r what i s f u z z y , and 
p a r t l y because t h e r e was no c o m p e l l i n g need f o r 
such t h e o r i e s b e f o r e the advent o f a r t i f i c i a l 
i n t e l l i g e n c e . 

I n r e c e n t y e a r s , however, t he r a p i d growth o f 
i n t e r e s t i n n a t u r a l language p r o c e s s i n g and the 
emergence of e x p e r t systems as an impo r t an t 
a p p l i c a t i o n area w i t h i n A I have made i t i n c r e a s 
i n g l y c l e a r t h a t a b e t t e r unde rs tand ing o f the 

*Research suppor ted by Naval E l e c t r o n i c 
Systems Command Con t rac t N00039-78-C-0013 and 
N a t i o n a l Science Foundat ion Grant ENG-7823143 

**The terms "approx imate r e a s o n i n g " and 
" f u z z y r e a s o n i n g " a re f r e q u e n t l y used i n t e r 
changeably in the l i t e r a t u r e . A comprehensive 
e x p o s i t i o n o f t he f o u n d a t i o n s o f f uzzy reason 
i n g may be found in the paper by B.R. Gaines 
[1] a. 

processes o f approx imate reason ing is a p r e r e 
q u i s i t e to the development o f knowledge-based 
systems wh ich can man ipu la te i n f o r m a t i o n t h a t 
i s i m p r e c i s e , incomple te o r no t t o t a l l y 
r e l i a b l e . 

I n a s e r i e s o f papers s t a r t i n g i n 1973 [ 2 - 7 ] , 
we have advanced the v iew t h a t c o n v e n t i o n a l 
l o g i c a l systems do not p rov ide an a p p r o p r i a t e 
b a s i s f o r approx imate reason ing and have sug 
ges ted a fuzzy l o g i c , FL, f o r t h i s purpose. I n 
c o n t r a s t t o two -va lued and m u l t i - v a l u e d l o g i c s , 
t he t r u t h - v a l u e s o f FL are l i n g u i s t i c r a t h e r 
than n u m e r i c a l , as a re q u a n t i f i e r s e x e m p l i f i e d 
by many, most , not ve r y many, few, s e v e r a l , 
a lmost a l l , e t c . Fu r the rmore , the r u l e s o f 
i n f e r e n c e in FL are approx imate r a t h e r than 
e x a c t . Thus, i n s p i r i t a s w e l l a s i n substance 
FL r e p r e s e n t s a sharp break w i t h the l o n g 
s t a n d i n g t r a d i t i o n o f extreme p r e c i s i o n i n 
l o g i c and a move toward an accommodation w i t h 
the pe rvas i ve i m p r e c i s i o n o f human t h o u g h t , 
p e r c e p t i o n , language and d e c i s i o n - m a k i n g . 

Another impo r t an t d i f f e r e n c e between FL and 
c l a s s i c a l l o g i c a l systems cen te r s on the con
cept o f t r u t h . Thus, whereas i n the l a t t e r 
systems [ 8 , 9 ] the t r u t h o f a p r o p o s i t i o n 
serves as a s t a r t i n g p o i n t f o r the d e f i n i t i o n 
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not true and not fa lse 
not very_true and not very fa lse 

In FL, a l i n g u i s t i c t ru th -va lue is regarded as 
a composite label of a p o s s i b i l i t y d i s t r i b u t i o n 
In the i n t e r v a l [ 0 , 1 ] , which is the set of 
t ru th -va lues In Lukasiewicz's Laleph l og i c . 
What t h i s means is that in FL we general ly deal 
not w i t h numerical ly-valued t ru th-va lues but 
w i t h t h e i r p o s s i b i l i t y d i s t r i b u t i o n s . 

An important d i s t i n c t i o n between FL and L A l e p h 1 
i s that i n L A l e p h 1 ,—as i n a l l other m u l t i 
valued log ics—there are only two quan t i f i e rs 
a l l and some, whereas in FL we can employ a 
large v a r i e t y of fuzzy quan t i f i e r s exempli f ied 
by few, severa l , many, most, almost a l l , very 
many, not very many, e tc . This feature of FL 
makes it possible to t r ans la te , and in fe r from, 
imprecise premises exempl i f ied by 

Most t a l l women are not very f a t . 
Among the many men who are heavy smokers, 

qu i te a few are overweight and some are 
heavy d r inke rs . 

Carol has several close f r iends who have 
many ch i l d ren . 

The meaning of a quan t i f i e r in FL is based on 
the concept of the c a r d i n a l i t y of a fuzzy se t . 
Thus, if F is a fuzzy subset of a f i n i t e set 
U - f u1 , , . . . , u } character ized as 1 n 
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I t should be noted t ha t r u l es of t h i s type have 
found p r a c t i c a l app l i ca t i ons in the design of 
fuzzy l o g i c c o n t r o l l e r s in s t e e l p l a n t s , cement 
k i l n s and other types of i n d u s t r i a l process con 
t r o l app l i ca t i ons i n which i n s t r u c t i o n s expres
sed in a n a t u r a l language are transformed i n t o 
c o n t r o l s igna ls [ 31 -33 ] . 

Rules of In ference 

In our approach to approximate reasoning, the 
t r a n s l a t i o n r u l e s f o r imprecise p ropos i t ions 
serve as a p re l im ina ry to the a p p l i c a t i o n of 
va r ious ru les of in ference to the p o s s i b i l i t y 
d i s t r i b u t i o n s which are induced by such propo
s i t i o n s , lead ing t o other p o s s i b i l i t y d i s t r i b u 
t i o n s which upon r e t r a n s l a t i o n y i e l d the con
c lus ions which may be drawn from the premises. 

More s p e c i f i c a l l y , the basic ru les of in ference 
in FL are the f o l l o w i n g . 

1. P r o j e c t i o n r u l e . Consider a fuzzy p ropos i 
t i o n whose t r a n s l a t i o n is expressed as 

2. Conjunct ion r u l e . Consider a p r o p o s i t i o n p 
which is an asse r t i on concerning the poss ib le 
values o f , say, two v a r i a b l e s X and Y which 
take values in U and V, r e s p e c t i v e l y . S im i 
l a r l y , l e t q be an asse r t i on concerning the 
poss ib le values of the va r i ab les Y and Z, t a k 
ing values in V and W. With these assumptions, 
the t r a n s l a t i o n s of p and q may be expressed as 
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The r u l e expressed by (67) may be v iewed as a 
g e n e r a l i z e d form of modus ponens which reduces 
to the c l a s s i c a l modus ponens when F = G and F, 
G, H a re nonfuzzy s e t s . 

Sta ted i n terms o f p o s s i b i l i t y d i s t r i b u t i o n s , 
the g e n e r a l i z e d modus ponens p laces in ev idence 
the analogy between p r o b a b i l i s t i c and p o s s i b i l -
i s t i c i n f e r e n c e . Thus, i n the case o f p roba 
b i l i t i e s , we can deduce the p r o b a b i l i t y d i s t r i 
b u t i o n of Y from the knowledge of the p r o b a b i l 
i t y d i s t r i b u t i o n o f X and the c o n d i t i o n a l p r o 
b a b i l i t y d i s t r i b u t i o n o f Y g i ven X . S i m i l a r l y , 
in the case o f p o s s i b i l i t y d i s t r i b u t i o n s , we 
can i n f e r the p o s s i b i l i t y d i s t r i b u t i o n o f Y 
f rom the knowledge o f the p o s s i b i l i t y d i s t r i b u 
t i o n o f X and the c o n d i t i o n a l p o s s i b i l i t y d i s 
t r i b u t i o n of Y g i v e n X. 

I t i s impor tan t t o note t h a t the g e n e r a l i z e d 
modus ponens as expressed by (67) may be used 
t o en la rge s i g n i f i c a n t l y the area o f a p p l i c a 
b i l i t y o f r u l e -based systems o f the t ype 
employed in MYCIN and o the r expe r t systems. 
Th i s is due p r i m a r i l y to two aspects o f (67) 
wh ich are no t p resen t i n c o n v e n t i o n a l r u l e -
based systems: (a) in the p r o p o s i t i o n s "X is 
F" and " I f X is G then Y is H , " F, G and H may 
be fuzzy s e t s ; and (b) F and G need not be 
i d e n t i c a l . Thus, as a r e s u l t of (a) and ( b ) , 
a r u l e -based system employing (67) may be 
designed to have an i n t e r p o l a t i v e c a p a b i l i t y [ 6 ] . 

Note . Due to l i m i t a t i o n s on space, the sec
t i o n s d e a l i n g w i t h c r e d i b i l i t y a n a l y s i s and 
examples of approx imate reason ing have been 
d e l e t e d . F u l l t e x t o f the paper i s a v a i l a b l e 
on r e q u e s t . 
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The o b j e c t o f the p resen t paper i s to d i scuss the r e s u l t s o f the work c a r r i e d ou t to d e f i n e 
as s t r i c t l y as p o s s i b l e the fo rmal system o f r e p r e s e n t a t i o n o f the i n f e r e n c e procedures 
( "hypotheses") c h a r a c t e r i s t i c of the RESEDA p r o j e c t . RESEDA is a ques t i on -answer ing system 
which opera tes on a data base c o n t a i n i n g b i o g r a p h i c a l i n f o r m a t i o n concern ing c h a r a c t e r s 
i n v o l v e d i n the medieval h i s t o r y o f France. 

1. INTRODUCTION 

1.1 The RESEDA p r o j e c t aims to set up an ad 
vanced ques t i on -answer ing system o p e r a t i n g upon 
a b i o g r a p h i c a l da ta base. The i n f o r m a t i o n housed 
w i t h i n t h i s base concerns cha rac te r s i n v o l v e d i n 
the med ieva l h i s t o r y o f France and t h e i r s o c i o -
h i s t o r i c a l background. S t r i c t l y fo rmu la ted ques
t i o n s a re p resented to the system; responses, 
g i v e n in the same fo rma t , are obtained by d i r e c t -
search th rough the data base or by i n f e rence 
p rocedu res . The o b j e c t i v e s of the f i r s t RESEDA/0 
s tep of the p r o j e c t were to c o n s t r u c t a general 
framework f o r the system and to v e r i f y the ad 
equacy o f d e s c r i p t i v e metalanguage chosen f o r 
d e a l i n g w i t h t h i s s p e c i a l s o r t o f d a t a . A new 
phase RESEDA/1 has j u s t r e c e n t l y commenced. I t 
s t r i v e s towards two goa ls : a) making the system 
f u l l y o p e r a t i o n a l , i n p rog ress ing beyond the 
phase of demons t ra t i on t e s t s to approximate a 
r o u t i n e p r a c t i c a l use o f the d a t a ; b ) examining 
i n t h e o r e t i c a l and p r a c t i c a l d e t a i l the p o s s i 
b i l i t y o f a p a r t i a l l y automated c o n s t r u c t i o n o f 
t he i n d u c t i v e "hypotheses" which suppor t the 
sys tem's i n f e r e n c e o p e r a t i o n s . 

1.2 In p r e p a r i n g f o r the l a t t e r , the RESEDA team 
has had to r es tudy in depth the work a l ready ac
compl ished on hypotheses in the f i r s t phase o f 
the p r o j e c t . I t was i n e f f e c t necessary t o e s 
t a b l i s h on a more s t r i c t l y d e f i n e d b a s i s , the 
f o rma l conven t ions under which the hypotheses 
a re drawn up , and to d e f i n e these convent ions 
down to the s m a l l e s t d e t a i l . Th i s paper r e l a t e s 

RESEDA/0 was supported by a g r a n t f rom 
the "D<§l<§gation G6n6rale a la Recherche S c i e n t i 
f i q u e et Technique" (CNRS-DGRST Con t rac t n° 75. 
7 .0456 ) ; t he new RESEDA/1 phase is f i nanced by 
the " I n s t i t u t de Recherche d ' I n f o r m a t i q u e e t 
d 'Au toma t i que " (CNRS-IRIA Con t rac t n° 78 .206 ) . 

t o the r e s u l t s o f t h i s thorough work . Wi th regard 
to the metalanguage used to rep resen t b i o g r a p h i 
c a l d a t a , d iscussed i n the IJCAI /77 r e p o r t [ 3 ] , 
I w i l l g i v e no more i n f o r m a t i o n than i s s t r i c t l y 
necessary f o r the f u l l unders tand ing o f my t a l k ; 
the i n t e r e s t e d reader i s r e f e r r e d t o recen t p a 
pers o n t h i s s u b j e c t [ 3 , 6 , 7 ] . 

2. AN EXAMPLE OF AN HYPOTHESIS 

2.1 F i g . 1 shows the fo rma l r e p r e s e n t a t i o n of one 
of the most s imple hypotheses in the RESEDA s y s 
tem, the "hypo thes i s o f a g i f t to a r e l i g i o u s 
communi ty" . 

2 .1 .1 Every hypo thes i s - i n f e r e n c e procedure which 
can be i n t e r p r e t e d in KRL " s e r v a n t - t r i g g e r s " 
te rms , see [ 1 ] - c o n s i s t s o f two separa te p a r t s , 
the "p rem iss " and the " c o n d i t i o n " . 

2 . 1 . 1 . 1 The premiss p r o v i d e s the gene ra l f rame
work capable o f be ing adapted to the f o rma l r e 
p r e s e n t a t i o n o f any q u e s t i o n , the answer to which 
car be found in the hypo thes i s under examinat ion . 
I f we use the d i s t i n c t i o n i n t r o d u c e d by Smith [ 5 ] 
between " a b s t r a c t i o n " and " g e n e r a l i z a t i o n " , we 
cou ld say t h a t the f o rma l exp ress ion o f the prem
i s s i s ob ta ined b y the a b s t r a c t i o n o f s p e c i f i c 
f o r m u l a t i o n s , i n RESEDA'S metalanguage, o f d i f 
f e r e n t ques t i ons which can be assoc ia ted w i t h the 
h y p o t h e s i s . 

2 . 1 . 1 . 2 The c o n d i t i o n is formed of a sequence of 
t h e o r e t i c a l schemata ( " c o n d i t i o n schemata") o f 
" p l a n e s " , l i n k e d by " a n d " , " o r " , " n o t " . The term 
" p l a n e " [ 4 ] i s rese rved f o r exp ress ing the r e p r e 
s e n t a t i o n i n the da ta base, i n terms o f t he meta
language, o f each e lementary " e p i s o d e " , each 
" f a c t " -expressed in n a t u r a l language- which make 
up the fundamental s tages f o r a b i o g r a p h y . For 
an example, r e f e r to the episode f rom P i e r r e 
l ' O r f e v r e b iography f u r t h e r below : " I t i s known 
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t h a t around 1360 P ie r re l 'O r fev re was a member 
of the chapter of Senl is ca thedra l , as t h e i r 
dean", which w i l l g ive r i s e to the plane 3 in 
f i g . 3 . T rans la t ion from episode to plane is 
done by separat ing out spat io- tempora l data p lus 
b i b l i o g r a p h i c references (the " themat ic") from 
the desc r i p t i on proper of the episode. In the 
"desc r i p t i on p a r t " of plane 3, BE-AFFECTED-BY is 
the "p red ica te " used in the t r a n s l a t i o n of the 
episode; SUBJ, OBJ, are the "main cases" whi le 
SPECIF simply int roduces a degree of p rec i s ion 
w i t h respect to the argument JEAN-L'ORFEVRE 
which f i l l s the s l o t OBJ. "soc" is a "modulator" 
which enables us to spec i fy the f a c t t ha t the 
" s t a t e " def ined by the pred icate is i nse r ted i n t o 
a soc io -p ro fess iona l contex t ; "const" ca r r i es 
the meaning o f " v e r i f i e d f a c t " . 

Returning now to the c o n d i t i o n , the in format ion 
which i t enables us to f i n d in the system's data 
base provides a possib le i n t e r p r e t a t i o n of the 
fac t (episode) represented by the s p e c i f i c plane 
to which the quest ion has been reduced. The f o r 
mal expression of the cond i t ion is obta ined, by 
abs t rac t i on , from the coding r e l a t i n g to the 
planes which are shown to be capable of f u l f i l l i n g 
an a priori undefined number of s p e c i f i c a c t u a l 
i za t i ons of the premiss. 

2.1.2 With regards now to the formal d e t a i l s of 
the representat ion of f i g . 1, l e t me take the 
Dremiss f i r s t . The symbols k, 1 and V1 which 
appear in the "scheme of premiss" , a, are " v a r i 
ables of the premiss schemata". In order to be 
bound, theses var iab les must s a t i s f y the " r e 
s t r i c t i o n s " connected w i th them (the r e s t r i c t i o n 
on V1 is shown i m p l i c i t l y : var iab les of the type 
Vn can only be s a t i s f i e d by the name of one of 
the personages recognized by the system). 

Going on to the cond i t ion : the symbol "A" which 
j o i ns the two "cond i t i on schemata" C, D (F, D) 
has i t s usual meaning of "C and D" ("F and D"); 
"A V B" has the meaning of "A or B". The cond i 
t i o n must there fore be i n te rp re ted in t h i s way : 
an explanat ion of the episode represented by 
the premiss f i l l e d w i th elements drawn from the 
quest ion , can be given by the planes of the data 
base which can be adapted to the "cond i t ion 
scheme" A, or to scheme B, or to two schemata 
C and D -which must in t h i s case be s a t i s f i e d 
together - or to scheme E, or to two schemata F and 
D. 

2.2 Imagine now a quest ion l i k e "Why d id Jean 
l 'O r fev re at some unspec i f ied t ime, but cer 
t a i n l y before August 1412, the time of h i s death, 
give a l a t i n b i b l e by legacy to the Chapter of 
Senl is ca thedra l? " ; the quest ion would be coded 
as in f i g . 2. A rep ly obtained by d i rec t -match 
would show tha t i t i s poss ib le to re t race in 
the data base a plane -con ta in ing at l eas t a l l 
the in format ion d i s t i n c t l y spec i f i ed in the 
ques t ion- which should already be explicitly 
connected by a " p o i n t e r - c o r r e l a t o r " [ 7 : 16-17] 
of the type CAUSE to a second p lane, or a succession 
of p lanes, which would so match w i th the variable x. 
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asked . 

The p r e d i c a t e p r e s e n t i n t he q u e s t i o n ( i n our 
case BE-AFFECTED-BY) i d e n t i f i e s t he s e t o f i n f e r 
ence p rocedu res wh ich must be examined in o r d e r 
t o see i f t h e r e e x i s t s a t l e a s t one h y p o t h e s i s 
whose p rem iss can a pr ior i match t h e t ype of 
q u e s t i o n p roposed . When t h i s t e s t has been 
passed , a r e a l match between the q u e s t i o n and t h e 
p r e m i s s i s r e q u i r e d . I n our case , and r e f e r r i n g 
back t o f i g . 1 and 2, the r e s u l t o b t a i n e d w i l l b e 
t h a t f rom t h i s p o i n t onwards t he v a r i a b l e s k , 1 
and V l w i l l b e connected t o " S e n l i s " ( the p l a c e 
a s s o c i a t e d w i t h the " s u b j e c t " o f t he a t t r i b u t i o n 
i n the q u e s t i o n t h e m a t i c ) , t o " c a t h e d r a l - c h a p t e r " , 
and t o "Jean l ' O r f e v r e " . 

Research on the d a t a base o f p lanes wh ich can 
s a t i s f y t h e s i x c o n d i t i o n schemata beg ins w i t h 
a n e x a m i n a t i o n o f t h e "vo lume" a s s o c i a t e d w i t h 
"Jean l ' O r f e v r e " (volumes are permanent f i l e s 
- a f i l e f o r each personage r e c o g n i z e d b y the 
s y s t e m - c o n t a i n i n g " l a b e l s " i d e n t i f y i n g t he p lanes 
i n wh i ch t h e personage i n q u e s t i o n appears) , i n 
o r d e r t o see i f i t i s p o s s i b l e t o r e t r a c e t h e planes 
of t h e fo rm A, B, D and E - t h e c o n d i t i o n schemata 
i n w h i c h t h e (bound) v a r i a b l e V l i s p r e s e n t . I n 
ou r c a s e , i t can b e assumed t h a t t he search w i l l 
f i r s t r e t r a c e the p lane 1 i n f i g . 3 : "Jean l ' O r 
f e v r e l i v e d i n S e n l i s ( l o c a t i o n o f the s u b j e c t ) f o r 
a p e r i o d o f wh i ch t he s t a r t i n g da te (code " - " ) i s 
n o t known b u t wh i ch ended in August 1412" . 

Secondly, we w i l l have a ser ies of " r e l a t i o n planes" 
(specia l planes wi thout thematics) of the form D, 
which provide the personages V2 who are re l a t i ves 
of Jean l ' O r f e v r e . A couple of planes which sat is fy 
(F A D) are planes 2 and 3 of f i g . 3 : "Around 1360 
P ier re l ' O r f e v r e , who is some non-specif iecl rela
t i v e to Jean l 'O r f ev re , VI, was dean (spec i f i c 
term of the l e x i c a l t ree <member...>) of the 
chapter of Senl is ca thedra l " . The planes 1, 2 
and 3 together form the rep ly to the quest ion 
in f i g . 2 ; the possib le reasons for the g i f t to 
Senl is cathedra l are therefore tha t Jean l ' O r 
fevre was an inhab i tan t of t h i s town and tha t 
h i s fami ly had spec ia l r e l a t i ons w i th the cathe
d r a l , given tha t one of h is r e l a t i ves had held 
an important pos i t i on w i t h i n the chapter. 

3. CONCLUSION 

D e t a i l e d a n a l y s i s o f t h e h y p o t h e s i s " g i f t " , proves 
c l e a r l y t h e ad hoc n a t u r e o f RESEDA's i n f e r e n c e 
c o r p u s . However, t h i s ad hocness does n o t c o n s t i 
t u t e a l i m i t o n t he p r a c t i c a l u t i l i t y o f t he system. 
The degree o f c o m p l e x i t y and s u b t l e t y wh ich can be 
reached b y t he i n f e r e n c e p rocedu res i s s u f f i c i e n t 
to cover a v e r y l a r g e number o f p o s s i b l e deduc
t i o n s . However, i t canno t b e den ied t h a t , a t t h e 
p r e s e n t , RESEDA is a system c o n t a i n i n g a l i m i t e d 
number o f n o n - e v o l v i n g s t r u c t u r e s (hypotheses) , 
whose c a p a c i t y to e n r i c h t h e system by f i n d i n g new 
r e l a t i o n s between c h a r a c t e r s o r t h e s i t u a t i o n s i n 
wh ich t hese c h a r a c t e r s a re i n v o l v e d , i s res t r i c ted 
t o a c l o s e d s e t o f p r e - d e t e r m i n e d c o n t e x t s . 

Thus t he new phase RESEDA/1 of t he p r o j e c t i n t e n d s 
to use a s e m i - a u t o m a t i c t e c h n i q u e f o r t he f o r m a t i o n 
o f t he h y p o t h e s e s . Such a mechanism shou ld h e l p to 
a l l e v i a t e t he hand icap ment ioned above, a t l e a s t 
i n t h e sense o f f a c i l i t a t i n g a r a p i d and c o n t i n u a l 
development o f t h e i n f e r e n c e c o r p u s , i f o n l y a t 
t h e q u a n t i t a t i v e l e v e l . The p rocedu re i n v o l v e d 
shou ld be t h e c l a s s i c a l one o f l e a r n i n g by e x 
amples , see [ 2 ] . The i n t e n d e d mechanism s h o u l d 
b e capab le o f u t i l i z i n g t h e s y n t a c t i c - s e m a n t i c 
p r o p e r t i e s o f RESEDA's f o r m a l sys tem, i n o r d e r 
t o c r e a t e t h e framework e n a b l i n g t h e a s s o c i a t i o n 
o f the two p o l e s , q u e s t i o n and answer, o f t he 
new h y p o t h e s i s wh ich i s t o be c o n s t r u c t e d . 
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1. MOTIVATION 

The s tudy of speech and image unde rs tand ing 
systems has l a r g e l y been e m p i r i c a l . Represen
t a t i o n s have o f t e n been des igned f o r task 
domains, w h i l e a l g o r i t h m s were des igned to make 
use of these r e p r e s e n t a t i o n s , as w e l l as heur 
i s t i c c o n s i d e r a t i o n s about how t h e a l g o r i t h m 
shou ld behave. Thus i t has been ve ry d i f f i c u l t 
t o compare d i f f e r e n t a l g o r i t h m s except f o r t h e 
r e s u l t s o f a few examples, to s t a t e equ i va lences 
between a l g o r i t h m s i n a n y t h i n g l i k e c e r t a i n 
t e rms , o r t o de te rmine the t h e o r e t i c a l r e q u i r 
ements f o r s o l v i n g a p a r t i c u l a r p rob lem. 

A number of common problems f a c i n g the d e s i g 
ners of such systems have begun to emerge, 
however, wh ich suggests t h a t i t may be p o s s i b l e 
t o s tudy t h e power o f a l g o r i t h m s i n terms o f 
t h e i r a b i l i t y t o so l ve these p rob lems. One 
such prob lem i s t h e r e d u c t i o n o f l o c a l ambigu
i t i e s , and r e l a x a t i o n l a b e l i n g processes are a 
c l a s s o f a l g o r i t h m s t h a t have been proposed f o r 
d e a l i n g w i t h i t [ 1 ] . Whi le many recen t a p p l i c 
a t i o n s o f f e r some i n s i g h t i n t o t h e r e l a x a t i o n 
computa t ion ( f o r a r e v i e w , see [2 ] ) a f o r m a l 
a n a l y s i s aimed a t s p e c i f y i n g t h i s computa t ion 
more p r e c i s e l y i s r e q u i r e d . I t i s i m p o s s i b l e , 
f o r example, to know whether two d i f f e r e n t 
a l g o r i t h m s are r e a l l y e q u i v a l e n t ( i n t h e sense 
t h a t they are imp lement ing t h e same a b s t r a c t 
computa t ion) s imp ly by compar ing t h e i r r e s u l t s 
on a s m a l l number of expe r imen t s . Ra ther , t he 
r e l a t i o n s h i p s between them must be expressed 
i n a n a n a l y t i c a l f a s h i o n s o t h a t they w i l l h o l d 
f o r a l l expe r imen ts . Th i s paper i s t he b e g i n 
n i n g o f such a n a n a l y s i s f o r con t inuous r e l a x 
a t i o n p rocesses . I t s p e c i f i e s t h e r e l a x a t i o n 
computa t ion in terms o f a n o t h e r , much more 
w i d e l y used a l g o r i t h m - l o c a l maxima s e l e c t i o n -
t o g e t h e r w i t h a s e t o f c o n d i t i o n s t h a t are 
s u f f i c i e n t f o r g u a r a n t e e i n g convergence and 

equ iva lence between the two . 

The s p e c i f i c reasons f o r s t u d y i n g the r e l a t i o n 
s h i p s between r e l a x a t i o n and l o c a l maxima s e l e c 
t i o n are m a n i f o l d . From the r e l a x a t i o n p o i n t 
o f v i ew , maxima s e l e c t i o n p r o v i d e s a model f o r 
t he d e c i s i o n p r o c e s s , o r p a r t o f the d e c i s i o n 
p r o c e s s , t h a t r e l a x a t i o n i s imp lemen t i ng . I n 
o t h e r words , i f we cons ide r the dynamics o f a 
r e l a x a t i o n process as be ing composed of two 
s t ages , one in wh ich a p roper o r d e r i n g o f the 
l a b e l s i s o b t a i n e d g i ven the c o m p a t i b i l i t y 
r e l a t i o n s and the i n i t i a l s t a t e , and the o t h e r 
i n which c e r t a i n o f these l a b e l s are s e l e c t e d , 
then maxima s e l e c t i o n p r o v i d e s a n o n - i t e r a t i v e 
model f o r the second s t a g e . From a p r a c t i c a l 
p o i n t o f v i ew , when c o n d i t i o n s s u f f i c i e n t f o r 
equ iva lence between the two a l g o r i t h m s are met , 
t hey can serve as s t o p p i n g c r i t e r i a f o r the 
r e l a x a t i o n p r o c e s s . More g e n e r a l l y , however, 
these r e s u l t s show t h a t when c i rcumstances are 
s t r u c t u r e d w e l l enough, the c o o p e r a t i v e r e l a x 
a t i o n a l g o r i t h m a c t s t h e same a s i f i t were 
decomposed i n t o a p u r e l y l o c a l maxima s e l e c t i o n 
p rocess . Th is i s e x a c t l y the k i n d o f r e l a t i o n 
s h i p t h a t i s d e s i r a b l e between two a l g o r i t h m s : 
when the s t r o n g e r one i s necessary , i t i s f unc 
t i o n a l ; o t h e r w i s e , i t reduces t o the weaker 
one. 

There i s a n o t h e r , morre a b s t r a c t a p p l i c a t i o n o f 
the t heo ry t h a t we are b e g i n n i n g to deve lop 
h e r e . I t d e r i v e s f rom the decompos i t i on r e s u l t 
j u s t a l l u d e d t o (which i s s t a t e d more f o r m a l l y 
in Sec. 3 ) , and p e r t a i n s to i n f e r e n c e s about how 
l o c a l o r g l o b a l a g i ven a l g o r i t h m must b e . I n 

Th is resea rch was suppor ted by NRC g r a n t No. 
A4470. 

For a much more e x t e n s i v e d i s c u s s i o n for. these 
i d e a s , t o g e t h e r w i t h r e f e r e n c e s , see TR-7 8 - 1 5 R 
Dept . o f E l e c t . E n g . , M c G i l l U n i v e r s i t y . 
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p a r t i c u l a r , coope ra t i on can be viewed as one 
way in wh ich i n f o r m a t i o n can be propagated 
between the l o c a l p a r t s o f an a l g o r i t h m , hense 
making i t more g l o b a l ( 3 ) . One s u r p r i s i n g 
i n t e r p r e t a t i o n o f our r e s u l t i s t h a t c i r cum
stances e x i s t i n which t h i s p ropaga t ion i s 
i r r e l e v a n t . In o the r words, a l though a 
( g l o b a l l y ) coope ra t i ve mechanism has been used 
in d e s i g n i n g an a l g o r i t h m f o r a g iven p rob lem, 
t h e i n h e r e n t s t r u c t u r a l comp lex i t y o f the 
prob lem ( i n t h a t r e p r e s e n t a t i o n ) i s s t i l l on l y 
l o c a l . Cond i t i ons such as those s t a t e d in the 
Equiva lence Theorem (Sec. 3) p rov ide a f i r s t 
s tep toward de te rm in ing such requ i rements ana l y 
t i c a l l y . I n t u r n , these computa t iona l r equ 
i rements may imply c e r t a i n c o n s t r a i n t s on the 
p a r t i c u l a r mechanisms and machinery t h a t 
a c t u a l l y pe r fo rm such f u n c t i o n s [ 4 ] . 

2. BACKGROUND 

The c l a s s o f problems f o r which bo th r e l a x a t i o n 
and l o c a l maxima s e l e c t i o n are a p p l i c a b l e i s 
one in which g l o b a l l a b e l i n g problems can be 
rep resen ted as networks o f l o c a l ones. In 
o t h e r words, g iven a se t o f p o s s i b l e l a b e l s 
f o r each node in a ne twork , the problem is to 
s e l e c t a s i n g l e l a b e l (or a sma l l e r se t o f 
l a b e l s ) to a t t a c h to each node. These l a b e l s 
migh t i n d i c a t e , e . g . , a s s e r t i o n s about the 
presence of o r i e n t e d l i n e segments in an image 
[ 5 ] , The nodes in the network would then c o r r 
espond to the s p a t i a l p o s i t i o n s to be l a b e l e d , 
w h i l e edges would i n d i c a t e which nodes were 
s p a t i a l ne ighbours . Or, the l a b e l s might i n d i c 
a te d i s p a r i t y va lues [ 6 ) . We s h a l l denote such 
l a b e l s by t he v a r i a b l e and the f u l l se t o f 
l a b e l s (a t a node i) by 

For con t inuous r e l a x a t i o n processes, a c e r t a i n 
t y measure i s d i s t r i b u t e d over the l a b e l se t 
at each node. We s h a l l denote the c e r t a i n t y 
w i t h which l a b e l i s assoc ia ted w i t h node i 
by They s a t i s f y and 

I n the l i n e l a b e l i n g example, 

such a measure may be ob ta ined from sca led 
f e a t u r e ( i . e . , l i n e ) d e t e c t o r responses. Note 
t h a t amb igu i t y en te rs the problem because 
f e a t u r e d e t e c t o r s do not respond u n i q u e l y ; i . e . , 
many l a b e l s appear to be p o s s i b l e when l o o k i n g 
on l y a t t he i n d i v i d u a l d e t e c t o r responses. 

Perhaps the most common a l g o r i t h m f o r s e l e c t i n g 
a l a b e l f rom among t h i s i n i t i a l l y ambiguous 
s e t i s t o pe r fo rm l o c a l maxima s e l e c t i o n ( i . e . , 
t o p i c k the l a b e l w i t h the maximal c e r t a i n t y 
at each node) . Such an a l g o r i t h m would be 
a p p r o p r i a t e f o r our l i n e example, i f we knew 

t h a t t he l i n e d e t e c t o r always responded most 
s t r o n g l y a t the c o r r e c t o r i e n t a t i o n . Th is i s , 
o f cou rse , no t the case f o r r e a l images, i n 
which many d i f f e r e n t no ise sources can c o r r u p t 
the d e t e c t o r s ' responses. Thus more power fu l 
techn iques seem to be necessary in g e n e r a l . 
However, as we s h a l l show, the re are i ns tances 
in which such weaker techn iques are a p p r o p r i a t e . 

The s t r e n g t h beh ind r e l a x a t i o n processes l i e s 
i n t h e i r use o f c o n t e x t u a l i n f o r m a t i o n t h r o u g h 
out the amb igu i t y r e d u c t i o n p rocess . Th is 
con tex t i s based on an a p r i o r i n o t i o n o f con
s i s t e n c y or c o m p a t i b i l i t y between l a b e l s on 
ne ighbo r i ng nodes, so t h a t now some degree of 
coope ra t i on takes p lace between nodes d u r i n g 
the l a b e l s e l e c t i o n p rocess . I n the l i n e l a b e l 
i n g example, l a b e l c o m p a t i b i l i t y i s an a b s t r a c t 
way to i n t r o d u c e models f o r good c o n t i n u a t i o n 
o f o r i e n t a t i o n ( i . e . , o r i e n t a t i o n should vary 
smoothly a long l i n e s and curves) and o f i n t e n 
s i t y ( i . e . , i n t e n s i t y va lues should vary smoth-
ly a long the l i n e and over the background) ; see 
[ 7 ] . I n t h i s paper , however, s ince we are d i s 
cuss ing the r e l a x a t i o n mechanism in the a b s t r a c t , 
we s h a l l o n l y cons ide r c o m p a t i b i l i t i e s as f u n c 
t i o n s over n - tup los ( u s u a l l y p a i r s ) o f l a b e l s 
on n e i g h b o r i n g nodes i n t o [ 0 . 1 ] , For example, 

i n d i c a t e s the c o m p a t i b i l i t y between 
i and o n i t s ne ighbor j , where 

0 corresponds to p e r f e c t i n c o m p a t i b i l i t y and 1 
t o p e r f e c t c o m p a t i b i l i t y . 

Given a n i n i t i a l l a b e l i n g 

the r e l a x a t i o n process i t e r a t i v e l y updates each 
l a b e l ' s c e r t a i n t y f a c t o r by an amount p ropo r 
t i o n a l t o a n es t ima te o f i t s cons is tency w i t h 
the l a b e l i n g over i t s ne ighborhood. I f t h i s 
neighbourhood cons is tency es t ima te i n d i c a t e s 
t h a t a l a b e l i s compat ib le w i t h i t s ne ighbour 
hood l a b e l i n g s , then i t s cons is tency f a c t o r i s 
i n c r e a s e d ; o t h e r w i s e , i t i s decreased. Since 
many l a b e l i n g s may be p a r t i a l l y c o n s i s t e n t , 
the update i s no rma l i zed w i t h respec t t o the 
average neighbourhood cons is tency a t each i t e r 
a t i o n . Thus we have upda t ing r u l e s of the fo rm: 

(2) 

where i s the c u r r e n t cons i s tency es t ima te 

between l a b e l .. on node i and the l a b e l i n g 
over i t s ne ighbourhood. 

The neighbourhood cons i s tency is computed as a 
f u n c t i o n o f the c u r r e n t neighbourhood l a b e l i n g 
and the c o m p a t i b i l i t y f u n c t i o n s . For comput-
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a t i o n a l r e a s o n s , t h i s e s t i m a t e has been decom
posed i n t o two p a r t s : one i n w h i c h a n o p e r a t i o n 
i s p e r f o r m e d t o d e t e r m i n e t h e p a i r ( o r n - a r y ) 
l a b e l c o n s i s t e n c y e s t i m a t e s ; and t h e o t h e r i n 
wh i ch t h e s e p a r t i a l e s t i m a t e s a re combined i n t o 
a s i n g l e ne ighbou rhood e s t i m a t e . The most 
w i d e l y used e s t i m a t e i s [ 1 ] : 

where J. is the se t of nodes ne ighbour ing i and 

the C i i . terms weight the t o t a l i n t e r a c t i o n 

between nodes i and j . The choice o f a r i t h m e t i c 
averages i n ( 3 ) , however, i s on ly h e u r i s t i c . 
The e s s e n t i a l p o i n t i s t h a t the neighbourhood 
cons is tency es t imate is a f u n c t i o n o f the 
l a b e l i n g over the e n t i r e neighbourhood. To 
emphasize t h i s g e n e r a l i t y , we s h a l l r e w r i t e (3) 
in a more genera l fo rm, and prove a l l of our 
r e s u l t s us ing t h i s form. 

The genera l form t h a t we s h a l l consider i s : 

3 CONSISTENTLY ORDERED LABELINGS AND THE 

EQUIVALENCE THEOREM 

The t r a d i t i o n a l way o f v i e w i n g c o n t i n u o u s r e l a x 
a t i o n i s a s n u m e r i c a l p rocess f o r u p d a t i n g 
c e r t a i n t y measures . However, i f w e c o n s i d e r 
t hese c e r t a i n t y measures a s d e f i n i n g a p a r t i a l 
o r d e r i n g ove r t h e l a b e l s a t each node , t h e n 
a n o t h e r way o f v i e w i n g r e l a x a t i o n l a b e l i n g i s a s 
a p r o c e s s t h a t changes t h i s p a r t i a l o r d e r i n g . 
T h i s i s t h e p o i n t o f v iew t h a t w e s h a l l adop t 
f o r t h e rema inde r o f t h i s p a p e r , because i t 
sugges ts a s t u d y o f t h e i t e r a t i o n a t w h i c h t h e 
p a r t i a l o r d e r i n g o f t h e l a b e l s a t each node 
becomes f i x e d f o r a l l f u r t h e r i t e r a t i o n s . 
W e s h a l l s a y , a t t h i s i t e r a t i o n , t h a t t h e 
sys tem has become c o n s i s t e n t l y o r d e r e d . The 
p a r t i c u l a r p a r t i a l o r d e r i n g t h a t w e s h a l l 
c o n c e n t r a t e o n i s t h e one s p e c i f y i n g t h e 
r e l a t i o n s h i p between t h e max imal and a l l o f t h e 
non-max imal l a b e l s a t each node. 

There a re many p o s s i b l e d y n a m i c a l s i t u a t i o n s 
t h a t can g i v e r i s e t o c o n s i s t e n t l y - o r d e r e d 
l a b e l i n g s . Perhaps t h e most common s i t u a t i o n 
i s f o r t h e max imal l a b e l s t o m u t u a l l y s u p p o r t 
one a n o t h e r , t h u s d r i v i n g t h e weaker l a b e l s t o 
z e r o . I t i s t h i s s i t u a t i o n t h a t w e s h a l l now 
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