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Introduction 
The problem of dealing with uncertainty arises in many areas 
of Al research and has been attacked with a number of 
mechanisms. This panel is intended to bring together several 
of the researchers who have had direct experience with the 
Issue, to report briefly on their efforts and discuss the relative 
merits of the various approaches. 

The panel, originally entitled "Reasoning with Uncertainty", was 
renamed to encourage a broader view of the topic. 
"Reasoning", i.e., inference, in the face of uncertainty is only 
one of the manifestations of the problem and may as a result 
be too narrow a perspective. Part of the emphasis in the 
discussion will be to examine the utility of a broader view. 

The problem 
In the few domains where concepts and inferences can be 
tota l ly formalized (e.g., pure mathematics), there is no 
uncertainty of the sort we are discussing here. Unfortunately, 
In all real problems attacked by Al, we eventually run afoul of 
the Issue. The problem commonly has two sources. First, the 
basic data we have to deal with may be uncertain. This may 
occur due to noise (as in speech or vision), due to the fallibility 
of our measurement procedures (as in medical laboratory 

tests), or due to the inherently ill-defined nature of the 
concept involved (as in "block A is 'near' block B"). Second, 
the processing applied to that data may introduce its own 
uncer ta in ty , typical ly because we lack a comprehensive 
understanding of the domain. In speech understanding, for 
instance, we have as yet no theory which allows us to proceed 
unerringly from waveforms to phonemes to words. At best we 
can offer plausible guesses at each stage, and must hedge our 
bets by making multiple such guesses. 

The Questions 
To provide a focus for the discussion, the participants were 
asked to consider each of the following questions. 

Construing the issue of uncertainty in the broadest sense, what 
kinds of problems attached in Al appear to have dealing with 
uncertainty as a truly central issue? How is uncertainty 
manifested in those problem areas? For example, work on 
deductive inference [6], modelling some aspects of common 
sense reasoning [9], hypothesis formation [5], and signal 
understanding [1] all had to deal with uncertainty of slightly 
different form, and all developed different mechanisms. 

The psychological connection: What kind of behavior do people 
display when dealing with uncertainty? What can we learn 
from this and ought we to try to mimic it in our programs? 

What are the current interesting and unsolved issues in 
representing and dealing with uncertainty? 

What would constitute a good solution to the problem? That is, 
what performance characteristics would it display? 

Has there been too much attention paid to the numbers? All of 
the schemes developed so far eventually use some numeric 
representation of certainty, but in some the computation and 
propogation of those numbers is the central concern of the 
scheme. As we note below, it might be argued that this is an 
undesirable situation. 

Of these questions,the last appears to be potentially the most 
controversial; it might prove interest-ng to focus on it In more 
detail. 

As Inspiration, consider the following argument that strong 
emphasis on the numeric aspects of the problem is misguided. 
First (perhaps not surprisingly) none of the schemes developed 
to date has a precise notion of uncertainty, a situation which is 
manifested in the ill-defined nature of the numbers involved 
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and the processing applied to them. At best, we are given 
rough guidelines for what the numbers are to mean and some 
vague assurances that they can be assigned consistently. The 
arithmetic then done on them is typically ad hoc and its formal 
properties (e.g., its relation to other models of inference) often 
not wetl understood. The overall effect — ad hoc processing 
of ill-defined numbers -- does not inspire confidence in the 
result. 

One common response is that not much attention is paid to the 
precise result, only the range it falls in or the overall ordering 
it produces. This brihgs up yet another problem, a by now 
t rad i t ional dilemma: if the systems built around these 
mechanisms are too sensitive to the numbers produced, that's 
bad because no one is ready to defend the precise numbers. 
Yet if the systems are relatively insensitive to the numbers, 
then all of that mechanism appears spurious. What is the 
"appropriate** level of sensitivity7 

In more general terms, I suggest as a point for discussion the 
following claim: The numbers and numeric calculations involved 
in representing and dealing with uncertainty are at best 
artifacts. Any time the main focus of attention is on the 
numbers, that's a symptom of something wrong, most likely that 
there is too litt le power in the underlying approach to the 
problem. As a contrast, consider the HEARSAY-II [1] work on 
speech understanding, in which dealing with uncertainty was 
viewed as an issue of problem solving, and in which the system 
architecture and problem solving paradigm were designed to 
confront the issue. Various measures of uncertainty were 
introduced (e.g., the credibility of hypotheses, the focus of 
attention evaluations, etc.), but they played a far less central 
role because the basic approach — which included the use of 
multiple cooperating knowledge sources, best-first search, etc., 
-- was itself capable of reasonable performance in the face of 
Uncertainty. 

As a specific example of the difference in methodology, 
consider HEARSAY'S use of word hypothesis credibility ratings. 
One way to attempt to get hip,h performance would have been 
to put effort into developing a finely tuned rating scheme 
which could be relied upon to give the best score to the 
correct hypothesis. But this was not done. Instead a version 
of best- f i rst search was developed which first sought out 
mult i -word hypotheses and then used these as "islands of 
reliability** from which to press forward the search for a good 
global hypothesis [2]. The power of the system came from its 
basic problem solving paradigm, not an elaborate arithmetic 
model of uncertainty. 

Other mechanisms with similar abilities to deal with uncertainty 
have been explored in other problems: 

partial matching, in which the result of the match is not just 
success or failure, but a symbolic indication of how closely the 
match was achieved and what parts failed to match; 

"constraint sharing", resolving uncertainty by taking advantage 
Of ways in which partial solutions to the problem mutually 
constrain each other. That is, rather than attempting to 
resolve every ambiguity as it arises by carefully ranking every 
alter native, the program continues processing and uses other 
results to rule out some possibilities. The technique has its 
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roots in relaxation techniques developed for solving differential 
equations, but has since been applied in symbolic form to a 
range of Al problems (e.g., 18,3,7,4]). 

The success of such mechanisms on interesting problems and 
their deemphasis of numeric propogation schemes is, or should 
be, food for thought. 
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PANEL: HISTORY OF ARTIFICIAL INTELLIGENCE RESEARCH, 1956-61 

Edward A. Feigenbaum, Panel Chairman 
Computer Science Department 

Stanford U n i v e r s i t y 
S tan fo rd , CA 94305 

Understanding the h i s t o r y of the develop
ment of a body of ideas is o f ten a p recond i t i on 
fo r a c r e a t i v e c o n t r i b u t i o n to tha t body of 
ideas . The AI f i e l d seems to lack a sense of 
i t s own h i s t o r y . I t i s a f i e l d o f p r a c t i 
t i o n e r s ra the r than scho la r s . This i s paradox
i c a l s ince the f i e l d is not yet a qua r te r - cen 
t u r y o l d , and many of the p r i n c i p a l s c i e n t i s t s 
a t t end ing i t s b i r t h are s t i l l v igo rous ly a c t i v e 
i n i t s development. 

Rea l i z i ng t h i s , the IJCAI Program Commit
tee organized a panel on the h i s t o r y of AI at 
IJCAI77, and the cu r ren t Program Committee 
chose to cont inue t h i s b iannual educat iona l 
event . As it happened, the members of the 1977 
panel chose to range broadly over the " p r e 
h i s t o r y " o f the f i e l d — f r o m the Greeks through 
post-war c y b e r n e t i c s . Not discussed in d e t a i l 
were the c r i t i c a l i n t e l l e c t u a l events o f the 
fo rmat ive p e r i o d , 1956-61. I t i s t o t h i s p e r i 
od tha t the IJCAI79 panel w i l l devote i t s 
a t t e n t i o n . 

The fo rmat ive per iod can be charac te r i zed 
by i t s i n t e l l e c t u a l themes, by the programs 
tha t were w r i t t e n to t e s t ideas , and by the 
i n d i v i d u a l s who made the c o n t r i b u t i o n s . 

The two major themes of AI work--machines 
tha t reason and pe rce ive , and in fo rmat ion 
processing models of human cogn i t ion—were much 
more c l o s e l y i n t e r t w i n e d then than they are 
now. For example, the Logic Theor is t (LT, 
1956), a long w i t h Samuel's Checker Player 
(1955-56) the f i r s t h e u r i s t i c programs tha t 
ran on computers, helped to launch the "smart 
machines" work of our f i e l d . LT a l s o w a s a 
major event in Psychology when i t s d e s c r i p 
t i o n appeared in Psycholog ica l Review as 
"Elements of a Theory of Human Problem So l v i ng " 
(Newell and Simon). S i m i l a r l y , the General 
Problem Solver (GPS, 1957-59) was fo r years a 
major focus of A I f s problem so l v i ng research , 
wh i le at the same t ime s tand ing as the most 
complex and d e t a i l e d model of a human thought 

process tha t had ever been const ructed and 
t e s t e d . 

In the fo rmat ive p e r i o d , the major events 
were c lus te red in a Carnegie Tech/RAND Cor
po ra t i on c o l l a b o r a t i o n , led by Newel l , Shaw, 
and Simon; an MIT group led by McCarthy and 
Minsky; and IBM p r o j e c t s of Samuel and Gelern-
t e r , e t . a l . I n a remarkable burst o f c rea
t i v i t y t ha t began in l a t e 1955, Newel l , Shaw, 
and Simon conceived LT; invented l i s t p ro 
cessing ( IPL I and I I ) to handle the novel 
programming problems of w r i t i n g LT; conceived 
and programmed GPS and the NSS Chess F layer ; 
and made var ious programming innovat ions tha t 
were embodied in I P L I I I , IV , and V ( a l l 1957-
5 9 ) . Seminal ly r e l a t e d 
papers by Newell (1955) 
machine and by Simon on 

to these events were 
on an adapt ive chess 
a behav iora l theory of 

r a t i o n a l choice and the in f l uence of the e n v i 
ronment on problem so l v i ng and dec is ion making. 
These two papers of Simon were in a sense the 
cu lm ina t ion of years of study on the bounds of 
i n d i v i d u a l and o r g a n i z a t i o n a l i n fo rmat ion 
processing and r a t i o n a l i t y ; and the processes 
by which people and o rgan iza t ions made dec is ions 
and solved problems w i t h i n these bounds. I t is 
f o r t h i s work, i n i t i a l l y addressed to economists 
and behav io ra l s c i e n t i s t s , t ha t Simon won the 
Nobel Pr ize in 1978. The students of Newell 
and Simon a lso produced a number of key p ro 
grams of the t ime i n c l u d i n g : the EPAM model of 
human verba l l ea rn i ng and memory (Feigenbaum, 
1959); a model of hypothesis format ion in 
b ina ry -cho ice dec i s ion making ( J u l i a n Feldman, 
1959); an e a r l y natual - language understander, 
SAD-SAM (L indsay ) ; and an a p p l i c a t i o n to a 
management science problem of assembly l i n e 
ba lanc ing (Tonge). 

At IBM, Ge lern te r and h i s group, w i t h 
support from Rochester, proceeded to program 
the Geometry Theorem Prover. They too created 
a l i s t processing system, FLPL (For t ran L i s t 
Processing Language, 1959). Samuel c o n t i n 
ued developing and exper iment ing w i t h h i s 
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Checker Player, p a r t i c u l a r l y the learn ing feature 
in which self-improvement of the play took place 
by a " h i l l - c l i m b i n g " adjustment of the weights 
of an evaluat ion f u n c t i o n . And Bernste in , a 
programmer/chess master, developed another of 
the ear ly chess programs. 

Other important a c t i v i t y had a New England 
locus. Two important ear ly conferences were 
held the re : the Dartmouth Summer Conference on 
A r t i f i c i a l I n t e l l i g e n c e (1956) and the meeting 
of the IEEE Professional Group on In format ion 
Theory (1956, a conference noted as the f i r s * 
formal presentat ions of LT and of Chomsky^ 
l i n g u i s t i c t heo ry ) . At L inco ln Laboratory, 
Se l f r i dge and Dineen wrote the f i r s t character 
recogn i t ion program (approximately 1955); and 
l a t e r Se l f r idge and h is group wrote the i n f l u 
e n t i a l pat tern recogn i t ion system Pandemonium 
(1959). 

McCarthy formulated a number of problems 
of the i n t e r a c t i o n of mathematics and mathemat
i c a l log ic wi th programming and a r t i f i c i a l 
i n t e l l i g e n c e . Understanding the importance of 
the l i s t s t ruc tu re and l i s t processing inno
va t ions , and merging these wi th h is t h i nk i ng 
about formal representat ions and about proofs 
of the proper t ies of programs, he invented the 
LISP nota t ion tha t was the basis fo r the 
development of LISP t r a n s l a t o r s at MIT in l a t e r 
years. S lag le , at MIT, extended ideas on 
h e u r i s t i c search w i th h is Symbolic I n teg ra t i on 
program, SAINT. Minsky labored to organize the 
cascade of ear ly ideas and produced h is impor
tant paper "Steps toward A r t i f i c i a l I n t e l l i 
gence". And McCarthy suggested the idea of 
t ime-shar ing a computer, r e f l e c t i n g the con
cerns of the AI community fo r both economical 
i n t e r a c t i o n w i th running AI programs, and w i th 
programming e f f i c i e n c y . 

Fortune smiled upon the ed i t o r s of the 
c o l l e c t i o n Computers and Thought (Feigenbaum 
and Feldman, 1963), which turned out to contain 
an almost unblurred image of the i n t e l l e c t u a l 
a c t i v i t y o f the format ive pe r iod . Par t i c ipan ts 
of t h i s format ive period have organized the 
IJCAI79 panel on the His tory of AI (1956-61). 
They a re : 

Professor Saul Amarel, Professor and Chairman, 
Computer Science, Rutgers Un ivers i t y 

Professor John McCarthy, Professor of Computer 
Science, Stanford Un ivers i ty 

Professor Herbert A. Simon, Professor of 
Computer Science and Psychology, Carnegie-
Mellon Un ivers i t y 

Professor Edward A. Feigenbaum, Professor and 
Chairman of Computer Science, Stanford Univer 
s i t y , 
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PANEL ON APPLICATION OF LANGUAGE PROCESSING SYSTEMS 

Makoto Nagao (Chai rman) 
Hozuml Tanaka 
Donald Walker 
Dave Wa l tz 
Y o r l c k W i l k s 

Kyoto U n i v e r s i t y (Japan) 
E l e c t r o t e c h n l c a l L a b o r a t o r y (Japan) 
SRI I n t e r n a t i o n a l (USA) 
U n i v . o f I l l i n o i s , Urbana (USA) 
U n i v e r s i t y o f Essex (UK) 

N a t u r a l language i s a p o w e r f u l t o o l f o r communica t ion among human b e i n g s . 
I t has the f l e x i b i l i t y f o r e x p r e s s i n g i n f o r m a t i o n about any s p e c i f i a b l e 
s i t u a t i o n t o any degree o f p r e c i s i o n r e q u i r e d , w h i l e a t t he same t i m e i t 
a l s o a l l o w s s u b s t a n t i a l amounts o f a m b i g u i t y t o b e e x p r e s s e d . 
N a t u r a l language works w e l l when the sender ( s p e a k e r , w r i t e r ) and the 
r e c e i v e r ( h e a r e r , r e a d e r ) a re humans w i t h s i m i l a r backgrounds who a re 
communica t ing in a w e l l - d e f i n e d , m u t u a l l y u n d e r s t o o d c o n t e x t . When 
one o f t he p a r t i c i p a n t s i s a mach ine , s e r i o u s prob lems may a r i s e . 

V a r i o u s a t t e m p t s have been made s i n c e the e a r l y days o f comput ing to 
g i v e t he machine a p o r t i o n o f t h e f l e x i b i l i t y c h a r a c t e r i s t i c o f t he 
human i n t e r p r e t a t i o n o f n a t u r a l l a n g u a g e . Procedures have been deve loped 
t o p r o v i d e s y n t a c t i c a n a l y s i s , semant i c i n t e r p r e t a t i o n , d i s c o u r s e a n a l y s i s , 
and l e a r n i n g , and these e f f o r t s have r e q u i r e d r e p r e s e n t a t i o n s f o r t he 
d i f f e r e n t k i n d s o f knowledge e n t a i l e d and complex mechanisms t o a c t i v a t e 
and c o n t r o l t he components t o y i e l d the bes t i n t e r p r e t a t i o n p o s s i b l e f o r 
a g i v e n system c o n f i g u r a t i o n . A p p l i c a t i o n s o f these c a p a b i l i t i e s have 
been made to produce q u e s t i o n - a n s w e r i n g sys tems , n a t u r a l language access 
t o da ta b a s e s , machine t r a n s l a t i o n and computer a i d s f o r t r a n s l a t o r s , 
and automated o f f i c e e n v i r o n m e n t s . However, a l l o f these a p p l i c a t i o n s 
a re s t i l l i n the e x p e r i m e n t a l s tage and no t i n a c t u a l use i n a p r a c t i c a l 
s e t t i n g . 

T h i s pane l d e a l s w i t h some o f t he p rob lems a s s o c i a t e d w i t h the a p p l i c a t i o n 
o f language p r o c e s s i n g sys tems . I n p a r t i c u l a r , i t w i l l a d d r e s s : 

(1 ) What a re the ma jo r o b s t a c l e s t o the r e a l i z a t i o n o f p r a c t i c a l 
n a t u r a l language p r o c e s s i n g systems i n v i e w o f t he 
accompl ishments o f r e c e n t r esea rch? 

(2 ) What w i l l be the p r o m i s i n g a reas o f a p p l i c a t i o n i n the nex t 
few years? 

(3 ) What approaches shou ld be taken to ensure t h a t these p r e d i c t i o n s 
w i l l b e s a t i s f i e d ? 

In a d d i t i o n , we want to d i s c u s s : 

(4 ) What a re the e s s e n t i a l d i f f e r e n c e s between Indo-European 
languages and Japanese f o r t he c o n s t r u c t i o n o f language 
p r o c e s s i n g sys tems : c o n s i d e r i n g the c h a r a c t e r i s t i c forms 
o f w r i t i n g and s p e a k i n g , g rammat i ca l s t r u c t u r e s , d i s c o u r s e , 
and even i n t r i n s i c p a t t e r n s o f t h i n k i n g and knowledge 
r e p r e s e n t a t i o n ? 

(5 ) How can we b reak t h r o u g h the computer n a t u r a l language b a r r i e r , 
and how w i l l a r t i f i c i a l i n t e l l i g e n c e c o n t r i b u t e t o t h a t 
accompl ishment? 
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A PANEL ON INDUSTRIAL APPLICATION OF ROBOTICS 

Yoshiaki Shirai (Chairman) 
Information Science Division 
Electrotechnical Laboratory 
2-6-1 Nagatacho, Chiyodaku 
Tokyo 100, Japan 

Objectives 

This panel deals with issues of computer con
t ro l led manipulators and computer vision applied 
to industry. The main issues include the 
followings. 
1. What progress has been made during these 

f ive years? 
2. What are the fundamental and practical 

l imitat ions of our current techniques? 
3. What kinds of approach should be taken to 

solve the problems? 
4. What are the potential applications of 

robotics? 

Background and Some Questions 
________________________________________ 

Many industrial robots are now working in 
factories. But they are not much dif ferent 
from those developed f i f teen years ago except 
that current computer controlled manipulators 
have some f l e x i b i l i t y to change jobs by choos
ing a program stored in computer. Most of them 
work only by position control. Some have 
tac t i l e sensors. Few have eyes. Is there no 
demand for sophisticated sensors or computer 
vision? 

Recently, much progress has been achieved in 
the application of computer vis ion. In Japan, 
for example, many electr ic companies produce 
and use automatic wire bonders with TV cameras 
for IC assembly. There are also equipments for 
inspection of printed c i rcu i t boards, IC chips 
and LSI mask patterns. 

Most of the systems employ special hardwares 
for processing binary input images. The 
success of computer vision application might 
owe mainly to the cheap hardware cost. But few 
systems deal with gray images. Hardwares for 
processing gray images are now being developed 
in the PIPS project in Japan, in the ARPA 
project in the USA and so on. Are they going 
to make a contribution to industrial 
application? 

Now the cost of computer is s t i l l considerably 
high. Some systems take a hierarchical organ
ization of one computer and many image pro
cessors or actuators. The processor cost is 
getting less these years. Then, what w i l l be 
suitable system organizations? What kind of 
processors are required? 

Another problem is how to make computer programs 
e f f i c ien t l y . Robots usually interact with the 
environment which can not clearly be determined 
beforehand. Languages are now being developed 
for arm control such as AL. In computer v is ion, 
many studies have been made for learning by 
showing. Are they real ly applicable to 
industry? 

Some researchers f ind importance of three-
dimensional modeling for CAD/CAM and for 
computer vis ion. If such a three-dimensconal 
model can easily simulate the environment, it 
may greatly decrease programming efforts for 
arm control and vision. 
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