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ABSTRACT

This  paper  explores  the  relationships  between  a
computational theory of temporal representadion [as developed by
James Allen) and o formal inguaishic theory of lense (as developed
by Norbert Mornstond and aspect. It aimg 1o provide explicit
answers 1o toor  lunoamental questons: (1) what s the
computahional justfication tor the pomitves ol a iInguistic theory,;
{#) what . the compuotational explanatior of the format
grammahcal conmtramts, (3 whal are the processing constrants
mposed on the dearnalulity and morkedness of these thearetical
canstiucts. and {4 what are the constraints that 4 bnguists theory
imposes o represontaliong W shiow thal one can clectively
explun toe nterlace between the language {acuity and the
cognilive: {facoles by usmg ogustic conSiramts 1o determine
restnichons on the cogniive represontations and vice versa.

Three mam  results are obtamed: (1} We derive an
explanatcn p! an ohserved orammancal constrani on tense - the
Lingar Orger Constramnt - tram the mtormation monolonicity
property of the constraint propagation algerihm of Allen's
temporal system; (2] We tormolate o principle of markedness tor
the basic 1ense structures based on the computational efficiency
of the temporat representations, and (3] We show Allen's
interval-based temporal system i ngt arbrtrary, but it can be used
te explain independently mobvated inguisiic conskraints on tense
ang aspec! interpretations.

We also clarm that the methodology of research developed m
this study -- "cross-level™ investigation of independently motivated
tormal grammatcal theory and gomputational models - 15 a
pawerlul paradigm with which to attack representational probiems
m basic cogniwve domains, e.g., space, ime, causality, etc.

1. Objectives and Main Results

One major ellort sn modern ingustics 1= 10 mit the class of
possible grammars to those that are psychologically real A
grammar 15 psychologically real if it is (a) realizable . possessing
a computalional medel that can reproduce cerfain psychological
resgurce complexity measures, and (b} learnable - capable of
being acquired (at ieast, in principle) despite the poor quality of
mput hnguishc data. A shilt of emphasis fram the pure
characterization problem of grammar 1o the realizalion and
tearnabilily problems naturally brings inguistics closer to Al work
i natural language understanding concerned with computational

medels of language use and language acquisibon. Compatatonal
study 15 10 panciple complementary to more formal and abstract
grammatical iheory  Each should contribute to the other.

The purpose of this paper s to work out an example of how
tormal  grommatical  theery  and  computational modets  can
eflectively constrain each other's representations  In particular, |
gsouk to explore four tundamental 1Ssues:

1. How is the choice of prinubive structures in grammaticat
theory to be justilied?

What 1o the explanation of the rules and constrants that
have to be stipulated at the grammatical level?

L

2 How are these knowledge structures acguired?

4. What are the theoretical constrainis imposed by the
grammar on the representational scheme of the
computalion theory?

What | hope to show is that structures and principles that
have to be stputateg al the grammatical level fall out naturaliy as
consequences ot the propertres o the algorithms  and
representations ol the underlying computational madel.  In S0
doing. 1 will also restrict 1he class of pisusible computahional
mpdels to those that can explain or mcorporate the constraints
imposed by 1he formal grammatical theory.

There are a number of reguirements thal moust be met in
order 1or such "cross-level” study 1o succeed. First, there 1s a
sizable collection of facts and data trom the target doman to be
explained. Second, there is independent motivation for the theory
ol grammar - it is empirically adeguate. And, third, the
computational model 15 also independently motivated by being
sulliciently expressive and computationally ethicient.

Wwith these considerations, | have chosen two domains: (1)
tense and [2) aspect Tense concerns the chronological ordenng
of situalions with respect to some relerence moment, usually the
momen! ¢l speech. Aspect 15 the study of situation types and
perspectives trom which a particular situation can be viewed or
evaluated (¢! Comne76) The poirt ol departure ol this study is
two papers: (1} tor the theory ol tense, Hornstein's "Towards a
theory of Tense™ [Hornstein77) and (2) for the cognitive theory of
time, James Allen's "Towards a General Theory a! Action and
Time" [AllenB4).



In the following, | shall list the main results of this study:

1. A better theory of tense with revised primitive tense
structures and constraints.

2. We derive an explanation of Homstein's Linear Order
Constraint, an observed formal constraint on linguistic
tense, from properties of the constraint propagation
algorithm of Allen's temporal system. This shows this
formal grammatical constraint need not be leamed at all.
We also show that the rule of Rpemanence follows
from the hypothesis that only the matrix clause and the
subcawgonzable SCOMP or VCOMP can introduce
distinct S and R points. Finally, we prove that certain
boundedness condition on the flow of information of a
processing system leads directly to the locality property
of a constraint on sequences of tense.

3. A principle of markedness for tense structures based on
the computational efficiency of the temporal
representation. The principle predicts that (1) of the six
basic tenses in English, future perfect is the only marked
tense and (2) the notion of a distant future tense, just
like the simple future, is also unmarked.

4. A better account of the state/event/process distinction
based on Allen's interval based temporal logic and the
idea that the progressive aspect specifies the
perspective from which the truth of a situation is
evaluated.

5. An account of theoretical constraints on the
representation of time at the computational level, e.g.,
three distinct time points are necessary to characterize
an elementary tensed sentence, and the distinction
between instantaneous and non instantaneous time
intervals.

2. Tense

We begin by first outlining Homstein's theory of tense. In
section 2.1, we describe the primitives and constraints on tense of
his theory. In sections 22 and 2.3, we show how the primitives
and constraints can be derived from computational
considerations.

2.1 Revisions to Hornstein's Theorv of Tense

Homstem develops a theory of tense within the
Reichenbachian framework which postulates three theoretical
entities: S (the moment of speech), R (a reference point), and E
(the moment of event). The key idea is that certain linear
orderings of the three time points get grammaticalized into the six
basic tenses of English.! The following is the list of basic tense
structures:

1 Honsem adualy listed nine besic tenses, but | think the progressive belongs
to the province of asped rather then ense
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.SIMPLE PAST E
FAST PERFECT £
a4 SIMPLE PRESENT 5
4 PRESENT PERFECT E
L SIMPLE FLITURE &
6. FUTLRE PERFECT S

S

r2

F_S
-5

R
RE
R
RE
E

_E_R

The notation here demands some explanation. The
underscore symbol "_ " is interpreted as the "less than" relation
among time points whereas the comma symbol V stands tor the
"less-than-or-equal to" relation. As an illustration, the present
perfect tense denotes a situation in which the moment of speech
is either cotemporaneous or precedes the reference point, while
the moment of event is strictly before the other two moments.
Note that Homstem also uses the term "association" to refer to
the comma symbol ",".

Given the basic tense structure tor a simple tensed sentence,
the interpretation of the sentence that arises from the interaction
of tense and time adverbs is represented by the modification of the
position of the R or E points to fom a new tense structure which
we call a derived tense structure. In two papers (Homstein77 &
Homstein 81), Homstem proposes three formal constraints that
limit the class of derived tense structures that can be generated
from the basic tense structures in such a way as to capture the
acceptability of sentences containing temporal adverbs (e.g., now,
yesterday, tomorrow), temporal connectives (e.g., when, before,
after), and indirect speech In the rest of this section, | shall
examine the adequacy of these constraints.

2.1.1 Linear Crder Consiraint
The Lineat Order Canstrant {1 OC) states that (.523-4)

{13 The lineir order of 4 denved ense structure must be the same
as the inear order ot the basic steocture
{1 Mo new associahion i produced 1t the denved lense struciure.

1 O a6 chpulated to account lor examples consisiing ol a
single temparal adverh such an (4al and hose with two time

Ls 2
arlverhs sich as (320

43 . Johr came home 1. *now, al this very moment
i1, yesterday
131, *temerrow

37 z. John Yeft a week ayo [from]} yesterday.
b. [From] Yesterday. John lelt & week ago.
c. *A week ano, John lett [from] yesterday.

The basic tense structure for 4(ai) s
[.F__5 (simple past: John came home)

Now modites E or R so that they become cotemporaneous wilh
the moment of speech S with the derved tense Struciure as

2 Tre numbaings ae Honsem s
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loliows:

£, R.5 {BAD: violates LOC since new
association 1s produced)

On the other hand. 4{aii) is acceptable because the modilier
yesterday leaves the tense struciure unchanged.

yesterday
LRS- [.R_5 (0K: does not
vielate LOC)

The crucial exampte, however, 15 5lc):3

5c. John has come home 1. Tright now
i1, *Ltomorrow
iii, yesterday.

LOC prechicls (wrongly) that 5Cin s good and 5ciii bad.* But LOC
awves the wrong prediction only on the assumphon thal the basic
{ense structures are correct. To account lor Sc, | propose to save
the LOC and change the tollowing SRE associabon with the
present pertect:

PRESENT PERFECT E_RS

With the modihied basic tense structure for present perfect, LOC
will give the correct analysis  Boinis bad because:

Lomor row

FE_RS — E_5 R {linear order

violated)

fciiis acceptable zince;
yesterday
E_#.5 — E_R_S5

{OK: no new linear order and no new comma)

The guestign that naturally arises at this point is: Why dees
Hornstein not choose my proposed SRE structure tor the present
pertect? The answer, 1 believe. will become apparent when we
examine Hornstein's second constraint.

2.1.2 Rule tor Temporal Conneclives

The rule tor temporal connectives (RTC) states that
{p.539.40)

For a sentence of the form Py-conn-P,. where “conn” 15 a
temporal connechive such as “when", "betore”, "ater” etc.. line
up the 3 points of Py and Fa. thal 15, wnite the tense structure of
Py and F's. iining up the 5 points. Move R, to under Ry, placing
EQ accordingly to preserve LOC on the basic tense structure.

It can be easily seen that my proposed tense structure lor present

2 See tootnote 7 and 11 ol Hornslen's paper.

4 There may be doubts as repards the acceptabilly of Sciin An aquivalent torm of
acii; s ace 15 Damsh {J 85, p.2T1). Amo. in French, the present
periect can be used for 3 situation that hek not mare than 24 hours belore the
oresenl momenl (Comne?e, pB1)

perfect does nol work with RTC since il produces the wrong
predictions lor the tollowing two sentences:

1] ".John came when we have arnived,
2] Jonn comes when we have arnved.

For [1] the new analysis 15

A — LA

which does not wiolate the RTC and hence predicts (wrongly} that
|1} 1s acceptable. Smilarky, tor {2], the new analysrs 15

R.F {vioiates RIC)

which predicts {wrongly) that | 2] 1s bad.

This may explain why Harnstein decides to use E_G.R for
the present perfect because it can account tor {1} and |2} with no
dithculty. However. | sugnest that the correct move should be to
abangon HTC which has an asymmetrical property, Le.. 1t matters
whether P1 or F‘;, 15 put on top. and does not have an cbvigus
semantic explanation  {See Homstein's footnote 20, p.543). My
second proposal is then to replace RTC with a Rule of
H permanence (RP) stating that:

(RP): Both the $ and R pomis of Py and F‘E musl be ahgned
without any manipulation of the tense struclure for P,

Thus sentence |3]:
13] John came when we had arrived.

ts acceptable because s tense structure does nol violate RP:

r.R__S
t_FR_5

{OK: 5 and R points are
already aligned)

Now, let us reconsiger sentences [1] and {2]. Sentence [1] 15 not
acceptabie under RF and the new lense structure lor present
perlect since:

L,R_5S
E_R.S

{violates RP: the two R's
are not aligned)

Sentence [?] is still a problem. Here | shall make my third
proposal, namely, that the simple presenl admis (wo basic tense
structures;

SIMPLE PRESENT SREandERS

Given this modification, sentence |2] will now be acceptable singe:

[.R.S {S and R points are aligned)
f_R.S



To examine the adequacy of RF, iet us look at more exampies:

[4] Jahn has come when 1. “we arrived
i1, ®*we had arrived
111, we arrive
iv, we have arrived
v, *we will arrive

The corresponding analysis 15 us 1olows:

[4'] +. E_R,S [BAD)
ELR_S

i, ELR.5 {BAD)
E_R_S5S

tii. L__K.S { UK ]
I.R.5

w.o E__R,S (0K}
E_K.S

v. I_R.S [HAD)

S_H.¢

We can see that the proposcd theory correctty precects all of the
tive cases Thore 1s, however, an gpharent counlé: -example to HF
whirch, unfike RTC s symmetricai o1t does not ratter wiuch of
the Pi's 15 Ut on e 1on. Consider the lalowing lwo senlences:

[%] 3. John wit! come when we arfive,
i1, *Jdohn arraves when we will come,

RP predicts both 5i and 5ii will be unacceptable, but 5i seems to
be good It is examples line 5i and 5ii. | believe, that lead
Homstem to propose the asymmetrical rule RTC. But | think the
data are misleading because it seems to be an idiosyncrasy of
English grammar that 5i is acceptable In French, we have to say
an equivalent of "John will come when we will arrive" with the
temporal adverbial explicity marked with the future tense
(Jespersen65, p.264). Thus, the acceptability of sentences like Si
can be explained by a principle of Economy of Speech allowing us
to omit the future tense of the temporal adverbial if the matrix
clause is already marked with the future tense.

2.1.2 Seguences ol Tense

Now, we describe 1he third and final grammatical constraimnt
on sequences ol lense. Consider the tollowing sentences;

f6] John said & weelk aqo that Mary
{a} wilt leave 10 3 days.
{b) woult

In the (a) sentence, the temporal interpretation of the embedded
sentence is evaluated with respect to the moment of speech.
Thus, for instance. |6a] means that Mary's leaving is 3 days after
present moment of speech On the other hand, the (b) sentence
has the temporal interpretation of the embedded sentence
evaluated with respect to the interpretation of the matrix clause,
i.e., |6b] means that Mary's leaving is 4 days before the moment of
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speech.

To accoun! 1o the sequence o tense in reporied speech,
Hornsten proposes he lollowing rule.

{SOT) For a sentence ol the torm "By that Po", assign 52 with
E
1

In general, for an relove! embedoied senlence. SO stales that
assign ©, with £ (Hornsten81, p.140). With the 50T ruile, |Ga]

and (6] will be: anatyzed as toltows:

|ha' | & week ago
|
fll':l__(sl
Sy Hails =Tr by s 3 days
{ alter §
o three days

(6571 a4 weeb agn
|
by Ry by
!
S_--,__,Rg_i? ==x Ly 15 4 days
| pelure 5
n three flays

The lcal property of SOT ve, inkang acours only between
nth ang {n- ke devel hat o mce conueguenco: it explaing why 4
thiedd Ieve ] nEsien sentence Bee (7]

{71 John said a weeb ago {a)
Loat Harry would believe an 3 days {0
that Mary
(1Y wil? leave for Londen 1n 2 days (c)
{11y wouid

has only two temporal readings. (1) in 7(ci). Mary's leaving is two
days after the moment of speech, and (?) in 7(cii), Mary's leaving is
two days before the moment of speech. In particular, there is not
a temporal reading corresponding to the situation in which Mary's
leaving 15 five days before the moment of speech. We would
obtain the third reading if SOT allowed non local linking, e.g.,
assigned S; with E-.

2.2 Explanations of the Formal Constraints

In the previous section, we have examined three formal
constraints on the derivation of complex tense structures from the
basic tense structures: (1) LOC, (2) RP, and (3) SOT. Now. | want
to show how the LOG falls out naturally from the computational
properties of a temporal reasoning system along the line
suggested by Allen (Alien84, Allen83), and also how the RP and
SOl constraints have intuitive computational motivation.

The basis of Allen's computational system is a temporal logic
based on intervals instead of time points The temporal logic
consists of seven basic relations and their inverses (Allen84,
p. 129, figure 1):



Relation svympol  symbel for nin
inverse

X befare Y < b4 XXy ¥YYy

X equal Y = = XXX
YYY

X meets Y m mi KXIYYY

X overlaps ¥ 1] ni XXX

Yyy

X during Y d di XXX
YYYYYy

X starts Y 5 5i Xxx
¥YYY

X finishes ¥ f fi XXX
YYYY

The reasoning scheme is a form ol constraint propagabon in a
network of event nodes linked by temporal relationships. For
msiance. the situation as descnbed in the sentence "John arrived
when we came” is represented by the network:

A-- (> {mmi=)-->8
t <) { <)
Ny

NOW
Jahn's arrival and B =

where A = Our coming

This network means that both event A and event B are before now,
the moment of speech, whie A can be before, after or
simultaneous with B.

When new temporal relationships are added, the system
maintains consistency among events by propagating the effects of
the new relationships via a Table of Transitivity Relationships that
tells the system how to deduce the set of admissible relationships
between events A and C given the relationships between A and B,
and between B and C Thus, for instance, from the relationships
"A during B" and "B < C", the system can deduce "A < C".

One properly of the constraint propagation algorithm
generally is that further information only causes removal of
members from the set of admissible labels, ie., temporal
relationships, between any two old events (Allen83, p.835). No
new label can be added to the admissible set once it is created
Let us call this property of the constraint propagation algorithm
the Delete Label Condition (DLC). DLC can be interpreted as a
kind of information monotonicity condition on the temporal
representation.

Let us further restrict Allen's temporal logic to instantaneous
intervals, i.e., each event comresponds to a single moment of time.
The restricted logic has only one primitive relation, <, and three
other derived relations: <, >, and >. There is a straightforward
translation of Homstein's SRE notation into the network
representation, namely, replace each comma symbol "," by < (or
> with the event symbols reverse their roles) and each
underscore symbol "__" by > (or < with similar adjustment on the
event symbols). Thus, a tense structure such as: E_RS can be
represented as:

S -(>)->F

\ A

(> =) )
v/

With this representabon scheme, we can prove the tallowing
theorem:

{T1) DLC — LOC

Progt

Let Aand Brange over { S, R, £ }and A= B There are hive
basic. types of wiolations of the LOC:

1.A_B —=B_A
2.A_B —AB
A _B—BA
4 AB —BA
5.AB —B_A

We can see that each of these cases 1s a wielation of the DLC. To
spell this cut. we have the lofiowing operabions on the constrant
network corresponding 10 the abpve wiolations of the LOC:

CALCIOB —A-(>)>B

" AC)YB — AL =308
CALC)OB Ay =108
A{C=)1OB — A (>=)>B
LA{C=)}YB —A[>)1)B

0 b L) b =

In each of these cases, the operation involves the addition of new
members to the admissible set This is ruled out by DLC Thus,
we have the result that if LOC is violated, then DLC is violated In
other words, DLC -> LOC> H

The second constraint to be accounted for is the RP which
effectively states that (a) the S points of the matrix clause and the
temporal adverbial must be identical, and (b) the R points of the
matrix clause and the temporal adverbial must be identical. One
hypothesis for this rule is that:

(H1) Only the matrix clause introduces distinct S and R points.

In other words, the non-subcategonzable temporal adjuncts do
not add new S and R points.

H1 has to be modified slightly to take the case of embedded
sentence into account, namely,

(Revised RP). Only the matrix clause and the subcategonzable
SCOMP or VCOMP can introduce distinct S and R points,

where SCOMP and VCOMP stand for sentential complement and
verbal complement respectively The interesting point is that both
the revised RP and the locality property of SOT can be easily

5 The converse of this theoem is nat tue



mplemented  n processing  Systems  which  bave  cerlan
houndegness constramt on the phrase struclure rtes e,
information cannot move across more than nhe bounding node).
To iflustrale this, let us consiler the lallowing tense iIntergretation
rules embedded in the  phrase  strucivre  rules ol the
Lexical-Funchional Grammar:

5 —« NP WP
{4 5-FOINT) - HNOW
WE o~ WO [HPY [ADVEY (5]
{+ 5-POINT) =
{1 E-POINT} 3#f (4 tunse} = PASI
KOW gtherwise
AWE — Adw &
I — oM S
Adv — when
(7 1-Kily = f <.ro= m,mi )
beliore ’

(1 1-RELY = { =}

The S rule introduces a new S point and sets its value to now. The
VP rule has two effects; (1) it does not infroduce new S or R points
tor the temporal adverbial phrase, thus implicitly incorporating the
revised RP rule, and (?) it looks at the tense of the embedded
sentential complement, setting the value of its S point to that of the
E point of the higher clause if the tense is past, and to now,
otherwise. Thus, in this way, the second effect accomplishes what
the SOT rule demands.

2.3 Implications tor Learning

If the revisions to Homstem's theory of tense are correct, the
natural question to be asked is: how do speakers attain such
knowledge? This question has two parts (1) How do speakers
acquire the formal constraints on SRE derivation-* and (2) How do
speakers leam to associate the appropriate SRE structures with
the basic tenses of the language®

Let us consider the first sub-question. In the case of LOC,
we have a neat answer - the constraint need NOT be leamed at
all' We have shown that LOG falls out naturally as a consequence
of the architecture and processing algorithm of the computational
system As regards the constraint RP, the leamer has to acquire
something similar to H1  But H1 is a fairly simple hypothesis that
does not seem to require induction on extensive linguistic data.
Finally, as we have shown in the previous section, the
boundedness of the flow of information of a processing system
leads directly to the locality property of the SOT. The particular
linking of S and E points as stipulated by the SOT, however, is a
parameter of the Universal Grammar that has to be fixed.

What about the second sub-question9 How do speakers
leam to pair SRE configurations with the basic tenses® There are
24 possible SRE configurations seven of which get
grammaticalized Here | want to propose a principle of
markedness of SRE structures that has a natural computational
motivation.

Let us recall our restrictive temporal logic of instantaneous
interval with one primitive relation, <, and three derived relations:
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<, » and > Hepresent a SRE configuration as iollows:

[

o t
\H/

The admssible lahets are among {0 <=, 2 7= ) S0 there are
altogether B4 possible configurations that can b classified into
three types:

{1) Inconsastent labelings (16), e.y.,
‘\-—-( D= f

(<Y (9
¥/
k

{2} Labelings that do not constrasn the S0 link
given the labelings of &K ang Rf {32], e.g.:

Sem{?p= E

\ bo

{<} ()
N/

i

{3} labelings that are consistent and the 56 link
14 canstrained by the SH o and RE Link {1€), e.g.,

If we assume that labekngs of the third type cotrespond 1@ the
pnmarked SARE conhgoratons the lollowing diasion of unmarked
and marked configurahions s pbtinned.

UNMARKLD MARKL{}
(_0__% PRST PERILCT _S_ K
E.B__%  SIMPLE PAST L.5__K
E__T.5  PRESIND PERFLCT b__4.R
L.R.S LIMPLE PRISGENHT LLu R
G0 E STMPLE PRTSING S__I__ R FUIURE
S R__ PERFECT
S_R.L SIMPLE FUTURI S_ LR
S__K_I LR

PR

I

R__5.F

R_Et__5S

i_1.5

MBS

BLL_E

H.L,S

RS, E

There are only eight unmarked tense structures
corresponding 1o the sixteen SHE network configurations of type 3
because 2 tense struciure can be interpreted by more than pne
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network representations, e.g., the Past Perfect (E_R__S) has the
following two configurations:

G p— Le{) =¥ [
7 \ 7
(> () (5t}
N/ Y/
R K

The interesting result is that five out of the six basic tenses
have unmarked SRE configurations This agrees largely with our
pretheoretical intuition that the SHE configurations that
correspond to the basic tenses should be more "unmarked” than
other possible SRE configurations The fit, however, is not exact
because the future perfect tense becomes the marked tense in
this classification.

Another prediction by this principle of markedness is that
both the simple future (S_R,E) and distant future (S,R, E) are
unmarked It would be interesting to find out whether there are
languages in which the distant future actually gets
grammaticalized

The final point to be made is about the second type of
labelings. There are two other possible ways of grouping the
labelings (1) given SR and SE, those labelings in which RE is
constrained, and (2) given SE arid RE those in which SR is
constrained But these types of grouping are less likely because
they would yield the simple present tense as a marked tense
Thus, they can be ruled out by relatively few linguistic data.

3. Verb Aspect

In considering the problem of tense, we have restricted
ourselves to a subset of Allen's temporal logic, namely, using a
temporal structure <T.<> with linear ordering of ime points To
make use of the full power of Allen s temporal logic, we now tum
to the problem of verb aspect.

1 he two main problems of the study of verb aspect are the
correct characterization of (1) the three fundamental types of verb
predication according to the situation types that they signify -
state, process and event, and (?) the perspectives from which a
situation is viewed, or its truth evaluated - simple or progressive.
In the first part of his paper, Allen attempts to provide a formal
account of the state/process/event distinction using a temporal
logic However. | believe that his characterization fails to capture
wellknown pattems of tense implications, and does not make the
distinction between situation types and perspective types
fundamental to any adequate account of verb aspect. In the next
section, | will present some data that any theory of very aspect
must be able to explain.

6 Sare o the betier waks ae Vendae67. Comic/6. Mouekns78

3.1 Data

3.1.1 Tense Implications

1. Statives rarely take the progressive aspect , e.g.,
| know the answer.
*l am knowing the answer.

2 Eor verb predications denoting processes, the progressive ot
the verb form entails the perfect form, i.e..

X is V-ing — x has V-ed.
For instance,

John is walking —> John has walked.

3 For verb predications denoting events, the progressive of the
verb foom entails the negation of the perfect form, i.e.,
X is Ving —> x has not V-ed.
For instance,
John is building a house —> John has not built the house.

3.1.2 Sentences containing When

Sentences containing clauses connected by a connective
such as "when" have different aspect interpretations depending
on the situation types and perspective types involved

[9] John laughed when Mary drew a circle.
Situation /Perspective type:
X - process/simple; Y - event /simple
Interpretation
X can be before- after or simultaneous with Y

[10] .John was laughing when Mary drew a circle.
Situation /Perspe ctive, type:
X - process/progressive, Y - event/simple
Interpretation:
Y occurs during X.

[11] John was angry when Mary drew a circle.
Situation/Perspective type;
X - state/simple; Y = event/simple
Interpretation
X can be before, after, simultaneous with or during Y.

[12] John was laughing when Mary was drawing a circle.
Situation/Perspective type’
X - process/progressive; Y = event/progressive
Interpretation:
X must be simultaneous with Y.

32 Formal Account of the State/Process/Event
distinction

Define:

7Itmso°enbeenpa15dwtnammmidelfepogess\em
Eg,'1amh1<ngdnﬂhee)<am" "The dodor is seeing a petient " Honever,

a siatisical sdy hes. soan thet the famiiar sialives rarely coour wih the
progressive agped + kess then 2% of the me (063, section 22)



[@XCY~XdYVXsYVXIY
XCY=—XCYVXeqgualyY

{c) momi{t) + 115 an instanianeous interval, re. consists of a
sngle moment of hme

{d} per(l} ++ 115 a nonanstantaneous |nterva'8

where X and Y are genenc svmbois denoling state, event or
process.

3.2.7 Progressive

{PROG) OCCURIPROGIVY] = momi{ty A — OGCURvY A (3
) dt A OCCUR(vrp®

The progrosave aspect 15 the evaluation of a situation from an
intenor peent ol the siluahon wiich has the propery that though
the sentence r: 1ot lrue at that inotontaneous mterval, s trasein a
non-nstandineous interval U properly containing t.

3.2.2 State

{S1): OCCURLst) — (V iimomit} At Ct — OCCUR(s.IH
A state vert 1z true at every instantancous nterval af t The
defintion s shrilar to Aben's Ho1 [AlenBd, 1. 130).

The tollowing theorem shiows that state verbs de not occur with
the progressne aspect.

{S-THECREM). *OCCURPROGIL 4

Propt

QCCLR{PROGIS.)
w momi{th A T OCCURE L A (AN dt A QUCUREs U
— QUCUR.) Tor some t contaming |
— QCCUR(s.L  ({by 51)
. contradichion. =~

This theorem rses the following gueshon Why do some
stahves ocour with the progressive” | iink fere are wo answers.,
First, the: verb in gqueshion may have a use pther than the stative
pse {e.q. "have" 15 2 stative when it means "possession”, and no
a stabve when it means “expenencang” as i “John s hawving a
good tme in Pans. ") Sccond. the Enolish progroessive may have a
sgcond meanng in addition to that charactenzed by PROG above.
A treguent usage of the progressive s o mdicate short duration or
temporanness, e.q., in "They are iving in Cambridge™ /" They ve
in Cambridge™.

8 This sechon benelits tram the nsights of Bary Tayler (Tavior??)

9. A ravigwer ol Uns paper points oul that I FROG axiotm sesms to wmply Thet if
something 15 m progress. il must complele Thus, f Max s drawinig a circie, thsn at
some future me. he must have trawn (he orcic This interence 15 clearly jame
because Ihete s nolhing conradhclory aooul “Mas was ttaweny v circle but he
never drew il © For instance. Max might suiler & heatt allack and ded suddenty.
This inlerénce problen ol 1he progressive lorm ol a event verb s known as the
rmpertocive paradox n 18 teraiere One way oyl s 1o geny thal Max was really
drawing & circle when he gieg  Hather he was drawing sameihng wluch wowled
Rave been a cucie had he nol died This type o analyas woukl mvolve some
machinery trom Possibie World semaniics
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3.2.3 Process

A process verb can be true only at anonterval larger than a single
moment. This property cifters crucaatly rom that ot the statives.,

(P1y OUCUR Y = per(l)
P2y QO — (¥ Nypertt) A1 C t — OCCURIR.)}

The following theorem shows thal for o process verh, the
progressive verts form entis the perlect lorm.

1 THEOREM) OCCURIPROGIDEN — {3 UHperl!) A 10T A
OCCUR(pLY

Broot

OCCURIPROG{p.Y
— mom(ty A OCCURp S A 30 tot A OCCURIp Y
— QCCUR{p.Y') for some t such thatidt
= im, €t my<t (sincetdi}
= dAmg LU myamg, O (v density ol tme points)
Let & be the interval my .| Then we have 1" Ctand 1" €t By
(P2, we have OCCUR{p "), That w. p has occurred. —.

The charactenzaton of nrocess verb by Allen g .27 w less
satistactory because ! comiung:. hoth the natton of progressive
aspect (e, "OCCURFNG™) and the process verts 10t the same
aviam  Furhermore, the difference between e predicate
“OCCURT and "OCIURRINGY 15 not adequalely explamed in hig
paner

3.2.4 Event

Anewen! verh shares anomporiant propery with o process
vert, namely 0 can b irue only at a nonoinstintaneons interval.

{£1y OCLUMe ) — perft}
(Em: QCOURtet: = i Uhperit ) AT C 1 — = OLCURet)

The Jollowm theariim showy. tha! the progresove torm of an
vl vort entanls e negabion ol the pertect form.

{E THEGHEM} GUCURIPROGIC ) — (0 thperlt) A 10t A
OCCURIe )

Proof

As in the proaf of (7 THEQREM), we can find & non-instantanegus
interval t7 such that 1" Jtand 1" C F But b any such 1", we have
= OCCUH{e.I") because ol (E2). That 1. f canno! be the case
that e has occurreg —.

Agam the crucial property (E1) is not cuptured by Allen's
characterization of events (ks (1),

3.3 Consliraint on lemporal interpretations involving When

To account lor the variety ol aspect interpretations as
presented m secbhon 3.1.2. ) propose the tollowing constramt on
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situahian s perspechve lype:
(C-ASPECT). Let "dynomic' :ang tor 2 process or event

ta) smple fdynannc — momi(t)
) stmple/state - perl)
ic) progresswve /dynamic — per{ty A C

Perspechve 15 & way of looking at the situatign tvpe. For process
or evenl, the ample  aspect trodts the  siuabion  as an
nstantanenus interval even though ihe situabion itsall may not be
instantancows  For stale. the Smpie aspect reting it durahon,
The profressive gspect ensentrally wiews o proces: o event from
s Intency thos reguinng o stance n which the SHUdNON 1S a
nop-nstantaneous  nterval aod thie acmemnble temporg!
relalionshin to be the © redabions, Le, o s, 8 b, o, o, egual

Let me show araptucaliy how O-ASPECT accaunts for the
aspeci interpretations o! senlences 16} 1o [12)

f8' ] samplefprocess WHEN simplesevent
Adnassible relations:
~ m B mt "
iy Xy b ¥ X ¥
¥

[0 prouressaverspiroress WHEH - mpltesevent

fgmrsuable relatives:

ni dh f1
XX x5 XXX
Y Y Y

[T ] simplesstate WHEN simplefovent

Admissibile relations:

* mi 5 di i
Y oXxx YXXX Xy xnx Xxx
¥ ¥ ¥
m {

XXXy ARXY
L12] prog process WHIN prog/event

Admisnille relations:

= i fi 5 5
AKX xXKx XXEX XXX XXXX
YYY YYYY YYY YYYY YYY
d i

XX AKX
YYYy YY

4. Conclusion

I thiy paper, 1 have examined two problems regarding
nguistic semanties tense and aspect.  mportant relaionships
between aLSract constramts governing inguishic. behavior and a
computatinnal scheme to reason about temporal retationships are
discussed.  In particular, | have shown that certain tormal

constraints, such as the Linear Order Constraint on tense, tall out
naturally as a consequence of some computational assumptions.
The interesting result is that this formal constraint need not be
leamed at all.

Another important role of a representation scheme in
explaining phenomena that exist on a entirely different - linguistic
- level is illustrated by the formulation of the CASPECT constraint
to account for interpretations of sentences containing temporal
connectives.

The study of linguistic semantics also sheds light on a
representation of time by revealing the fundamental distinctions
that must be made, e.g.. a tensed sentence involves three distinct
ime points, and the aspectual interpretations require
instantaneous/non-instantaneous interval distinction.
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