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In the following, I shall list the main results of this study: 

1. A better theory of tense with revised primitive tense 
structures and constraints. 

2. We derive an explanation of Hornstein's Linear Order 
Constraint, an observed formal constraint on linguistic 
tense, from properties of the constraint propagation 
algorithm of Allen's temporal system. This shows this 
formal grammatical constraint need not be learned at all. 
We also show that the rule of R-permanence follows 
from the hypothesis that only the matrix clause and the 
subcawgonzable SCOMP or VCOMP can introduce 
distinct S and R points. Finally, we prove that certain 
boundedness condition on the flow of information of a 
processing system leads directly to the locality property 
of a constraint on sequences of tense. 

3. A principle of markedness for tense structures based on 
the computational efficiency of the temporal 
representation. The principle predicts that (1) of the six 
basic tenses in English, future perfect is the only marked 
tense and (2) the notion of a distant future tense, just 
like the simple future, is also unmarked. 

4. A better account of the state/event/process distinction 
based on Allen's interval based temporal logic and the 
idea that the progressive aspect specifies the 
perspective from which the truth of a situation is 
evaluated. 

5. An account of theoretical constraints on the 
representation of time at the computational level, e.g., 
three distinct time points are necessary to characterize 
an elementary tensed sentence, and the distinction 
between instantaneous and non instantaneous time 
intervals. 

2. Tense 

We begin by first outlining Hornstein's theory of tense. In 
section 2.1, we describe the primitives and constraints on tense of 
his theory. In sections 2.2 and 2.3, we show how the primitives 
and constraints can be derived from computational 
considerations. 

2.1 Revisions to Hornstein's Theorv of Tense 

Hornstem develops a theory of tense within the 
Reichenbachian framework which postulates three theoretical 
entities: S (the moment of speech), R (a reference point), and E 
(the moment of event). The key idea is that certain linear 
orderings of the three time points get grammaticalized into the six 
basic tenses of English.1 The following is the list of basic tense 
structures: 

The notation here demands some explanation. The 
underscore symbol " " is interpreted as the "less than" relation 
among time points whereas the comma symbol V stands tor the 
"less-than-or-equal to" relation. As an illustration, the present 
perfect tense denotes a situation in which the moment of speech 
is either cotemporaneous or precedes the reference point, while 
the moment of event is strictly before the other two moments. 
Note that Hornstem also uses the term "association" to refer to 
the comma symbol ",". 

Given the basic tense structure tor a simple tensed sentence, 
the interpretation of the sentence that arises from the interaction 
of tense and time adverbs is represented by the modification of the 
position of the R or E points to form a new tense structure which 
we call a derived tense structure. In two papers (Hornstein77 & 
Hornstein 81), Hornstem proposes three formal constraints that 
limit the class of derived tense structures that can be generated 
from the basic tense structures in such a way as to capture the 
acceptability of sentences containing temporal adverbs (e.g., now, 
yesterday, tomorrow), temporal connectives (e.g., when, before, 
after), and indirect speech In the rest of this section, I shall 
examine the adequacy of these constraints. 

1 Hornstem actually listed nine basic tenses, but I think the progressive belongs 
to the province of aspect rather than tense 2. The numberings are Hornstem s 
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RP predicts both 5i and 5ii will be unacceptable, but 5i seems to 
be good It is examples line 5i and 5ii. I believe, that lead 
Homstem to propose the asymmetrical rule RTC. But I think the 
data are misleading because it seems to be an idiosyncrasy of 
English grammar that 5i is acceptable In French, we have to say 
an equivalent of "John will come when we will arrive" with the 
temporal adverbial explicitly marked with the future tense 
(Jespersen65, p.264). Thus, the acceptability of sentences like 5i 
can be explained by a principle of Economy of Speech allowing us 
to omit the future tense of the temporal adverbial if the matrix 
clause is already marked with the future tense. 

In the (a) sentence, the temporal interpretation of the embedded 
sentence is evaluated with respect to the moment of speech. 
Thus, for instance. |6a] means that Mary's leaving is 3 days after 
present moment of speech On the other hand, the (b) sentence 
has the temporal interpretation of the embedded sentence 
evaluated with respect to the interpretation of the matrix clause, 
i.e., |6b] means that Mary's leaving is 4 days before the moment of 

has only two temporal readings. (1) in 7(ci). Mary's leaving is two 
days after the moment of speech, and (?) in 7(cii), Mary's leaving is 
two days before the moment of speech. In particular, there is not 
a temporal reading corresponding to the situation in which Mary's 
leaving 15 five days before the moment of speech. We would 
obtain the third reading if SOT allowed non local linking, e.g., 
assigned S3 with E-1. 

2.2 Explanations of the Formal Constraints 

In the previous section, we have examined three formal 
constraints on the derivation of complex tense structures from the 
basic tense structures: (1) LOC, (2) RP, and (3) SOT. Now. I want 
to show how the LOG falls out naturally from the computational 
properties of a temporal reasoning system along the line 
suggested by Allen (Alien84, Allen83), and also how the RP and 
SOI constraints have intuitive computational motivation. 

The basis of Allen's computational system is a temporal logic 
based on intervals instead of time points The temporal logic 
consists of seven basic relations and their inverses (Allen84, 
p. 129, figure 1): 
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This network means that both event A and event B are before now, 
the moment of speech, while A can be before, after or 
simultaneous with B. 

When new temporal relationships are added, the system 
maintains consistency among events by propagating the effects of 
the new relationships via a Table of Transitivity Relationships that 
tells the system how to deduce the set of admissible relationships 
between events A and C given the relationships between A and B, 
and between B and C Thus, for instance, from the relationships 
"A during B" and "B < C", the system can deduce "A < C". 

One properly of the constraint propagation algorithm 
generally is that further information only causes removal of 
members from the set of admissible labels, i.e., temporal 
relationships, between any two old events (Allen83, p.835). No 
new label can be added to the admissible set once it is created 
Let us call this property of the constraint propagation algorithm 
the Delete Label Condition (DLC). DLC can be interpreted as a 
kind of information monotonicity condition on the temporal 
representation. 

Let us further restrict Allen's temporal logic to instantaneous 
intervals, i.e., each event corresponds to a single moment of time. 
The restricted logic has only one primitive relation, <, and three 
other derived relations: <, >, and >. There is a straightforward 
translation of Hornstein's SRE notation into the network 
representation, namely, replace each comma symbol "," by < (or 
> with the event symbols reverse their roles) and each 
underscore symbol " " by > (or < with similar adjustment on the 
event symbols). Thus, a tense structure such as: E R,S can be 
represented as: 

In each of these cases, the operation involves the addition of new 
members to the admissible set This is ruled out by DLC Thus, 
we have the result that if LOC is violated, then DLC is violated In 
other words, DLC -> LOC.5 H 

The second constraint to be accounted for is the RP which 
effectively states that (a) the S points of the matrix clause and the 
temporal adverbial must be identical, and (b) the R points of the 
matrix clause and the temporal adverbial must be identical. One 
hypothesis for this rule is that: 

(H1) Only the matrix clause introduces distinct S and R points. 

In other words, the non-subcategonzable temporal adjuncts do 
not add new S and R points. 

H1 has to be modified slightly to take the case of embedded 
sentence into account, namely, 

(Revised RP): Only the matrix clause and the subcategonzable 
SCOMP or VCOMP can introduce distinct S and R points, 
where SCOMP and VCOMP stand for sentential complement and 
verbal complement respectively The interesting point is that both 
the revised RP and the locality property of SOT can be easily 

5 The converse of this theorem is not true 
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The S rule introduces a new S point and sets its value to now. The 
VP rule has two effects; (1) it does not introduce new S or R points 
tor the temporal adverbial phrase, thus implicitly incorporating the 
revised RP rule, and (?) it looks at the tense of the embedded 
sentential complement, setting the value of its S point to that of the 
E point of the higher clause if the tense is past, and to now, 
otherwise. Thus, in this way, the second effect accomplishes what 
the SOT rule demands. 

2.3 Implications tor Learning 

If the revisions to Hornstem's theory of tense are correct, the 
natural question to be asked is: how do speakers attain such 
knowledge? This question has two parts (1) How do speakers 
acquire the formal constraints on SRE derivation'-* and (2) How do 
speakers learn to associate the appropriate SRE structures with 
the basic tenses of the language9 

Let us consider the first sub-question. In the case of LOC, 
we have a neat answer - the constraint need NOT be learned at 
all' We have shown that LOG falls out naturally as a consequence 
of the architecture and processing algorithm of the computational 
system As regards the constraint RP, the learner has to acquire 
something similar to H1 But H1 is a fairly simple hypothesis that 
does not seem to require induction on extensive linguistic data. 
Finally, as we have shown in the previous section, the 
boundedness of the flow of information of a processing system 
leads directly to the locality property of the SOT. The particular 
linking of S and E points as stipulated by the SOT, however, is a 
parameter of the Universal Grammar that has to be fixed. 

What about the second sub-question9 How do speakers 
learn to pair SRE configurations with the basic tenses9 There are 
24 possible SRE configurations seven of which get 
grammaticalized Here I want to propose a principle of 
markedness of SRE structures that has a natural computational 
motivation. 

Let us recall our restrictive temporal logic of instantaneous 
interval with one primitive relation, <, and three derived relations: 
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network representations, e.g., the Past Perfect (E_R S) has the 
following two configurations: 

The interesting result is that five out of the six basic tenses 
have unmarked SRE configurations This agrees largely with our 
pretheoretical intuition that the SHE configurations that 
correspond to the basic tenses should be more "unmarked" than 
other possible SRE configurations The fit, however, is not exact 
because the future perfect tense becomes the marked tense in 
this classification. 

Another prediction by this principle of markedness is that 
both the simple future (S_R,E) and distant future (S„R„ E) are 
unmarked It would be interesting to find out whether there are 
languages in which the distant future actually gets 
grammaticalized 

3.1 Data 

3.1.1 Tense Implications 

1. Statives rarely take the progressive aspect , e.g., 
I know the answer. 
*l am knowing the answer. 

2 Eor verb predications denoting processes, the progressive ot 
the verb form entails the perfect form, i.e.. 

x is V-ing —♦ x has V-ed. 
For instance, 

John is walking —> John has walked. 

3 For verb predications denoting events, the progressive of the 
verb form entails the negation of the perfect form, i.e., 

x is V-ing —> x has not V-ed. 
For instance, 
John is building a house —> John has not built the house. 

3.1.2 Sentences containing When 

The final point to be made is about the second type of 
labelings. There are two other possible ways of grouping the 
labelings (1) given SR and SE, those labelings in which RE is 
constrained, and (2) given SE arid RE those in which SR is 
constrained But these types of grouping are less likely because 
they would yield the simple present tense as a marked tense 
Thus, they can be ruled out by relatively few linguistic data. 

3. Verb Aspect 

In considering the problem of tense, we have restricted 
ourselves to a subset of Allen's temporal logic, namely, using a 
temporal structure <T.<> with linear ordering of time points To 
make use of the full power of Allen s temporal logic, we now turn 
to the problem of verb aspect. 

1 he two main problems of the study of verb aspect are the 
correct characterization of (1) the three fundamental types of verb 
predication according to the situation types that they signify -
state, process and event, and (?) the perspectives from which a 
situation is viewed, or its truth evaluated - simple or progressive. 
In the first part of his paper, Allen attempts to provide a formal 
account of the state/process/event distinction using a temporal 
logic However. I believe that his characterization fails to capture 
well-known patterns of tense implications, and does not make the 
distinction between situation types and perspective types 
fundamental to any adequate account of verb aspect. In the next 
section, I will present some data that any theory of very aspect 
must be able to explain. 

Sentences containing clauses connected by a connective 
such as "when" have different aspect interpretations depending 
on the situation types and perspective types involved 

[9] John laughed when Mary drew a circle. 
Situation /Perspective type: 
X - process/simple; Y - event /simple 
Interpretation 
X can be before- after or simultaneous with Y 

[10] .John was laughing when Mary drew a circle. 
Situation /Perspe ctive, type: 
X - process/progressive, Y - event/simple 
Interpretation: 
Y occurs during X. 

[11] John was angry when Mary drew a circle. 
Situation/Perspective type; 
X - state/simple; Y = event/simple 
Interpretation 
X can be before, after, simultaneous with or during Y. 

[12] John was laughing when Mary was drawing a circle. 
Situation/Perspective type-

X - process/progressive; Y = event/progressive 
Interpretation: 
X must be simultaneous with Y. 

3.2 Formal Account of the State/Process/Event 
distinction 

Define: 

6 Some of the better works are Vendler67. Comric76. Mourelatos.78 

7 It has often been pointed out mat some statives do take the progressive form 
E.g., "I am thinking about the exam.", "The doctor is seeing a patient " However, 
a statistical study has. shown that the familiar statives rarely occur with the 
progressive aspect • less than 2% of the time (Ota63, section 2.2) 
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constraints, such as the Linear Order Constraint on tense, tall out 
naturally as a consequence of some computational assumptions. 
The interesting result is that this formal constraint need not be 
learned at all. 

Another important role of a representation scheme in 
explaining phenomena that exist on a entirely different - linguistic 
- level is illustrated by the formulation of the C-ASPECT constraint 
to account for interpretations of sentences containing temporal 
connectives. 

The study of linguistic semantics also sheds light on a 
representation of time by revealing the fundamental distinctions 
that must be made, e.g.. a tensed sentence involves three distinct 
time points, and the aspectual interpretations require 
instantaneous/non-instantaneous interval distinction. 
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