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ABSIRACT

A new algorithm is proposed which transforms f-structures into
discourse  representation  structures (DRSs). Its primary
features are that it works bottom up, that it is capable of
translating f-structures without pre imposing any arbitrary
order on the attributes occurring in it, and that it handles
indeterminacy of scoping by using sets of translations. The
approach sheds light on how an efficient interaction of
different components of a natural language processing model can
be achieved.

| NIRODUCTICN )

The informational content of a sentence is determined not only
by its linguistic form, but also by a number of contextual
factors. Thus within any compositional approach to semantics
the control structure for the functional composition must not
be determined exclusively by the syntactic structure of the
phrase. The present approach is based on two levels of
representation, that 'mediate’ between the linguistic form of a
sentence and its denotation(s) (in a model).

F-structures constitute, the first level. They hawe the
property that the unraveling of the grammatical roles of a
sentence is already achieved, while the quantifier scope
relations are not yet represented. This is basically due to
the use of grammatical functions as theoretical primitives
((113])-

The second level accounts for the dependency of (the
construction of the interpretation) of a sentence on factors
which are not purely syntactic. It consists of DRSs in which
the scope relations will be treated. The central property of
DR is that the part of sentence or text from which they
derive acts as a context which guides the interpretation of the
parts following it. This property of DRSs is based mainly on
their containing discourse referents ([4]). It leads to a
dynamic creation of interpretations of sentences.

We will show how to formulate a translation mecianism which
allows for arbitrary scope relations not only within the limit
of a clause nucleus but also within the various clause nuclei
in which an NP can play a role by means of functional control.
Possible non-syntactic scope restrictions can thus be licensed
by additional constraints derived from various other features
of the surface string, the semantics, or pragmatics.

The central feature of the translation algorithm Is, loosely
speaking, to replace the grammatical functions in the
f-structure by the discourse referents which have been madke
available (for subsequent reference) by the values of the
grammatical functions, i.e. the f-structures representing NPs.
These f-structures themselves are translated into DRSs which
are partial in the sense that there are (in general) still
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conditions or sub-DRSs mlssing in order to he interpretable.
We will define some principles for the translation inte and
campletion of partial DRSs.

L1 EXAMPLF.
But heforr stating the exact definltions lot us jllustrate the
alporithm by

{1) Fvery boy loves a girl

In order to pive a praphic representation of the interplay
between syntax and semantics we will represent f-structures as
directed acyclic praphs (dag), the nodes Ci of which are
associate]  with the tramslatlons of the f-structures rooted In
Ci. The procedure works bhottomup (i.e.  from inside the
t-structures out). Flrst, we asrociate with every leafl node a
partial TRS as follows {muking we of some A-notation):
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Trans(ormation of this dag into a tree s achleved by splitting
the nodes which are the values of the grammtical Linctions and
ARCE a0 that the discourse referents ocarring in the partlal
DRSs arc assoclated with the new nodes of the ARGT attributes
anxl the partial 'RSs themselws with the nodes of the
pramatleal funerions:
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After pnming the attributes we get the following sot of
expressions which Is to be associated with the root node of the
tree,
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his set allows for two different mequences of  A-comversiom,

yielding the two desired readings
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The cxample shows that we v Lo formilate two principles, one
for the tramsdwtion of the dag {nto a Eree, the other lor
caloulating  the  partial  translation of  an arbitrary
mre-terminal tree mode  glven  the partial  translations
assovlated with 1ts dauphter nodes.  Both  principles will he
loeal o the sense that onlv local frees and daps are used In
thelir formulation.
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Flrst we have to plwe the precise definition of partial  DRSs.
T usual definition of a IS K as a pair consisting of a set
of discourse relerenls EY and o set of  conditions OON(K),
topether with Kamp's accessibll ity relotion {cf. [4]), allows
for the abstraction of  dlscourse referents, predicates and
(eets  of ) conditlons.  We therefore dellne partial TRSs
Induet Ively as follows.

Def.  {a) Fvory DHS K = JU(K), Q0K is o partial 1RE .

(h} I v ir a discourse relerent ocouwrring o " cond tions
cl,.oaen of (ONCK)  but ot In any of the universes that are
aveesaible from K, then

AuK = QK ACONCKD> s a part{al DRS, where

JEONCK) = {AueiJi=1,...n] u ONCKIN S i1, ... 0l

{c) Tf 1* is a variable over partlal DRSs of the form MK™  with
uoand cl,...,en as under (b)), then AK = APQU(K), (DN(K) w
P(u}> is a partial THRS.

(d) 1t Q is a wariable over DRSs, then

A = XA, NMK) u P is a partial DRS.

Soppoee now W hive g somantic interpretablon  sclema with
artribute names ATTR], ... ATTRn
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where the translatlons C17,...,0n" are already given as sets of
partial DRSs. Suppose further that C17,...,0n" are singletoms,
f.e. contaln exactly one partial MRS, Then (D7 §s caloulated
from Uhem by the following principle.
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Tt lonal application principle for sets ol partlal DRSs

Given a set KK = {_K_'I,TKB} of partlal D[RSk, then the get
FA(K],...,Kn} consists of those clements which belong to the

¥y o Contrast to the set of at least two e-structures which
Halvorsens algorithm ([3]) would produce, we have still just
one representation of the sentence. The reason 15 that o [13)
the attrlbutes (corresponding to the arguments of the wrb) are
linearly ordered in the s-structures, ard therefore, 1
quant 1 {ylme-—in device {5 used.

Lramsitive cloeure of KK under the operation of functiomal
application fa defined by: T
{a) fa(hf, v} = fa(ulIN(K),v) = K[v/ul, whete u and v are
dscourse referents and E[v/u) is the result of replacing every
ocrurrence of u in ONCK) by v
{b) ta(APX lu"K") =

< IEY u UCK™), CONCEOAP(n) w fa(hu CON(K ), 1) >, where P is
a wvarlable over partial DRSs of the form A and u and o™ are
disecourse referents.
(o) fa(MIGKT) = AHK) uw UCKT), CONEK) uw (IN(K™)>, where Q {s a
varinhle over DRSs.

Del. (ad A TRRE K is _c-]osed if all discoarae refenmts
oceurring In CON(KD) for some sub-DRS KU of K arc introduced in
some universe UKL )Y arcessible fonn K.

This allows us to finish the Interpretation of (S151): We
snpposed that all C17,...,(n" were singletons. 10 we now adeit
oorsingletons among the Ci7 then 007 1s calenlated as  the
wdon of all FACL™",...,0n" ") with 0177 belenging to CI7. lut
we restriet the occurrence of norrsingletuns to such sets O
for which all €177 are closed.

What we have it explalved yet iy bow  the semantic predicate
pels the correct discourse referent as 1ts valoe.

Def. A DRS with distingulshed discourse referent o is a palr
<u,K», whore 1 15 a disconrse referemt introduced In K oand K s
a partial RS,

This allows us to formilate he pocomd  Interpretatlon  schem.
1ts task 15 to disambipuate the role of the nodes in the dag
which are wlues of more than o attribute. In ewery swh
comfignration at lenst as wany grammatical Lametions FJ ocour
as there are ARGL. We will restrict oursclves tn the treatment
of grammatical functions and argement positions ([2]).

Sppose first that the node Is the value of a8 suhcategorizable
funct ion and is of NP-type, f.e. Che assoclated translation is
a partlal IRE with distingulshed discourse releremt u.  Then
for m = pnand I =/ k = nwe haw
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That is, cvery arpument posltion ls filled up by the
distInpuished  discourse referent, amd only oe of Lhe
grammatical functions jets the rontent of the NP, Ll.e.
determines  the positlon of the Introduction of the discourse
roferent in the hierarchy of the whole DRS. The edges of the
other grammatical functions are erased. This allows for the
Introduction of the content of the NP exactly In those clause
mclel  {n which ft plays a semantic role by force of
contrailing an weopressed constituent in them. If the node is
the wvalw of a suhcategorizable functlon the value of which is
a clause mcleus, then the correspondlng node in the dag  has
been assoclated with a set of closed IRSs KK. In order to
disambiguate this node we cake one K out of ¥K, assoclate 1t
with the ARGL attribute, and prune the grammatical function F.

(SIS3) ¥
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Of course the translation of the FRD has fo infroduce a
discourse referent p specified by K. For the interpretation of
(5) we translate the

(5) Every boy expects an American to win
entry for expect by

[PRED) expect<{(SUBJ),{VOMP)>]" =
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expect (5URJ,p)
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After two applications of (SIS2), where we choose Fk to be ¢
SUR! (in both cases), we have
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vhich yvields just as in the Introductory eanple by (5IS1)
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Thir s further reduced by (5IS3)
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expect (u,p) _ R b0 [boy(w)| => 1)

p: v .

American{v) REL-—
win(v)

so that we firally get
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[wtwj > | emwectqup)

] p: v

o American(v)
win(v)

Before we calculate the other o readings for (5) we want to
note that in the case of Equi verbs the requirement that only
closed [R3 are accepted as a translation excudes the

U.Heyle o3|

derivation just outlined. Remember that the lexical entty for
e.g. persuade also euhcategorizes for the OBJ and hence ylelds

the tramslation

1n which the object position would not have been bound by the
discourse referen,t v introduced by an American. Only the
followlng two calculations will be applicable to both types of
verte. If we had btaken the OR! In the application of (5IS2)
above we would have got

- TSUR u
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[41:9)
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v \ P
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and then (6), if the value of the PRED is comverted with the
value of the SUB) first; or, if one rorverts the value of the
PREDY first into the value of the OR) ome gets the third and
last reading (7) of this sentence.

&y v (7
American(v)

{ -‘m(u)J“) expect{u,p)
e p: [win(v)]

e P
[ '| expect (u,p)
boy(u) [=>} p: [win{v)]

TV CONCLUSTON

It has been shoan how grammatical functions and discourse
referents can be used in the translation process from
linguistic form to discourse representations. The algorithm
described accounts for the dynamics of the construction of
interpretations of sentences, determined not only by syntactic
configurations, but also by contextual means, semantics, or
pragmatics.
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