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ABSTRACT 

In the dialogue part of our system, we have 
t r ied to increase the user's possib i l i t ies to c r i t i ­
cize the machine's results flfd require explanations 
of them. The system must then provide a clear j u s t i ­
f icat ion : either by furnishing the chain of reaso­
ning or by asking a "good question" when it fa i led . 
The system must also be able to engage in a real 
dialogue, with more than one question / one answer. 
To do that, the system must build and use several 
kinds of representation : the reasoning, the topics 
and a mode] of the user, which is used to ta i lo r the 
system's responses. 

I. Introduction. 

A r t i f i c i a l Intelligence systems developed during 
the 70's were based on Knowledge Representation. The 
applications were supposed to showcase the dif ferent 
types of representation, such as frames, scr ipts, 
scenarios, or expert-systems. The dialogue problem 
was partly neglected. Some programs (6) were then 
related to written dialogues; their primary purpose 
was to real ly understand the attitudes of both pa r t i ­
cipants, but they didn't mind engaging in dialogue. 
At the same time, theoretical research has been pur-
sued on this point, but has not always given rise to 
practical applications (5), ( 2 ) , . . . 

Following this path, we have tr ied to determine 
the types of knowledge implicated in human conversa­
t ion. Even if they are not always well defined, the­
re are some rul-es which govern the elaboration of 
the sentences uttered in conversation. In this paper 
we w i l l focus on the knowledge a program needs to 
cooperate in a dialogue. After a br ief overview of 
the works that have influenced our research, the pa­
per presents examples of possible dialogues. We then 
describe how the dif ferent kinds of knowledge repre­
sentations are bu i l t and used. 

I I . The role of the machine in a dialogue. 

Most studies in the theory of Speech Acts ( l i ) , 
(1) agree on Grice's cooperation principle for ana­
lysis of human dialogues (A). A conversation is a 
relat ional act in which each participant is required 
to take an active part : else it would be a monolo­
gue or a d ic tator ia l lecture! Each interlocutor must 
take into account the other's goal. No one can be 
engaged in a dialogue if he can't explain his own ut­
terances, or cannot specify what he couldn't under­
stand in someone else's previous statements. 

To detail his pr incip le, Grice proposes some 

axioms that must be respected, otherwise, as your 
interlocutor assumes your statement was intent ional , 
he w i l l make incorrect inferences. 

We have established that to be considered as a 
help, a question-answering system must respect the 
three following principles : 

- be able to participate in a real dialogue, with 
more than just "one question - one response", 

- be able to restart the dialogue when some pro­
blem prevents the successful operation of the system 

- be able to jus t i fy i t s e l f , i . e . the chain of rea­
soning it used to produce a previous answer. 

111» Examples of di alogues. 

In this paper, we describe dialogues where both 
participants are involved; the user expects from the 
machine a well-formed answer ( i . e . not in some jar ­
gon), and the machine doesn't l im i t the user's part 
to a choice among a set of predefined questions. 
We are currently working on an application in which 
a program takes the place of the"yellow pages" of 
the french telephone directory (the professional 
l is t ings : suppliers of goods and services). 

This system assumes that the user's goal is to 
obtain a phone number; when a problem is posed, it 
searches for someone who might solve i t . The system 
has a deterministic parser (7) which analyzes the 
user's utterances; it uses a semantic network with 
different kinds of l inks. Each l i s t i ng is represen­
ted by i ts name, i .e . a concept and a l i s t of sen­
tences describing the act iv i ty of the supplier (8). 

Example El ( i l lus t ra tes the explanation process) 

Ul : T would l ike to move my safe. 
S1 : I suggest an art mover or a piano mover. 
U2 : Why a piano mover ? 
S2 : Because, both your safe and a piano are very 

heavy. 
U3 : Why an art mover ? 
S3 : Because your safe may contain valuable objects, 

and an art mover handles things of value. 

In Ul, the topic recognized is " to move a safe". 
Then, the reasoning process (REASON) looks for an 
answer to this request : f i r s t it chooses the l i s ­
tings whose name contains the concept "move" or the 
concept "safe", then it searches the l i s t of senten­
ces describing the act iv i ty of the supplier. Here it 
finds nothing, so it uses the "synonym" reasoning 
process ( i t examines the links between the concepts 
in the semantic network, and their possible combina­
t ions, e.g. "sort of" and "part of" give "part o f " ) . 
REASON finds that safe is the "approximate synonym" 
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3) the system's chain of reasoning. Tn the examples 
we demonstrate the necessity of different levels of 
detail in the chain of reasoning so as to present a 
"good" jus t i f i ca t ion . In an order to obtain those 
levels, we have represented the reasoning as a tree, 
The sets of procedures which form REASON constitute 
an implicit hierarchy; this hierarchy is reflected 
in the structure of the "reasoning tree" we produce. 
As a one-time procedure (for each version of REASON) 
we build a tree which represents a l l the poss ib i l i ­
ties of REASON ( the image of the algorithm : IMAL-
GO) . Each time REASON is called, a new sub-tree is 
extracted, corresponding to the particular execution 
(the image of the execution : IMEXEC). 1MEXEC is the 
trace of the reasoning used to solve a certain pro­
blem. J t w i l l be used by the explanation process 
(EXPLAIN). 
4) the user's representation. In CR, we store a 

pointer towards a representation of the user as we 
currently define it ( i t is dynamic). It is composed 
of two elements : the knowledge level the system at­
tributes to the user, and our current def in i t ion of 
the user's problem. The knowledge level is used to 
avoid to drown the user in details when the system 
explains i ts reasoning. It is based on TMALCO. 
The representation of the user's problem is composed 
of the couple (predicate, object) which was used to 
cal l REASON. Joined to this is a l i s t of concepts 
which modify one of the couple's two elements. We 
see in E2 that it is used to solve some cases of 
amb igui ty. 

It is the set of a l l these representations inter­
connected byCR which allow us to manage a dialogue, 
taking into account as best we can the three points 
un de r 1 ine d above : 

- part icipation in more than "one question - one 
answer" dialogue, 

- restart the dia1ogue, 
- s e 1 f - j us t i f i c a t i on. 

V• The use of these representations for the dialogue 

To enable us to accept questions regarding the 
whole dialogue, the CR is updated at each utterance, 
A new entry is created showing who spoke, the topic 
developed, the user's representation as it is current­
ly perceived and the chain of reasoning. 

Let us examine what happens when a user's ut ter­
ance is addressed to the system. Tt is f i r s t analy­
zed. Then DIALOG acts in different ways, depending 
on the kind of question and the topic developed If 
the question contains a topic change, REASON is 
called to search the knowledge base ( in E2 : 111 and 
U3) . If it is a question concerning a prior topic, 
EXPLAIN is called (in El : 112). Otherwise it is trea­
ted as information to resolve an ambiguous point ( in 
E2 : U4) . At the end of the reasoning process, a good 
answer either has or has not been found.DIALOG w i l l 
then transmit the good answer to the generation pro­
cess, otherwise it t r ies to determine a question, in 
order to pursue the dialogue (see E2). 

When EXPLAIN is called, it f i r s t decide^, by re­
ferr ing to topic and CR,where this problem has been 
solved. Then it retrieves the part of IMEXEC concer­
ned by the question, and taking into account the 
knowledge we assumes the user has, it builds an ex­
planation. After that, the user's representation is 
modified so if he asks again for an explanation we 
may give him more detai ls. 

V1 . Conc1 us i on 
Our goal is to give control of the dialogue back 

to the user, to permit him to change the subject, to 
backpedal, and to question the system's responses. 
In any case, if the system can't solve the whole pro­
blem, it must be able to e f f i c ien t ly aid the user to 
modify the request. To this end, the system's ques­
tions take into account the work already accomplished 
and indicate to the user the various paths possible 
to arrive at their goal. 

During a conversation, each participant assumes 
an enormous amount of knowledge on the part of the 
other(s). This is what is shown in Grices's maxims. 
He points out that the violat ion of any of the axioms 
derived from the cooperation principle is given s ign i ­
ficance equal to that of the actual contents of the 
utterance. This is why our system is constructed to 
act in accordance with these principles. The system's 
utterance must be clear so that the user doesn t have 
to search for hidden meanings. 
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