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A B S T R A C T 

In this paper, PArallel Resolution Algorithm 
(PARA) is described to improve the execution 
efficiency in resolution process. PARA consists 
of two parts: parallel unif icat ion and 
generation of a resolvent. The f i r s t part is 
characteristic of PARA, which part i t ions whole 
set of expressions W into independent clusters 
as pre-processing and unifies each cluster in 
para l le l . The ef f ic ient implementation for the 
processing peculiar to PARA is presented and 
checked by means of the experiment in 
comparison of execution efficiency of 
resolution. Experimental results show PARA is 
very effective in occurrence of many clusters. 

1.INTRODUCTION 

Unification in f i rs t -order logic is to match 
corresponding arguments in two predicates. This 
processing is important in resolution [1] and 
the ef f ic ient implementation for it has been the 
subject, of much investigation [ 2 ] - [ 5 l . But this 
research in unif icat ion was out of para l le l -
process ing. 

With regard to unif icat ion (resolution) 
parallelism, two representative ways, the post­
processing way and the pre-processing way, would 
be considered. In case of the former, after 
uni f icat ion, the consistency of substitution must 
be checked and each substitution component must 
be composed. This processing would be computed 
with unif ication and so the post-processing way 
is considered to cost much. On the contrary, in 
case of the la t te r , the pre-processing way to 
part i t ion a set of expressions f i r s t l y could cost 
l i t t l e , because this processing could be computed 
without uni f icat ion. 

from this consideration, in this paper, 
PARA is presented as one of the pre-processing 
ways. The characteristic of PARA l ies in 
part i t ioning whole set of expressions W (the 
pairs of corresponding arguments in resolved 
l i t e ra l s ) into clusters (sets of pairs of 
arguments such that each set has no variables in 
common) as pre-processing and unifying each 
cluster independently in para l le l . 

2.PARALLEL RESOLUTION ALGORITHM 

Resolution consists of unif icat ion and 
generation of a resolvent. It costs more time to 
execute unif ication and so unif icat ion must be 

executed e f f i c ien t ly . The unif icat ion problem can 
be expressed as simultaneous equations [5] and 
the solution of them can be considered as most 
general uni f ier (mgu). The ordinary ser ial 
unif icat ion is process which solves simultaneous 
equations sequentially. They could, however, 
be divided Into subsets of equations which are 
parallel-processed independen t l y . ParalleI 
resolution consists of two parts: para l le l -
processing of unif icat ion and generation of 
a resolvent. FIg.1 shows PARA. F i rs t ly PARA 
part i t ions whole sets of expressions W into 
clusters of Wl-Wm which include no variables in 
common as pre-processing. Secondly, after this 
pre-processing, PARA t r ies to unify each cluster 
independently in para l le l . If a l l clusters are 
unif iable, PARA obtains the mgu of W by unit ing 
the mgus of a l l clusters. Otherwise PARA 
concludes that W is not uni f iable. Final ly, 
after having obtained the mgu of W, PARA 
generates the resolvent and Clustering 
Information (which w i l l be described la te r ) . 
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3.EFFICIENT PROCESSING FOR PECULIAR PHASE IN PARA 

The phases with * sign in Fig.1 are peculiar 
to PARA. Among these phases, clustering of W 
and generation of Clustering Information must be 
processed e f f i c ien t l y . 

3.1 CLUSTERING INFORMATION 
Since W is partit ioned based on variables, 

Clustering Information w i l l have to include the 
following information in order to execute 
clustering of W e f f i c ien t ly . 

(1) Variable Information (of argument) 
(2) Cluster Information (of l i t e r a l ) 

Variable Information shows what variables 
each argument of l i t e r a l has. Variable 
Information is stored in a form easy to t reat . 
Cluster Information shows how one l i t e r a l can be 
divided. Clustering Information consists of the 
above two pieces of information and the number of 
them. This is stored corresponding to each 
l i t e r a l , as shown in Fig.2. 

3.2 CLUSTER OPERATION ALGORITHM 
Clustering of W is executed by means of 

applying cluster operation to Cluster 
Information of resolved l i t e r a l s . Cluster 
operation is the process which makes clusters for 
paral lel un i f icat ion. It matches n-th 
component of one Cluster Information with a l l 
components of the other and combines matched 
components. P(a,g(x1),x2,f(g(x2))) and 
P(x4,x3,f(x4),f(x3)) turn out niot to be divided divided 
by means of applying cluster operation to 
Cluster Information of them. 

3.3 CLUSTERING INFORMATION GENERATION ALGORITHM 
Generating Clustering Information is executed 

by means of making use of Variable 
Information of parent clauses. 

** Clustering Information Generation Algorthim ** 

Step 1 : Delete Variable Information of 
resolved l i t e ra l s of parent clauses. The rest is 
Variable Information of CLrsv' which is an 
incomplete resolvent which mgu is not applied. 

Step 2 : Generate the pairs of the 
variable number (natural number corresponding to 
each variable) included in "term" of mgu and the 
variable number corresponding to the 
substituted variable of mgu. 

Step 3 : Apply Variable Information of mgu 
to Variable Information of CLrsv' and 
generate Variable Information of CLrsv which is 
a complete resolvent. 

Step 4 : Generate Cluster Information of 
f i r s t l i t e r a l by means of clustering Variable 
Information. 

Step 5 : Connect Variable Information of 
and Cluster Information of and le t them 
Clustering Information of CLrsv. 

4.COMPARISON OF PARA AND SRA 

To compare PARA with SRA (Serial Resolution 
Algorithm), 4 logic programs [6] have been run 
on two algorithms using theorem proving 
system "SENRI" [ 6 ] . The run time for each 
process has been measured with executing SNL 
resolution and the to ta l time for resolution 
process has been f i na l l y compared. Table 1 
shows the experimental resul ts. 

PARA has about 2.1-fold improvement in u n i f i ­
cation process and about 1.8-fold improvement in 
resolution process over SRA on the average. 

Comparing the run time for generating 
resolvents in two algorithms, the run time of 
PARA is about twice one of SRA. This implies 
that the run time for generating Clustering 
Information is as small as one of generating 
resolvents and so does not affect the to ta l time 
so badly. 

Since the redundancy for generating 
Clustering Information adds to resolution 
process, the improvement rate of resolution 
process becomes worse. The improvement rate of 
resolution process i s , however, around 0.7-
times of the number of clusters. Moreover 
the improvement rate of both unif icat ion process 
and resolution process rises in proportion 
to the number of clusters. 

5. COMMENTS 

In this experiment, some pairs of resolved 
l i t e r a l s , in which PARA becomes effective or 
inef fect ive, emerged def in i te ly . Table 2 
reports these l i t e r a l pairs in de ta i l . 

(1) Literal Pair 1 (in which resolution 
succeeds and PARA becomes effective) 

-> MIC0M(FM8,FUJITSU,6809,218000) 
MIC0M( XI, X2 , X3 ,218000) 

Literal Pair 1 is divided into 4 
clusters at the pre-processing. Since the 
mgu of each cluster has only substitution 
component, the run time for substitution is 
short. So parallel resolution becomes very 
effective. 
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4 logic programs have l i t e r a l pairs 
inconvenient for PARA as well as convenient for 
PARA and so the experiment is f a i r . Since the 
decrease in cost caused by convenient l i t e r a l 
pairs is over the increase in cost caused by 
Inconvenient l i t e r a l pairs, PARA is 
effective to ordinary problems which include 
inconvenient l i t e r a l pairs as well as convenient 
l i t e r a l pairs. 

6.CONCLUSION 

PARA has been introduced for the 
improvement of execution efficiency for 
resolution process. It is characteristic of 
PARA to par t i t ion whole set of expressions W 
into independent clusters as pre-processing and 
unify each cluster in para l le l . 

The experimental results in comparison of 
execution efficiency for resolution show the 
following. 

(1) The processing peculiar to PARA 
has been implemented e f f i c ien t l y . 

(2) The improvement rates of both 
unif icat ion process and resolution 
process by parallel-processing rise in 
proportion to the number of clusters. 

(3) Since the decrease in cost caused 
by convenient l i t e r a l pairs is over the 
increase in cost caused by 
inconvenient l i t e r a l pairs, PARA is 
effective to ordinary problems. 

Final ly, unif icat ion in this paper is 
l imited to be basic unif icat ion in [ 2 ] . 
Parallel-processing of refined unif icat ion in [4] 
or [5] would, however, be possible and further 
improvement could be expected. 
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