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ABSTRACT

An associative processor for theorem
proving in first order logic is described.
It. is designed on the basis of the deduc-
tion plan method, introduced by Cox and
Pietrzykowski . The main features of this
method are the separation of unification
from deduction and the incorporation of a
method for intelligent backtracking- This
kind of backtracking is based on a special
unification procedure. An improved version
of this unitization procedure is given,
which outputs a unification graph with
constraints. In the case of a unification
conflict, sufficient inf:onnation for a
directed backtracking step can be gained
fromtheunifiestiongraph. Accordingto
the deduction plan method, the ASSIP-T
memory consists of two parts, one for the
deduction plan and the other for the uni-
fication graph. ASSIP-T can perform de-
duction and unification in parallel. Both
m e m o ry parts consist of. a set of subparts
each of which keeps the information about
clauses or terms, respectively. A subpart
isalineararrayofcellsprovidedwith
acontrolunitandcanberegardedasa
subprocessor.

1. In Production

The progress of microelectronics allows
the realizations of more and more powerful
processors for special purposes. One such
type of processors is the associative
processor. Its associative memory allows
content oriented parallel access to the
data stored in it. This makes the associa-
tive processors well suited for pattern
handling processes. In artificial intel-
ligence e.g., most processes are pattern
directed deductions. One of it is theorem
proving. In this paper a model of an as-
sociative processor is described which is
able to prove theorems of first order lo-
gic. It is designed on the basis of the
deduction plan method, i.e. it incorpora-
tes a method for intelligent backtracking.

After some basic definitions in the
second section, the deduction plan method
is described. The special unification
procedure used within this method follows.
The output of this procedure is a unifica-
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tion graph with constraints. In the vase
of a uwunificvation conflict, the unification
graph gives sutficient information for A
directed backtracking step. This is de-
scribed in section %. Then the structure
of the ABSIP-T processor which 15 aimed to
perform the deduction plan method s de-
secribed. Section 7 gives the data struc-
turces which are to be mappeod on the AS5IP-
T memory. Finally, the representation of
the data structures {in the ASSIP-T memory
is sketched,

2. Basic Dellnitions

A labelled graph is s triple G =
(VIG),I{G),E(G)) where VIG), I{(G), and
E{G) are the scts of nodes, labels, and
cdyes respectively. A path of length n in
G in J sequence w = M EATRASTE PTERE

i c V(G) and 91 LB .
the path s called clused.

€,V (n20) with v

n nt+l

1f - ,
Yy Yai1

A ciused path which contains wach Lnner
node 4t most once 1s ralled o cycle.

Assume there are given disjoint alpha-
bets of variables, function symbols and
predicate symbols. Each function and predi-
Cate symbol has an arity. A constant is a
O-ary function symbol. An expression is a
varidbtle or a term. A term is a constant
or a string of the form Fig,,.-..,q ), where
f is an m-ary function symbal (n.1¥ and
Yye---,% Are cEpressions. An atom is a
s%rinq 8f the form Plg.,-..,9 ), wherce I
is an n-ary predicate symbnol {nz0) and
Q,r---4t Aare expresslons. If A is an atom,
then A and -A are literals. A clause is a
finite sc¢t of literals. The empty clause
is dencted by 0.

A constraint 1s a set conslisting of
twe expressions. R set of constraints is
called a constraint set. I¥ p and g are

expressions (terms), thern p ig a subexpres-
sion (subterm) of q I1f p = g er g =
f(ql.....qn) and p 1s a subexpression (sub-

term} of one of the g An expression (term}
p is a subecxpression {(subterm) of a con-
straint set ¢, 1if there is a constraint
{ql,qz} in € such that p is a =ubexprezsion

{(subterm} of rq, or of q,. The set of all
subexpressions of C 1s “denoted by SEXPR(C).



A substitution is o finite set of pairs
{v.,q), dencted by v/q, where v 15 a
variable and g an expression and v + q.
Application of a substitution o =

{Vl/ql,...,vn/qn} to an eXpression or a
titeral p is the replacement of each oo-
currence of v, in p by ¢,, for all 1 =
1,.ve.0. 0 is ¢alled a renaming if
ql,...,qn are pairwise diffeorent wvariables
and {v, ..., v ¥ N {q],...,q}fiﬁ.h
clause ¢l, is"called a variant of a oclause

el, 1f c:J_1 and c:l,) have no wvariables in

commen ané there “is a renaming ¢ such
that ¢, = o¢t_, 1f & = {p ,...,p } is a
set of éxpressions then o Substitution o
is called a unifier of k, if op = ..

- Op - E 1= thon called unifiabkle. o is
culled a most general wunifier ot E if for
pach unifier 1 there is a unifier p sSuch
Lthat 1 = g=p.

Let © = AU .cn} be a zonstraint

prece
set. The set BE{C) ot Poovlean expressions
over © is deiilned by

t. o w,l,e, 00w HE{C).

2.1t s, ¢ eBer, then

(h1 A B.’E) £ BE(C).

1 Y EQ}.

4. DBE(C} contalins no other elemenls.
4. Deduction Plans

The deduction plan method is a resolu-
tion based method, i.e. a refutation me-
thod. It starts with a set of clauses ad
tries to construct a "closed" ad "correct"
deduction plan. If it succeeds, the clause
set is proved to be unsatisfiable. The
central idea of the method is to separate
deduction from unification. This allows
the application of a special unification
algorithm which, in the case of a unifi-
cation conflict, not simply stops with
failure, rather it yields information
about the causes of unification conflicts,
namely certain deduction steps, which then
can be reset. In section 5 this way of
processing is called "intelligent back-
tracking " .

The nodes of the deduction plan are
the input clauses and eventually variants
of them. T™mo clauses can be connected by
an edge if they contain literals with the
sare precidate symbol but different signs
(negated or not negated). Therefore a
(labelled) edge between two clauses cl
ad cly; is a triple (cl; (t,u,v) ,cls,),

where u ad v are literals in cly ad clo
respectively, satisfying the condition

on their predicate symbols and negation
signs, t is the type of the edge. There
are two types of edges: S B and RED. All
edges are of type 3B except those refer-
ing backward to a clause which is already
in use. If each literal in each clause in-
cluded in the plan occurs in an edge, the
deduction plan is closed. If the set
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of pairs of toms arising from t h e pair-
ing of literals by edges is uniliable, te
deduction plan is correct. Cf. for this
section Cax ad Pietrzykowski 1979) a n d
Caox ad Pietrzykowski 19 81).

Def in ition

Let 5 be a set of input elauses and L =

I cl. A deduction graph on & is a graph
clCg

G = (W{G),I(G],C(G)) which has the variants
of 8 us uode set V(G), T(G) = {SUB,RED}xLx],
with: if e = [cll,b,cljl © E[{G) then b =

(t,u.v), u @ vl

type of the edge e, a the starting literal
ad v the target literal. A literal u of
a clause cl is called key literal iff
there is an incoming edge with type SB
ad target literal u. Each literal u of a
clause cl is called a sub problem iff it is
not a key literal. A subproblem u E cl is
open iff there is no outcoming edge with
starting literal u. A su u is cal-
led closed iffitisnot.open.os G 1s
the set of goen subproblems of a deduction
gaph G. G is called closed, iff os(G) - O.
A node cl is called predecessor of

a node cl ., iff there is a path fromm cl
to cly which contains only edges of type

SB (SUB-path). If u is the starting li-
teral of the first edge of a SUBpath from
cl tocl,, then u is called preceding
literal of clo ad cl, is called successor
ofc1.

We omit the definition of the deduc-
tion plan here. It is a deduction graph
which is constructed by a rurber of de-
duction steps, i.e. edge drawing steps,
starting fromm a basic plan which consists
of ae node only.

v o cl,. t 15 called the

Example

s = {({pPix), Qy}, R{L{x.¥y))},
{-Plg(x)}, Vix)!},
{-Plgix)}, -vi{x)},
{-ptx), s(x), -T(x}},
{-s5(a)},

{-s{b)},
{T(p)},
{-R{x)}}

is a set of eight input clauses. Figure

1 sons a closed deduction plan for S.
The edges are dawn in such a way that
they begin beyond the starting literal
ad point to the target literal. There-
fore they are only labelled by their type
and, beyod it, by the numbas of the
steps in the plan construction within which
the edoes were drawn. The literals
-P(g(xz)). -V(xB), -Q(x4). -s(a), T{b},
ad -R(xs) are key literals, the other
literals are subproblems. The first dause
in S is the basic node, it is a predecessor
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ol all nedes.

1
(Pix) oty

RIfix,, ¥y ll)

sUB (1 suB|4 suB|7

(-Plgllzll Vix,) -Qlx,) Six,) -n:,_l) -Rixg)

3|RED SuUB|2 sSUBin  SURE
( ~Sla) Yy (b

Figure 1. A closed deduction pian

Plghll Vixy!

Derinition

Let O be o deduction plan and « an cdage ot
Gowith labeoel (0 ,u,v), where {amititin:;g rho

silan) u Plu, ,cooaud b, v — Ple ... ,w )
1 n 1 I

{on 1), To w o Constraint sot Ofe) da oas-
ndcred by

Cted - dtu wv by lu Ly 1)
1 1 T il

A vconstrajint et C{G) 18 assighned to 40 by

crin) o [ e
et EG)

G in ecalled correct i1t C(G) is unifiable.
B{G) denntes Vhe most general nnilier of
CiGr., UiGras(G) 15 the clause derived from
G. 117 6 gu olosed, the vlause derived from
G ois the cmpty olause,

Soutdnuess and complotreness of the do-
duction pdan moethod are nhown in the ee-
fereonces Jiven aboave.

A, Ouitication Graphs With Congstraints

Unjifivation by means of unitication
graphe wilh conntrajnts s clousely relatod
tre the unification method of Cax, {(Cux
Tauly . It simplifies Lhis meothod bhut is
still msound and complete. Of. for this
section [(Pilger and danson 1D83) and
(Diiger and Janzon 1984) .,

The unification process starts with a
consgtraint set C, By two =teps, the trans-
formation step and the Sorting stop, 1t
yieclds a unifivcation graph with constraints,
tw” for short, for €. A Uw( conxists of

~ the node set ViUwCO) — SEXPR(C)
- the labwl set I{UwC) = 2€
- the edge set B{IWC) = EU(OWC] U ED(UwC)
witere EUD(DwC) © V(BwC)x(2C-{@}) xv{LwC)
and ED{UwC) € V(UwC]x {¢} XV {UwC)

EU{UwC) is a set of undireceted edges,

ED{UwL) a =et of @directed edgres. Construc-
tion of Uwl starts wilth the initial graph

U\\rC,Jr which conrists only of the nodes.

EUfUwWL) is determined in the transforma-
tion step, FD{UwC) in Lhe sorting step.

Detinition

A path in UwC which contains only edges
trom EU{Uw() is ralled a connaction. A

conpnect ion v rrl,ci,....ﬁ-n.p is ralled

n+!
simple 1 fF Py ] p] for all 1,3 {123 junti).
A closed prath in Dwd which contains at

Jleast one edge from ERB{(UwC) is8 cnlled a
lowop. A leuop is valled simple i1F P, T

1
for alsd 1,3 such Lthat 17i<j<n+l. 1{ e =
(pryayn) 18 @an edyge in E(UwWC), then a iu
calied the value oof v, denocted val{n) = a.
Lot wo— r“]"')]""'en'ple be a path in

Mw¢'. Then the wvalue of w is

n
val {w] = i vul[ej)
i—1 ’

The transformation stoep

The alpgurithn ol the transiormation step
Can bBe found in (Dilger and Jansoen 1964},
it draws undirecief edges hoetween fhe nodes

Al tho Fobllowing way: T10 o, = {}'s,l]} s o
cunstraint, the nodes poand g are conneo-
ted Ly the edge e — (pofe V,q).This re-
sults tn oo (poosibly emply) sct of neow

contitraints, which are treated loter on oin
the same way.

Exumple

Let o - {['1'v'>} br a constraint set with
oy {Gis,2), Glu.Fly,.y)}}
e, = {u, Fly,Gls,u))?

’
The jnilionl UwC consists only ol the nodes
SEXFR{C) and is shown in [iqure 2. The
first conatraint o is roemoved, an  appro-
priate yndirected edyge is added toe the
Uw(? and the new constraints (s,u) and
{Z,‘F‘(\;.y]} are added to the constraint set.

How the sacond constraint is vemoved
from the constraint set. Because u i85 a
varjable, there cannot be formed any new
constraints, only an edge is added Lo tho
UwC, The remaining wo conslrzaints are
treated as the second one. Becausc they
hatd their origin in the first counstraint,

Ofs, 1) Glu,Fiy,y ) x Fly,y
Fiy,Glsz ¥

5 U

Figure 2: The mnitial UwC for the constraint s#t €



the edges in the UaC arc labelled by {c }.
At the end of the transformation step the
UWC has the form represented in figure J.

The sorting  step

The transformation step classifies the
nodes of UaC in such a way that two nodes
be1fongtothesamec1assiffthereisa
connection between them. In the example
above we have four classes. In the sorting
step,firstagraphUisconstructedwhich
consists of these classes as nodes and
which has a directed edge labelled by f
from class X to class Y iff there is a

term f(p ,...,p ) in X and an expression
p, (i £ {1,...,n)) in Y.
feq} feql
| D | —
Gis,z) Glu,Fly,y} z Fly,y!
s u Fiy,Gis, 2]} Y

Figure 3. The UwC at the snd of the transformation step

.

Gls,z}, Giu,Fly,y)

Figure %: The graph U for the UwC

{eg) {e,y}
| E—
Gls,z) Glu,Fly,y) ¢ z Fly, vt
] &
1 u HLPBJH ¥
el (el

Figure5: The complete UwC at the end of the sorting step

This graph is shown for the example in
figure 4. Now the edges of U which belong
to a cycle are added to the WC as edges
between the appropriate nodes and labelled
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by 0. So we get the complete UWC of figure
5.

Soundness and completeness of the uni-
fication algorithm are proved in (Dilger
and J ans on 1984). The main theorem is: A
constraint set C is unifiable iff all terms
in UWWC which are connected by a simple con-
nection begin with the same function sym-
bol and WWC containsnosiraplel1loops.

Thus, e.g., our example constraint set
is not uni fi able because the UanC of figure
") contains a simp1e 1oo0p.

S. Intelligecnt Backtracking

If during the unitication process a
unifivcation conlfliet has been detected ,
i.e. a clash {unification of terms with
di fferent function symbaols) or v cycle,
the acvtual deduction plan is not correct,
One v several steps in the ronstructiaon
have to be reset In order to get a cvorrect
plar. By means of the information kept by
Lhe UwC these steps can be determined im-
mediately. The numbers of the deduction
stops are contained in the labels of the
undirected edges of Uw(l. Therefore, we
have to examine the values of certain paths
through UwC. First, the relevant values
are gathered in the s5ets A'TTACH and LOOP.

ATTACH = {a € Cla is the value ovf a simple
connection in UwC between
terms p oand g with differ-
ent function symbols}

Loop

fa = Cra 18 the walue of a
simple loup in UwC}

We define:

Barrach ‘T D Lo
atATTACH cta

B Il I o
LOOP atLOOP c€a
Bunir Barraca * Broor
The minimat disjunctive normal form of
BUNIF has the form

. = LAY

BUNIF‘ Bi Bk

for some k<1, where each B, is a conjunc-
tive term. From B the Binimal conflict

UNIF
sets are determined by
mes 1= U {c} 4 = 1,...,K)
£ pCours
in B,
1

For detalls cf, (Dilger and Janson [984).
Example

Consider the deduction plan of section 3,
represented in figure 1. Following the
edges according to their numbers we get
the constraints
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1: {x], 1ix., )T
2 {x:. "_4,-}

i o {alx.), x4
4 N

Ty oxgl
f: {x_, atl
' 1
£ : {xd. b}

7 r . ¥ X

§ (x ey by r)}

The Uwt for theoe cunzmtraiunts is shown
in figure o Tt has ne directed odges.,
Bedaune the graph U, constructed in thoe
Ssrt log stejp, cwenfalbs on cyeles.,

Thoere 15 o olash fn the Uwl, namely

g o#imple counneclion belween o ond b Thoere-

tore, ATTACH Pin, 6l Clearly, OGP - @,
Thuss Bpgpacn - 7Y U Broor T Fumir T
bW - HLIJNIF and wes, - {nt. mes o fe b,
{1 13 {2]
R | | |
ghxy) " aixy) % *3
|
{1,3}
{} (s} k]
A | | "
% x, a b fl:',hl g
{6}

Figure S A complete UwC

1
@:_,1 Oyl Riftegy,d )
SUBH suUB|4 suB| 7

(~P[glle} wle) me‘r

Stx,) -m,)) ( ~Rax5:)

3 RED SuUB |2

E -Flg'iF!T:ir?;;l )

Figure 7. A clased corcect deduction plan

Backtracking is performed as follows.
Take for the backtracking step mes = {S}
Edge number fj and node -S(a) are removed
from the plan. Thereby, the literal S(x.)
be comes an open subprobleni. But there

is another clause in the input clause set
which fits so close the literal, namely
{-S(b)}. This yields the closed correct
deduction plan of figure 7. Thn reader is
invited to check that backtracking with
.ncs,- {6} does not result in a c1osed
plan .

6. The structure Of ASSIP-T.

In che deduction plan method, deduc-
tion and unification are separated from
each other. For deduction, the data struc
ture "doduction plan " is used, for unifi-
cdtionthedatastructure"utiification

1
conventio head contrel HC [1]¢]
nal
memory
CH 3 3
5CH a2

assacialive memory
parl AM2

associative memory
part AM1

Figure & . The structure of ASSIP-T

gr,phwiihconstrainLs".INASS1P-T,both
are kept in appropriate pirts of the as-
sodativemeinory.Thus,theassociative
memory is divided in two main parts, AMI
for the deduction plan and AM2 for the
UwC, of. figure 0. The control unitof
theprocessorconsistsoffo11r components:
- theheadcontro1 HC

- twosubcontrolsSC1andSC2

- aconventiorialmemory CM

The subcontrols operate on the UwC.
They tan work independently froin each
ot.her, but under control of HC, so they
can work in parallel and this is useful
duringthe initial construction of the
WC and during its reconstruction after
a back trackin g step. Thus, wehavenot
only parallel access to the data in the
assocative memories, rather there are
two further steps to parallel processing:
oneby the parallel treatment of dedue-



ticn plan wnd UwC, the other by the use
ot 501 and S0 in parallel. For details
1. (Dilger and Schneoider 17H%) . Faor un
introduction to and 4 survey on the [ield
wi associative provessors of o (la aned
tehikawa 19827, (Kohanen 1984}, (Parbame
1974) and {(¥ru and Fung 14Y7L).

7. Assogiative Mcemory Uriented
Data Structures

Sevoeroal dala structures are wsed for
a0 assooiative momory orienled reprosoun-
tation ol deduction plans and Uwls, 1.0,
representations Lhab can vasily be mapped
e oagsuckdtive menorics. The design prein-
ciples for the data struoctures re:

. Deductivn plan and Uwl - both bueing
graphs — are taken as sels of podes
together with thelir edges.

JooA clause togother with all ita variants
in representod as only voe datn obicct
and thopein Lheir
presented unly once . The same halis
for the Lorms of the UwC,

constanl. part i ore-

Due fo lack ol spacve woe omit the data
structures, whyoh can be tound in (T dger
and Hohuelder 1085, and wnly qive some
tdea otb them.,

Feor cach literal, we koop in ita
VariantsS~part Lhr cdies to other literals,
reprenented by the tLargel literals and the
vialyger labelsn, becouse In [aat Lhey e
drawn betwoeen variants ol olausesn. This
way il storing edyces can be thought to he
Similar to the way they are Jdrawn oo,
in {figure 1,

The nodes ot the UWC are variants ol
cxprensions, Theretore, we siove ol ex-
proasstrons which are variants of oue an-
aorfhery in the same part ot &AM (of. Seo-
tion M) together with the cdges fincidont
b Lhem.

Locause we hulild variaufs by just
indexiong the variables (o, tigqure 1),

Wit are uble 1o represent the Loloermation
"vrdge £ is incident to node LtV by simpiy
storing the index of L's wvariables at o,
too. Storing directed edyes is done in

+ most elFicient way, which |just necds ane
hit tor cach argument of the respectbive
Foerm.

H. Representation And Handl iy
0Of Thg Data Structures In The
ASSIP-T Memory

We will sketceh here the representation
of Lthe UwC in the memory part AM2. 1t is
similar for the deduction plan. AMZ is
divided intv several parts, ono {or vach
ubiject of type EXPRESSIOGN (that iz, an
expression, lts variants and the odges
incident to them). Every AMZ-part con-
sisty wf a linevar array of cells and is
provided with a special control, cvalled
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the "LBAFP-cuntrel”™. The entries in an ob-
ject of type LEXPHESS1ION cun all be repro-
sented by the data typoen INTEGER and .

BOOLEAN, Therectore all colls of Lhe AM -

parts have the same foarm. They consiat of

- o Jeygiecal unat

- o wvoanlrol it

= oa b biit flag rvregister

- a 30 bit data rogister

ol Tigure 90 The puarpose of Lhae Flaeg re-
qister 1o Lo characterime rho type of dn-
Puarmdbion which acviually is stored in Lhe
data register, o.g. Lndex and class of
variantas, antormation aboat edges ete,
Thus, ecach cell cuan Store an arbitrary
part of an EXPRESSTON.

T

logical unit

LL_{ dota - register |._]

Figure 9: A subprocessor cell of ASSIP-T

The EXP-contrel hoaw to perform entry,
chatige and guery instructrobns oon the com-
poncents ol oan chiject of typoe EXPHRESSTON.
Thve head control on the other arnd just
bbas to broadeast infermat ion to the AM)-
parts and to gulher it trom them by fpeanns
ol Inntructions like

"FORALL - expression’s WITH - conditions
DG inutruet on "
vy "I'OR ONE -lexpressions WITH - conditiune

Loy wipsLeactinns®

Thus, the fwo-lewvel crguanisatiaon ol the
ASSTIP=T memory corrcsponds toe g ftwarloeveld
cyaluationg of the instructions.

P Conclusion

A= Far as wo know there is no other
upproavh asimilar te curs. The architec-
ture of the fifth gencration inference
machine is data flow orionted and does not
take into consideration associative aveess
to data otf. (Moto-oka and Fuchi 198H4)Y., Thao
main problem with our approach s the
storage of the unification graph becausc
its number af ocdges has an uppcer bound
tthat is exponential with respect Lo the
number of deduction steps. Onée Mmay assuthe
that this upper bound will never be reached
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in practice, but we have to work out an-
other representation of the edges. By
means of several head control-subcontrol-
groups, we should be able to perform OR-
parallel as well as AND-parallel pro-
cessing due to the separation of deduc-
tion and unification.
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