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ABSTRACT 

An assoc ia t i ve processor fo r theorem 
prov ing i n f i r s t order l og i c i s desc r i bed . 
It. is designed on the bas is of the deduc
t i o n plan method, in t roduced by Cox and 
P ie t rzykowsk i . The main fea tu res of t h i s 
method are the separa t ion of u n i f i c a t i o n 
from deduct ion and the i n c o r p o r a t i o n of a 
method fo r i n t e l l i g e n t back t rack ing - This 
k ind of back t rack ing is based on a spec ia l 
u n i f i c a t i o n procedure. An improved ve rs ion 
o f t h i s u n i t i z a t i o n procedure i s g i v e n , 
which outputs a u n i f i c a t i o n graph w i t h 
c on s t r a i n t s . In the case of a u n i f i c a t i o n 
c on f I i c t , s u f f i c i e n t in f: o nnat ion f o r a 
di re c ted back t rack ing step can be gained 
f r om the u n i f i e s t i o n g r a p h. According t o 
the deduct ion plan method, the ASSIP-T 
memory cons is ts of two p a r t s , one f o r the 
deduct ion p lan and the other f o r the u n i 
f i c a t i o n graph. ASSIP-T can perform de
duc t i on and u n i f i c a t i o n in p a r a l l e l . Both 
m e m o ry par ts cons is t of. a set of subparts 
each of which keeps the i n f o r m a t i o n about 
c lauses or terms, r e s p e c t i v e l y . A subpart 
is a 1i n e a r a r r ay of c e l l s pr o v i d e d w i th 
a c o n t r o l u n i t a nd can be re g a rd e d as a 
subprocessor. 

1 . In Product ion 

The progress of m i c r o e l e c t r o n i c s allows 
the r e a l i z a t i o n s of more and more power fu l 
processors f o r spec ia l purposes. One such 
type of processors is the assoc ia t i ve 
processor . I t s assoc i a t i ve memory a l lows 
content o r i e n t e d p a r a l l e l access to the 
data s tored in i t . This makes the assoc ia 
t i v e processors w e l l su i t ed f o r p a t t e r n 
hand l ing processes. I n a r t i f i c i a l i n t e l 
l i gence e . g . , most processes are p a t t e r n 
d i r e c t e d deduc t i ons . One of i t is theorem 
p r o v i n g . In t h i s paper a model of an as
s o c i a t i v e processor i s descr ibed which i s 
able to prove theorems of f i r s t order l o 
g i c . I t is designed on the bas is of the 
deduct ion p lan method, i . e . i t i n c o r p o r a 
tes a method f o r i n t e l l i g e n t b a c k t r a c k i n g . 

A f t e r some basic d e f i n i t i o n s in the 
second s e c t i o n , the deduct ion plan method 
is desc r i bed . The spec i a l u n i f i c a t i o n 
procedure used w i t h i n t h i s method f o l l o w s . 
The output of t h i s procedure is a u n i f i c a 
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The deduction plan method is a resolu
tion based method, i.e. a refutation me
thod. It starts with a set of clauses and 
tries to construct a "closed" and "correct" 
deduction plan. If it succeeds, the clause 
set is proved to be unsatisfiable. The 
central idea of the method is to separate 
deduction from unification. This allows 
the application of a special unification 
algorithm which, in the case of a unifi
cation conflict, not simply stops with 
failure, rather it yields information 
about the causes of unification conflicts, 
namely certain deduction steps, which then 
can be reset. In section 5 this way of 
processing is called "intelligent back
tracking " . 

The nodes of the deduction plan are 
the input clauses and eventually variants 
of them. Two clauses can be connected by 
an edge if they contain literals with the 
same precidate symbol but different signs 
(negated or not negated). Therefore a 
(labelled) edge between two clauses cl 
and cl2 is a triple (cl1 (t,u,v) ,cl2,) , 
where u and v are literals in cl1 and cl2 
respectively, satisfying the condition 
on their predicate symbols and negation 
signs, t is the type of the edge. There 
are two types of edges: SUB and RED. All 
edges are of type SUB except those refer-
ing backward to a clause which is already 
in use. If each l i teral in each clause in
cluded in the plan occurs in an edge, the 
deduction plan is closed. If the set 

of pairs of torms arising f r o m t h e pair-
ing of literals by edges is uniliable, the 
deduction plan is correct. Cf. for this 
section (Cox and Pietrzykowski 1979) a n d 
(Cox and Pietrzykowski 19 81). 

Def in ition 

type of the edge e, a the starting literal 
and v the target literal. A literal u of 
a clause cl is called key literal iff 
there is an incoming edge with type SUB 
and target literal u. Each literal u of a 
clause cl is called a sub problem i f f it is 
not a key literal. A subproblem u E cl is 
open i f f there is no outcoming edge with 
starting literal u. A subproblem u is cal
led closed iff it is no t. o pen . o s (G) 1 s 
the set of open subproblems of a deduction 
graph G. G is called closed, i ff os(G) - 0. 

A node cl is called predecessor of 
a node cl ., i ff there is a path from cl 
to cl r) which contains only edges of type 
SUB (SUB-path). If u is the starting l i 
teral of the first edge of a SUB-path from 
cl to cl2 , then u is called preceding 
literal of cl2 and cl2 is called successor 
of c 1 . 

We omit the definition of the deduc
tion plan here. It is a deduction graph 
which is constructed by a number of de
duction steps, i.e. edge drawing steps, 
starting from a basic plan which consists 
of one node only. 

is a set of eight input clauses. Figure 
1 shows a closed deduction plan for S. 
The edges are drawn in such a way that 
they begin beyond the starting literal 
and point to the target literal. There
fore they are only labelled by their type 
and, beyond i t , by the numbers of the 
steps in the plan construction within which 
the edges were drawn. The literals 

and -R(x5) are key literals, the other 
literals are subproblems. The first clause 
in S is the basic node, it is a predecessor 
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the edges in the UwC arc l a b e l l e d by {c }. 
At the end of the t r ans fo rma t i on step the 
UwC has the form represented in f i g u r e J. 

The sorting step 

The t rans fo rma t ion step c l a s s i f i e s the 
nodes of UwC in such a way t ha t two nodes 
be 1 o n g to the s ame c 1 a s s i f f the re i s a 
connect ion between them. In the example 
above we have four c lasses . In the sort ing 
s t e p , f i r s t a gr aph U i s c o n s t r u c t e d w h i c h 
c o n s i s t s of these classes as nodes and 
which has a d i r e c t e d edge l a b e l l e d by f 
from c lass X to c lass Y i f f there is a 
term f ( p , . . . , p ) in X and an express ion 

P , (i f_ { 1 , . . . ,n) ) i n Y. 

by 0. So we get the complete UwC of figure 
5 . 

Soundness and completeness of the u n i 
f i c a t i o n a lgo r i t hm are proved in (D i lger 
and J a n s o n 1984). The main theorem i s : A 
c o n s t r a i n t set C is u n i f i a b l e i f f a l l terms 
in UwC which are connected by a simple con
nec t ion begin w i th the same func t i on sym
bo l and UwC conta in s n o s i ra p1e 1o o p s. 

Thus, e . g . , our example c o n s t r a i n t set 
is not uni fi able because the UwC of f igure 
r) conta ins a simp 1 e 1 oop . 

S. In t e l l i g c n t B a ckt r acking 

This graph is shown fo r the example in 
f i g u r e 4. Now the edges of U which belong 
to a cyc le are added to the UwC as edges 
between the appropr ia te nodes and l a b e l l e d 

Consider the deduct ion p lan of sec t i on 3, 
represented in f i g u r e 1 . Fo l low ing the 
edges accord ing to t h e i r numbers we get 
the c o n s t r a i n t s 
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is another clause in the inpu t clause set 
which f i t s so close the l i t e r a l , namely 
{ - S ( b ) } . This y i e l d s the c losed co r rec t 
deduct ion p lan of f i g u r e 7. Thn reader is 
i n v i t e d to check t h a t back t rack ing w i t h 
.ncs 2 - { 6 } does not r e s u l t in a c 1 o s e d 
plan . 

6. The s t ruc tu re Of ASSIP-T. 

In che deduct ion p lan method, deduc
t i o n and un i f i ca t i on are separated from 
each o the r . For deduc t i on , the data s t ruc 
ture "do d uc t i on p lan " i s u s e d , fo r uni f i -
c d t i on the data s t r u c t u r e "u t i i f i c a t i o n 

Backt rack ing is performed as f o l l o w s . 
Take f or the back t rack ing step mes = {S} 
Edge number fj and node -S(a) are removed 
from the p l an . Thereby, the l i t e r a l S(x.) 
be comes an open subprobleni. But there 

g r ,iph w i i h c o n s t r a i n L s " . In A S S1 P - T , b o t h 
ar e k ep t in appr opr i a te pr\ r t s of the a s -
s o d a t i v e m e in o r y . Thus, t h e ass o c i a t i v e 
memory is d i v i ded in two main p a r t s , AMI 
fo r the deduct ion p lan and AM2 f o r the 
UwC, o f . f i g u r e 0. The c o n t r o l 
t he p r o cess o r cons is ts of f o 11 r 
- the he a d co nt ro 1 HC 
- t w o s u b c o n t. r o Is S C 1 a n d S C 2 
- a c o nven t i o rial mem o ry CM 

u n i t o f 
componen t s : 

The 
ot.h 
can 

Th 
y t-
e r , 

wo 
d u r i n g 
UwC 
a b 
onl 

an 
ack 
y P 

a s s o c i 
t w o 
o n e 

f u 
by 

e sub con t ro l s operate on the UwC. 
an work independent ly f r oin each 
but under c o n t r o l of H C, so they 

r k in p a r a l l e l and t h i s is usefu l 
the i n i t i a l c o n s t r u c t i o n o f the 

d dur ing i t s r e c o n s t r u c t i o n a f t e r 
t r a c k i n g s tep . Thus, we h a v e n o t 
a r a l l e l access to the data in the 
a t i v e memories, r a the r there are 
r t h e r steps to p a r a l l e l p rocess ing : 

the p a r a l l e l t reatment of dedue-
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in p r a c t i c e , but we have to work out an
o ther r ep resen ta t i on of the edges. By 
means of severa l head c o n t r o l - s u b c o n t r o l -
groups, we should be able to per form 0R-
p a r a l l e l as w e l l as AND-para l le l p r o 
cessing due to the separa t ion of deduc
t i o n and u n i f i c a t i o n . 
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