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ABSTRACT 

About f i f teen years ago, the hand eye system 
was one of the e x c i t i n g research t o p i c s in 
a r t i f i c i a l i n t e l l i g e n c e . Several AI groups 
attempted to develop i n t e l l i g e n t robots by 
combining computer vision with computer control led 
manipulator. However, after the success of early 
prototypes, research e f f o r t s have been s p l i t t e d 
into general intel l igence research and real world 
oriented robotics research. Currently, the author 
fee ls there ex is ts a s i gn i f i can t gap between AI 
and r o b o t i c s in s p i t e of the necess i ty of 
communication and in teg ra t ion . Thus, without 
bu i l d ing a bridge over the gap, AI w i l l lose a 
f e r t i l e research f i e l d that needs real-time rea l -
world i n t e l l i g e n c e , and robot ics w i l l never 
acquire intel l igence even if i t works s k i l l f u l l y . 
In t h i s paper, I would l ike to encourage AI 
community to promote more e f f o r t s on rea l world 
robot ics , wi th the discussions about key points 
for the study. This paper also introduces current 
steps of our robot ics research that attempt to 
connect perception with action as i n t e l l i g e n t l y as 
possible. 

I. INTRODUCTION 

About f i f teen years ago, hand eye system was 
one of the exciting research topics in a r t i f i c i a l 
i n t e l l i g e n c e . Several AI groups concentrated 
la rge e f f o r t s t o c reate t h e i r p ro to type 
in te l l i gen t robots by combining computer v i s ion 
w i t h computer c o n t r o l l e d manipulator . The 
performance of ear ly hand eye system was qui te 
l i m i t e d . Vis ion system could recognize only 
s imple b lock w o r l d . Con t ro l a l g o r i t h m o f 
man ipu la to r was a l so s imple and sensory 
interaction was very pr imit ive. Many researchers 
who succeeded in b u i l d i n g up the p ro to type 
concluded that i nd i v i dua l subsystem should be 
pursued further before designing new system. And, 
research e f f o r t s have been devoted to explore 
general aspects of vision, planning, and control. 
Since then, the attempt of system integration has 
been l e f t behind in AI community. 

Although early hand eye systems could carry 
out only simple jobs in very simple block world, 
i t s success presented promising perspectives to 
manufacturing industries. During the last decade, 
indust r ies have concentrated the i r e f f o r t s to 
advance industr ia l robots, and they succeeded in 

introducing robots into various production lines. 
The progress of hardware implementation including 
m i c r o e l e c t r o n i c s is remarkable. And now, 
industries are keen to implement i n t e l l i g e n t 
capabil i ty into their robots. 

Robot ics is the study of i n t e l l i g e n t 
connection of perception to act ion.[ l ] Although 
a r t i f i c i a l intel l igence involves many discipl ines, 
i t i s the study o f i n t e l l i g e n c e from the 
standpoints of computation. Thus, both robot ics 
and AI can share common in te res ts . However 
c u r r e n t l y , the author f e e l s there e x i s t s 
s i gn i f i can t gap between them. That i s , AI deals 
mainly abstracted world, while robotics concerns 
real world, and the interests of those approaches 
seem to pass each other. As robot ics i nvo l ves 
many d i f f i c u l t problems which would not be solved 
without AI approach, it is very important to bui ld 
a bridge that connects AI to robot ics. In t h i s 
paper, the author w i l l discuss about key 
problems for integrating several discipl ines into 
an in te l l i gen t robot system. And, current steps of 
our robot ics research w i l l be introduced as an 
example for bu i ld ing a bridge that connects 
robotics to AI. 

I I . KEY PROBLEMS 

Robot is a versat i le i n te l l i gen t system that 
can interact with real world through sensors and 
e f fec tors . General ly, i t is consisted of four 
major subsystems; perception subsystem, act ion 
subsystem, thinking subsystem, and user f r i e n d l y 
i n t e r f a c e . Percept ion subsystem recognizes 
situations of real environment by means of vision, 
fo rce sensing, and touch sensing. Ac t ion 
subsystem changes environment situation by moving 
objects or walking around. Thinking subsystem 
makes a plan of robot behavior, monitors i t s 
execution, and evaluates the resu l t s . User 
interface provides communication channel between 
human operator and robot. During las t decade, a 
l a r g e number o f r esea rches on v i s i o n , 
manipulation, and planning have been done, and the 
performance of each subsystem has progressed very 
much. However, research on system integration has 
been l e f t behind. We must remind that more studies 
of system architecture of robot are required if we 
wish to make robots smarter. 

I would l ike to stress the importance of 
system oriented research of robot ics, because 
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i n te l l i gen t interaction of perception with action 
in real world is the main concern of robotics. It 
opens very in te res t ing and promising research 
f i e l d for not only robot ics but a lso AI . General 
pr ic ip les of intel l igence gained from AI research 
would help us to synthesize t o t a l robot system. 
However, the problems which have been dealt with 
in theoretical AI research are oversimplif ied when 
we consider i t s app l i ca t ion to deal ing with 
complex constraints in real world. On the other 
hand, researches on robot mechanisms, control and 
sensors have been focussed to advance physical 
performance, and lack semantic aspects of robot 
behavior. Although there exists such a gap between 
AI and robotics, attempts to connect them together 
w i l l be needed to explore f e r t i l e research f i e l d 
where i n t e l l i g e n t machines can behave in rea l 
world. 

There are so many d i f f i c u l t problems to be 
studied for creating smarter robot system. Before 
entering into each discussion, we have to consider 
the leve l of complexity of real environment to be 
dealt by several discipl ines. Considering current 
performance of each re la ted f i e l d , I propose a 
world of simple electro-mechanical assembly. 
Object shapes are supposed to be generated from 
general blocks and cy l inders . Objects may have 
holes and threaded holes. Screws, gears and wires 
are also included in the repertoire of objects. 

Major problems to be studied are l i s ted below 
with short comments and discussions. 

A. Abstracted Definit ion of Manipurator System 

So fa r , research in terests on manipulator 
system have been focussed onto the theory of 
advanced dynamic cont ro l for fast and precise 
motion. On the other hand, AI program assumes 
manipulator as very simple s t a t i c object mover 
that always succeed in precise motion. Control 
d i s c i p l i n e prefers aspects of dynamics, and 
ignores semantic aspect. AI approach pays i t s 
a t ten t ion on semantic aspects of act ion rather 
than dynamic con t ro l . Thus, the in teres ts of the 
two approach pass each other. In order to bridge 
over the gap, it seems necessary to provide AI 
people with an abstracted framework of manipulator 
c o n t r o l system so as to encourage them to 
construct smarter cont ro l s t ruc ture . For t h i s 
purpose, the author proposes a reasonable sets of 
abstracted functions for manipulator system. The 
seven basic functions are: 

put-arm-reference (position, orientation) 
get-arrn-coordinate (position, orientation) 
put-hand-opening (opening-width) 
put-grasp-force (grasping-force) 
get-hand-opening (opening-width) 
get-wrist-force (force, moment) 
get-touch-sensor (sensor-state) 

Above seven functions are defined in abstracted 
coordinates system, and are free from actual 
mechanical conf igurat ion. They work as if they 
were the ins t ruc t i on sets for computer. The 
c y c l e t ime is supposed to be very s h o r t , 
equivalent to the sampling period of servo-

mechanism. Each funct ion completes i t s operation 
in a few m i l i second. For instance, if we t r i gge r 
pu t -a rm- re fe rence w i t h the arguments about 
reference pos i t ion and o r ien ta t ion in 3D world 
coo rd ina tes , then t h i s f u n c t i o n ca lcu la tes 
corresponding 6 jo int angles and sends the data to 
jo in t servo within single sampling period. 

I t is a lso necessary to provide a f l e x i b l e 
means to combine the functions together. For such 
framework, I propose a fast rea l time operating 
system w i t h concurrent process execut ion 
capabil i ty. If we connect above mentioned function 
sets by means of the concurrent rea l time OS 
commands such as start-process, stop-process, do-
funct ion, s i gna l , wai t , delay, and so on, we can 
d e s c r i b e any sensor based o p e r a t i o n s of 
manipulator. [ 2 ] I would l ike to encourage AI 
community to descr ibe semantic aspects of 
manipulation on the above mentioned abstraction. 

B. Theory of Manipulation 

Sensor based robot programs are very 
d i f f i c u l t to wr i te in general form. So fa r , 
several basic robot operations such as pin- into-
hole, block-in-corner and rope-into-ring have been 
demonstrated. However, most of those program 
synthesis are based on ad hoc s t ra teg ies , where 
geometric structures of parts re la t i onsh ip are 
assumed a p r i o r i , and lack generality. Lozano-
Perez et al pointed out that small changes in the 
geometry of parts can have signif icant impact on 
fine-motion strategies, and they proposed a formal 
approach to the automatic synthesis of a class of 
compliant fine-motion strategies. Their approach 
uses geometric descriptions of parts and estimates 
of measurement and motion errors to produce f ine-
motion s t r a t e g i e s . [3 ] Mason presented a 
theore t i ca l explanation of the mechanics of 
pushing and demonstrated application of the theory 
to the analysis and synthesis of manipulator 
operations. [4] Those approach open a q u i t e 
impor tan t nove l f i e l d f o r f u t u r e r o b o t i c s 
research. More efforts should be devoted to the 
general study of manipulation strategy, in order 
to explore theoretical foundations for the program 
synthesis of complex sensor based manipulation. 

C. Control of Visual Attention. 

Although we are not conscious in every 
instance, we employ so many kinds of v i sua l 
attentions during task execution, to f ind objects, 
to monitor s i t ua t ion changes of environment, to 
guide the motion of o b j e c t , and to v e r i f y 
preconditions as wel l as postconditions for every 
piece of act ion. If we can provide a robot wi th 
fast and f l e x i b l e capab i l i t y of such v i sua l 
attentions, the leve l of i n te l l i gen t interaction 
of robot with real world w i l l evolve dramatically. 
However, neither AI oriented vision research nor 
sensor based robot ics research can t e l l very 
l i t t l e about th is problem. Can we formulate basic 
repertoire of visual attentions? What is the good 
framework to relate visual attentions to actions? 
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How should we synthesize the control strategies of 
v i sua l at tent ions? Those questions seem to 
over lap the previous discussions on theory of 
manipulation. General study on visual attentions 
and the i r cont ro l strategy would provide one of 
the unexplored rich research f i e l d for connecting 
perception with action in i n te l l i gen t way. 

D. Automated Planning in Robot Language. 

The main purpose of high level robot language 
is to s imp l i f y the programming of complex robot 
tasks. We can classify robot language into three 
l eve l s such as manipulation or iented, parts 
o r i e n t e d , and goa l o r i e n t e d . L i ke AL, 
manipulat ion o r i e n t e d language requ i res to 
describe? robot tasks in e x p l i c i t manipulation 
procedures.[8] In parts or iented language, the 
task is described as the state transit ion sequence 
of geometrical relationship between parts. RAPT is 
an example of this kind of language. Tt does not 
require exp l i c i t description of coordinate data of 
object motion in source code, instead, it attempts 
to solve those data from the descr ipt ions about 
the logical constraint expressions among surfaces 
and axes of objects.[5] Goal oriented robot 
language requires only the goal descr ip t ion in 
source code, and generates act ion sequence by 
means of automated planning technique. In order 
to discriminate parts oriented language from goal 
or iented language, we assume the former takes 
complete state transit ion sequence that covers a l l 
subgoals so as to avoid the use of problem 
s o l v e r . From the v iewpo in t of programming 
s i m p l i c i t y , the goal or iented language is the 
ultimate goal of robot language development. But, 
the performance of problem solving today is too 
primit ive to cope with complex robot environment. 
Tt deals very simple state description l i ke (ON A 
B), whi le actual robot environment needs more 
complex s ta te d e s c r i p t i o n s as RAPT shows. 
Moreover, object structures such as ARCH or TOWER 
which are dealt by current problem solver are far 
from a c t u a l assembly environment in i t s 
complexity. The author hopes AT w i l l promote 
researches on powerful problem solver that can 
deal with complex real world constraints. 

E. Sensor Based Environment Model Management. 

Presumably, the environment model management 
system would be a core of an i n t e g r a t e d 
in te l l i gen t robot system. It manages accumulated 
data base about the d e s c r i p t i o n of cu r ren t 
environment s i t ua t i on , conceptual defini t ions of 
various structures and objects to be handled, and 
general s t ra tegies for p r i m i t i v e operations. 
Studies on robot language t e l l us the environment 
model management plays very important r o l e in 
compiling manipulation procedures. Every piece of 
manipulation changes the environment situation in 
some extent. Therefore, when language processor 
compiles source codes of robot tasks, it must 
simulate s i tua t ion changes in order to generate 
r i gh t codes with r i gh t data. The higher the 
performance of model management is , the easier the 

programming becomes. Tf no model management is 
provided, we are forced to write complicated task 
program keeping a l l the d e t a i l s of s i tua t ion 
changes in mind. 

I f the i n i t i a l state of environment is not 
known, the scene analysis program would be invoked 
to recognize the rea l world and the resu l t s are 
returned to the model. During the execution phase 
of planned action sequence, the execution monitor 
can know the expected s i t u a t i o n changes in 
advance, and compares it with actual environment 
changes. Doing the motion under inconsistent 
circumstance between real world and i t s computer 
model sometimes causes a serious damage. In order 
to avoid such d isaster , the consistency between 
the two should be checked a l l the time by means of 
sensors. Generally, the capacity to recover from 
action errors ref lects the leve l of intel l igence 
of robots. Suppose a s i t ua t i on where a robot 
drops object during the move and the object hi ts a 
tower under construct ion. Recovery from th i s 
accident needs the fo l l ow ing procedure. F i r s t , 
robot must aware the happening by v i s ion . Next, 
the damaged s i tua t ion is recognized by scene 
analyzer, which is considered as the i n i t i a l 
s tate. The goal state can be obtained from the 
model as the s ta te d e s c r i p t i o n before tha t 
accident. Problem solver plans an action sequence 
that converts the i n i t i a l state to the goal state. 
It is rea l l y d i f f i c u l t to implement such a robot 
system even for simple block world, however this 
example covers most of the robot component which 
should be equipped in future robots with high 
intel l igence. Model management system is related 
to many aspects of r o b o t i c s such as scene 
analys is , robot language, automated planning, 
motion execution, and control of visual attention. 
Finding a common r ich framework that can be 
employed compatibly in those aspects would be the 
most important problem. 

I I I . COSMOS: AN EXAMPLE OF INTEGRATED SYSTEM 

This chapter introduces COSMOS, an example of 
interactive programming environment for the study 
of i n te l l i gen t connection of perception to action 
in rea l world.[61 COSMOS i s , in another word, a 
L isp system t h a t can i n t e r a c t w i t h r e a l 
environment by means of vision and manipulation. 

Figure 1 shows hardware organizat ion of 
COSMOS. We have two arms. One is a sma l l 
universal arm driven by seven DC motors. Single 
board microcomputer which includes servo routine, 
communication rout ine, and diagnost ic rout ine 
cont ro ls t h i s arm. Trajectory data and cont ro l 
parameters are supplied from host minicomputer 
through GPIB i n t e r f a c e . Another arm is a 
conventional 6 axes industr ial robot of DC motor 
drive. As this arm can handle large pay load, it is 
used to move heavy experimental attachments such 
as TV camera or m u l t i p l e axes wr is t mechanism. 
Simple touch sensors and 6 axes force sensor are 
a lso inter faced to the system. As v isua l input 
device, we employed precis ion TV camera. Video 
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s igna l is d i g i t i z e d and stored in to image frame 
memory device consisting of 768X512 pixels with 8 
b i t s i n t e n s i t y s c a l e . Host computer system 
consists of a 32 b i t s minicomputer, Data General 
ECLIPSE MV/4000 wi th 2 MB memory, and a 16 b i t 
minicomputer, ECLIPSE S/140. 

Figure 2 shows software conf igurat ion of 
COSMOS. Current ly , nine software modules are 
imbedded i n t o top l e v e l L isp programming 
environment. Br ief summary of each module is 
described below. 

model management part of AL/L is writ ten in FRL to 
explore AI oriented study of robot language.[9] We 
have also attempted to extend robot language into 
parts oriented and task oriented l eve l . In order 
to describe stractural constraints of objects, we 
adopted RAPT l i k e representat ion. Providing 
conceptual description of goal structure such as 
arch or tower in RAPT l ike notation, and employing 
a simple problem so lve r , our task or iented 
language plans action sequence to perform a given 
goal l i k e (BUILD ARCH), and generates the AL/L 
source code for the task. [10] 

Top Level Lisp is the core of COSMOS system. 
Unt i l 1983, we used Eclisp interpreter which was 
implemented on ECLIPSE S/140. Eclisp had a serious 
address space l i m i t a t i o n caused by the 16 b i t 
arch i tec ture of the S/140 processor. In order to 
solve t h i s l i m i t a t i o n , we decomposed a large 
program into several processes and connected them 
t o g e t h e r by means of the i n t e r p rocess 
communication f a c i l i t y of AOS ( Advanced Operating 
System of ECLIPSE). In 1983, we updated our host 
computer to a 32 b i t v i r t u a l address machine 
ECLIPSE MV/4000, and Lisp system is also updated 
to Lisp/MV and i t s successor ETALisp, both of 
which are o r i g i n a l l y implemented in C on VAX at 
E lec t ro techn ica l Laboratory. [7 ] Eclisp, Lisp/MV 
and ETAlisp are designed upward compatible, so, 
a l l the early programs implemented on Eclisp s t i l l 
run on our current Lisp system. 

Manipulat ion system has been b u i l t up as a 
hierachy of Task Level Robot Language, AL/L 
Language, Trajectory Calcu la tor , Arm Control 
System, and Servo Control ler, from top to bottom. 
AL/L is a manipulation or iented language. The 
syntax of AL/L is similar to AL which is developed 
at Stanford, but it is implemented in Lisp.[8] The 

Vision system is conventionally devided into 
two modules; Vis ion Pr im i t i ves , and 3D V is ion . 
The former includes a set of p r i m i t i v e image 
processing funct ions such as data aqu i s i t i on , 
image operators, feature extracters, planer logic 
operators, and d isp lay funct ions. The l a t t e r 
covers recognition leve l programs. Robot vision 
requires three dimensional recogni t ion. We are 
mainly studying on stereo v i s ion that analyses 
binocular images. As AI oriented vision research, 
we are explor ing two competi t ive approaches for 
scene analys is . One is a FRL based l i n e f inder , 
in which frames control visual recognition process 
and f i n d s r i g h t l i n e drawings f o r s imple 
blocks.[11] Another attempt employs production 
system for simple scene analysis.[12] 

COSMOS is an open purpose pro jec t . We are 
jus t c l imbing up step by step towards smarter 
i n te l l i gen t robot system. When I in i t ia ted this 
pro ject in 1978, I intend to create general 
purpose research too l for exploring in te l l i gen t 
connection of perception to act ion. At f i r s t , we 
implemented Lisp interpreter. Then, we developped 
AL/L robot language onto the Lisp. Next, we 
developped genera l purpose robot arm and 
inter faced it to AL/L. Almost at same time, we 
added p r i m i t i v e v i s ion f a c i l i t y to our Lisp 
system. Thus, we succeeded in constructing simple 
hand eye system w i th in Lisp environment. It 
a c t u a l l y provided us very convenient research 
environment for i n t e l l i g e n t robot ics. Af ter a 
system was in tegrated, we enjoyed COSMOS very 
much, updated i t , and accumulated new features of 
robot ics , year by year. We do not th ink that 
COSMOS c o n f i g u r a t i o n is the best s o l u t i o n . 
Rather, we consider that COSMOS r e f l e c t s our 
research history and future direction in computer 
executable form. 

IV. HAND EYE EXPERIMENT ON COSMOS 

This chapter introduces one example of hand 
eye experiment which is performed on C0SM0S.[13] 
The experiment is on rope handl ing, which is a 
d i f f i c u l t task to do without v i sua l feedback, 
because a f l ex ib le rope cannot hold a wel l defined 
shape. 

As explained e a r l i e r , f u l l COSMOS is a 
toolbox which covers a l l our robotics software. It 
is r e a l l y convenient, but sometimes i t is heavy 
for a pa r t i cu l a r experiment. In order to improve 
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run time efficiency, COSMOS software is rearranged 
and tuned for the rope handling experiment. The 
tuned system consists of Top Level Lisp, Vis ion 
subsys tem, Arm subsys tem, and Hand Eye 
Ca l ib ra t ion . Vis ion subsystem invo lves three 
modules; EYE, WATCH, and STEREO. 

Top Level Lisp: Top l e v e l Lisp al lows us 
i n te rac t i ve hand eye programming. Command sets 
are tuned for t h i s experiment. Robot Language 
AL/L is not employed. Instead, adequate arm 
commands which d i rect ly manages arm control system 
are b u i l t in . A l l the fol lowing vision modules can 
be invoked by Lisp commands. 

EYE: This module provides low leve l vision 
p r im i t i ves , such as image operators, feature 
e x t r a c t e r s , l o g i c ope ra to rs , and d i s p l a y 
functions. Usually, vision functions are applied 
on the window area of 64X64 p i x e l s . This module 
is used for rough, global analysis of a scene. 

WATCH: In order to perform f ine l oca l 
analysis e f f i c i e n t l y , scan- l ine based image 
processing is employed. When we use l inear scan, 
the pos i t i on , d i r ec t i on , and length of the scan-
l ine are control led. When we use circular scan, 
the center and diameter of scan c i r c l e are 
con t ro l l ed . Zero crossing operator along those 
scan extracts precise edge point on the scan l ine. 
This module provides a simple and ef f ic ient visual 
recognition for feedback. 

STEREO: In order to obtain stereo image, we 
attached mirror adapter onto TV camera. It 
composes binocular image onto s ing le TV frame. 
Left ha l f of the frame corresponds to l e f t eye 
image, and r ight half of the frame corresponds to 
r i g h t eye image. Both images are analysed 
separatedly, and the coordinates of corresponding 
points on both images are calculated. Then, three 
dimensional position of the point is calculated by 
the pr inciple of tr iangulat ion. 

Hand Eye Ca l ib ra t i on : In order to mate 
manipulator system with vision system together, we 
must know precise numerical relationship between 
the two coordinate systems. It is cal led hand-eye 
c a l i b r a t i o n . This module ca lcu la tes precise 
trnsformation matrix between the two coordinates 
by means of vision f a c i l i t y automatically. 

The experiment includes a task of rope-into-
r ing and ty ing a knot around the r ing . The 
scenario is as fo l l ows . At f i r s t , robot f inds a 
rope by vision and grasps i t . Next, robot finds a 
r i n g and puts the rope i n t o r i n g by v i s u a l 
feedback. Then, robot release the rope, regrasps 
the rope from opposite side of the r ing, and pu l l 
the rope out. F i n a l l y robot t i es a knot around 
the r i ng . Figure 3 shows f low diagram of the 
experiment. The block number in c i rc le indicates 
v i s ion processing, whi le the block number in 
square indicates manipulat ion. The experiment 
i t s e l f w i l l be shown by movie. 
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v. VISION SYSTEM WITH MULTIPLE ATTENTIONS 

The use of v i s u a l m o n i t o r i n g , v i s u a l 
feedback, and visual ver i f ica t ion is necessary in 
execution phase of action plan. They accomplish 
various interaction between vision and action in 
rea l time. In most cases, above mentioned v is ion 
program can be constructed so as to focus i t s 
a t t e n t i o n onto l o c a l reg ions in which the 
existence of key features are expected. Usually, 
points of attention should be mul t ip le, although 
processing for each a t ten t ion is simple. As the 
processing time of such visual interaction is very 
c r i t i c a l for rea l time use, those m u l t i p l e 
at tent ions must run in p a r a l l e l . In order to 
rea l i ze such kind of v i sua l i n te rac t ion in rea l 
t ime, we designed and implemented new v e r s a t i l e 
mu l t i window v i s ion processor. A rectangular 
l oca l region to be processed is re fer red to as a 

window. In our system, the loca t ion , shape, and 
reso lu t ion of each window can be independently 
control led by hardware. 

Figure 4 shows a block diagram of m u l t i 
window v i s i o n system. I t cons i s t s of one 
digi t izer/ t ransmit ter unit and a large number of 
window processing un i ts . D i g i t i z e r / t r a n s m i t t e r 
un i t converts NTSC composite co lor s ignal in to 
d i g i t a l video signals and broadcasts them onto the 
video bus. The s ignals on the video bus are R, G, 
B, and Y, each of which has 8 b i t s i n tens i t y 
scale. During the video scan, p i xe l address 
increments in video scanning rate within 320X240 
p i xe l area. In order to inform the current 
scanning pos i t i on , the hor izonta l and v e r t i c a l 
pixel address are also broadcasted onto the video 
bus. By observing the current pixel address, each 
window un i t picks up only the necessary data 
inside the designated window area, and stores them 
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in i t s window memory, which is processed by a 
microcomputer independently. 

The s ignal on the video bus is one way, and 
read only . So, a large number of window un i t can 
aqu i re the window data independent ly and 
simultaneously. In our current implementation, 
window memory has only 4 KB. It corresponds to 
64X64 p ixe ls if it is used as square window. 
Memory size is sma l l , however i t s usage is very 
f l ex ib le . F i r s t l y , the location of each window is 
c o n t r o l l a b l e . So, we can locate each window 
anywhere inside TV screen. Secondly, the aspect 
ra t io of each window is programmable. So, we can 
change window shape into square, rectangular, and 
l i nea r . Th i rd l y , spa t ia l data reso lu t i on , in 
another word, pixel sampling rate is variable. We 
can read every p ixe l data, one p i xe l data from 
every 2X2 neighbors, from every 4X4 neighbors, or 
from every 8X8 ne ighbors . If we use low 
reso lu t ion mode, we can obtain rough data over 
large window area. If we need precise data, we 
use high reso lu t ion mode for small window area. 
F ina l ly , we have four kinds of input signals such 
as red, green, b lue, and br ightness. We can 
choose one signal from the four. 

The prototype model has sixteen windows. 
Four window memories are processed by s ing le 
Motorola 68000. And four such processor uni ts 
are connected to host computer. Image processing 
programs which run on window processor are 
wr i t t en in C. They are compatible to v i s ion 
primit ives module of COSMOS. Host machine is also 
Motorola 68000, on which Lisp in te rp re te r runs. 
Thus, recogni t ion l e v e l program wr i t t en in Lisp 
controls individual window processing, fol lowing 
the same philosophy of COSMOS design. 

When we designed mult i window vision system, 
we expected to operate one window as one v isua l 
demon. Therefore, mu l t i window v is ion system 
provides very f l e x i b l e hardware for pandemonium 
models for visual recognition. We plan to control 
a large number of v i sua l demons in knowledge 
invoked way in order to explore sensor based 
environment model management system for robot. In 
such application, we need a large number of window 
hardwares. Therefore we attempted to develop 
s p e c i a l LSI . We have a l ready succeeded in 
developping LSI chip for window data acquisit ion. 
We are now developping large scale m u l t i window 
vision system by using that LSI. 

VI . CONCLUDING REMARKS 

Research on i n t e l l i g e n t robot was born in 
A r t i f i c i a l I n t e l l i g e n c e more than twenty years 
ago. However, after the development of early hand 
eye systems, very few efforts have been continued 
on system o r i e n t e d research of i n t e l l i g e n t 
machines that behave in rea l wor ld. The author 
believes that many key problems for i n te l l i gen t 
robot could not be solved without merging AI 
approach wi th robot ics . Therefore, in order to 
encourage AI community to pay more a t tent ions to 

i n t e l l i g e n t robot ics , several key points are 
discussed from the viewpoint of system oriented 
approach. Then, an attempt to bui ld a bridge that 
connects AI to robot ics is presented with an 
example of COSMOS experimental system. So far, we 
have concentrated our e f f o r t s onto bu i ld ing a 
L i s p programming e n v i r o n m e n t t h a t has 
manipulators, vision systems, robot language and 
other sensors. Using t h i s t o t a l system, we are 
going to explore a method to connect perception 
with action as i n t e l l i gen t l y as possible. 
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