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P res iden t Truman's famous remark — 
"The buck stops here" — was c l e a r l y 
c o r r e c t . I t ' s much less c l e a r where the 
buck stops when one of the elements (I 
almost wrote "people" ) in the chain o f 
r e s p o n s i b i l i t y i s an A l -p rogram. 

There are two broad quest ions to be 
asked. F i r s t , t o what ex ten t ( i f any) 
can the making of — and the r e s p o n s i ­
b i l i t y f o r — a g iven judgement or 
d e c i s i o n , or mis take,he a t t r i b u t e d to 
a_ computer-program? And second, supposing 
t h a t r e s p o n s i b i l i t y cannot be a t t r i b u t e d 
to a program, w i t h whom does it l i e ? Who 
is l e g a l l y respons ib le f o r what a program 
does? I t s user (person o r i n s t i t u t i o n , 
p r o f e s s i o n a l o r c l i e n t ) , i t s programmers 
( a l i v e or dead) , the domain-experts who 
p rov ided the knowledge-base . . . who? 

In the p a s t , the law has der ided 
the n o t i o n t h a t one might apply 
psycho log i ca l p red i ca tes to a machine. 
S i g n i f i c a n t l y , perhaps, t h i s d e r i s i o n 
has sometimes r e s u l t e d in a person 's 
escaping r e s p o n s i b i l i t y f o r a c l e a r l y 
d i shones t , and pr ima f a c i e i l l e g a l , a c t i o n . 
For example, on January 28th 1972, the 
London Times repo r ted a case in which the 
defendant was found no t g u i l t y on the 
grounds t h a t "machines cannot be dece i ved" . 
A m o t o r i s t had avoided pay ing a ca r -park 
f ee , by manual ly l i f t i n g the e x i t - b a r r i e r 
i ns tead o f p u t t i n g money in the ex i t -mach ine . 
His defense counsel sa id "The p l a i n t i f f 
has to be aware t h a t decept ion has 
taken p lace f o r t h i s case to be proved. 
I t i s imposs ib le to deceive a machine 
as i t has no mind and consequent ly 
cannot be aware of the decept ion as a 
car park a t t endan t m i g h t " . Th is argument 
was accepted by the Bench. In d i sm iss ing 
the case (and seven o ther s i m i l a r cases ) , 
the Chairman sa id "Someone has got to be 
deceived in a case l i k e t h i s , but 
here t h i s was no t s o . " The penny-p inch ing 
m o t o r i s t got o f f , because the mag is t ra tes 
r u l e d t h a t i t was i n p r i n c i p l e imposs ib le 
t o app ly psycho log i ca l ca tego r ies t o 
machines. 

But ca r -pa rk machines are d i f f e r e n t 
from power fu l computers, and l i f t i n g a 
sixpenny b a r r i e r i s d i f f e r e n t f rom 
g i v i n g a medical d i a g n o s i s , or a d v i z i n g 
where t o d r i l l f o r o i l . I s t h i s 
"no-nonsense" judgment of January 1972 
a u s e f u l precedent f o r the s o r t s o f 
l e g a l comp l i ca t i ons t h a t are l i k e l y t o 
a r i s e w i t h the i nc reas ing p u b l i c use 
of complex Al-systems? 

Hackers and laymen a l i k e c o n s t a n t l y 
r e f e r to programs — and a f o r t i o r i to 
Al-programs — in p s y c h o l o g i c a l te rms. 
We speak of t h e i r reason ing , judgments , 
evidence , knowledge, ignorance,and 
mis takes . We speak of what they are 
t r y i n g to do, and what p r i o r i t i e s are 
gu id ing t h e i r dec is ionss I s t h i s 
s imply s e n t i m e n t a l i t y , a s loppy way of 
speaking which can and should be avoided 
— above a l l , i n the law cour ts? I f i t i s 
n o t , i f people as a mat te r o f f a c t 
do not or cannot avo id us ing such terms 
i n c o n c e p t u a l i z i n g A l - sys tems , then 
what i m p l i c a t i o n s f o l l o w ? I f we are 
a l lowed to use some p s y c h o l o g i c a l words 
when d e s c r i b i n g A l -p rograms, why no t a l l ? 
If we use the language of knowledge and 
i n f e r e n c e , and even of c h o i c e , then 
why no t the language of purpose, e f f o r t 
— and even blame? 

These ques t ions are the focus of 
the f i r s t two speakers on the Pane l , 
Yor i ck Wi lks and Marshal W i l l i c k . The 
a s c r i p t i o n o f l e g a l r e s p o n s i b i l i t y 
a l ready v a r i e s depending on the " p e r s o n a l " 
ca tegory o f the p u t a t i v e o f f e n d e r : s t a t e s , 
companies, i n d i v i d u a l s , the sane, the 
i nsane , c h i l d r e n , p e t s , w i l d an ima ls , 
s e r v a n t s , and agen ts . What about 
computer programs? 

Cur ren t i n t u i t i o n s about t h i s ques t i on 
may seem absurd in a few y e a r s ' t i m e , 
when people are more used to A l - a p p l i c a t i o n s . 
Some of us may a l ready f e e l uneasy w i t h 
the judgment t h a t "Machines cannot be 
dece i ved " . I f one wishes to prevent 
people f rom w i l f u l l y feed ing f a l s e 
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i n f o r m a t i o n to a computer ised system should 
a person or i n s t i t u t i o n be found, or a 
l e g a l f i c t i o n i n v e n t e d , t o s u f f e r ( s i c ) 
the decept ion? Or should we be w i l l i n t j to 
g ran t t h a t machines can be dece ived , 
though maybe no t d isappo in ted? Sherry 
T u r k l e , in her recent book The Second 
S e l f , r epo r t s t h a t young c h i l d r e n 
growing up in t oday ' s compu te r -cu l tu re 
spontaneously asc r ibe c o g n i t i v e concepts 
(such as knowledge, i n t e l l i g e n c e , d e c i d i n g , 
and mistake) to computers. They a l s o use 
some cona t i ve concepts ( l i k e purpose, goal 
wan t i ng , t r y i n g , and f a i l i n g ) , a t l e a s t i n 
the con tex t o f p r o b l e m - s o l v i n g " on the 
computer 's p a r t . But they adamantly re fuse 
to use a f f e c t i v e concepts (such as f e e l i n g 
and emot ion ) , and they a l so j i b a t such 
m o t i v a t i o n a l concepts as c a r i n g , and the 
l i k e . Indeed, the c h i l d ' s concept o f 
what i t i s t o b e " a l i v e " i s apparen t l y 
chang ing, so t h a t a f f e c t i v e and cona t i ve 
concepts are s t ressed at the expense of 
"mere" c o g n i t i o n . Does t h i s imply t h a t the 
l i t i g a n t s o f tomorrow w i l l a l l ow t h a t 
computers can make m is takes , but cannot 
t r u l y have i n t e n t i o n s ? 

Among the i n t e n t i o n s which human 
beings harbour — and not on ly in 
ca r -pa rks — are some which are c r i m i n a l . 
The t h i r d p a n e l i s t , Jay BloomBecker, 
d iscusses a range of examples taken from 
the c u r r e n t case- law on computer c r ime . 
He r e l a t e s these to some r e l a t i v e l y 
nove l i ssues t h a t may a r i s e , once 
" F i f t h Genera t ion" systems are a v a i l a b l e . 
When d e a l i n g w i t h programs capable of 
some degree of "autonomous" reason ing , 
bo th c r i m e - d e t e c t i o n and the a s c r i p t i o n 
o f r e s p o n s i b i l i t y are l i k e l y to be even 
more d i f f i c u l t than they are today. 

An enormous amount of l i t i g a t i o n , at 
l e a s t in the USA, concerns medica l i s sues . 
C l e a r l y , l e g a l problems w i l l a r i s e i n 
connect ion w i t h the use, and misuse, and 
even non-use, of medica l exper t systems. 
Var ious l o c i o f r e s p o n s i b i l i t y seem prima 
f a c i e to be p o s s i b l e : the doc to r who 
uses the system; the p a t i e n t who knows 
t h i s i s happening (caveat emptor?) ; the 
h o s p i t a l a d m i n i s t r a t i o n ; the programmer/s; 
the s p e c i a l i s t p h y s i c i a n who supp l i ed the 
r e l e v a n t d i a g n o s t i c o r p r e s c r i p t i v e 
r u l e s i n the f i r s t p l a c e ; the author o f 
the tex tbooks used. Many of these 
i n d i v i d u a l s may a l ready be dead. Bu t , 
as Norber t Wiener po in ted o u t , " o l d 
programs never d i e " ; cou ld a doc to r 
or h o s p i t a l be sued f o r r e l y i n g on an 
o l d o u t - o f - d a t e program? Could they be 
sued f o r no t us ing any program at a l l ? 
The f o u r t h P a n e l l i s t , Susan Nycum, 
cons iders some of the l e g a l problems 
l i k e l y t o dog a p p l i c a t i o n s o f A I i n the 
medica l domain. 

F i n a l l y , Bob Kowalski c o n t r i b u t e s 
some thoughts on how " l e g a l " expe r t 
systems might be used. His own work 
inc ludes the b u i l d i n g of a system which 
i nco rpo ra tes the B r i t i s h n a t i o n a l i t y 
laws (a prime l a t e - t w e n t i e t h - c e n t u r y 
example of Baroque a r t ) . What i m p l i c a ­
t i o n s , i f any, does t h i s p r o j e c t have f o r 
the i n d i v i d u a l and soc ie t y? Arguab ly , i t 
would be an improvement on c u r r e n t 
p r a c t i c e s to have n a t i o n a l i t y - d e c i s i o n s 
computer ized. For a program cannot be 
a f f e c t e d by ( T u r k l e ' s sub jec ts would say, 
i t does not care about) anyone's s k i n 
co lou r or physiognomy, or t h e i r manner o f 
dress or speech. And a rguab l y , the c l a r i t y 
of the programmed r u l e s might he lp make 
c l e a r any bas ic i n j u s t i c e s in the 
programmed laws themselves: to change 
the wor ld one has f i r s t t o understand i t . 
But where would r e s p o n s i b i l i t y l i e 
i f m i s c l a s s i f i c a t i o n occurred? Should 
Kowalski s t a r t sav ing h i s penn ies , i n 
a n t i c i p a t i o n o f h i s defense cos ts i n the 
l e g a l s u i t s o f the ' n i n e t i e s ? 

And what about the l e g a l i m p l i c a t i o n s 
o f o the r l e g a l o r q u a s i - l e g a l programs? 
I f a program search ing f o r precedents 
in case- law does not have a n a l o g i c a l 
reasoning power fu l enough to f i n d the 
r i g h t one, to whom cou ld the defendant 
complain? I f governmental and o the r 
i n s t i t u t i o n s fo rmu la te p o l i c i e s based 
on l e g a l " d e c i s i o n s " made by in-house 
programs, who is to know, who is to c a r e , 
and what can be done? 

The panel promises many q u e s t i o n s . 
As f o r answers, those are more e l u s i v e . 
But s ince the P a n e l l i s t s i nc lude both 
s p e c i a l i s t A I - p r a c t i t i o n e r s and p r o f e s s ­
i o n a l a t t o rneys who have a l ready concerned 
themselves w i t h these quest ions,we can 
expect a l i v e l y and in formed d i s c u s s i o n . 


