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Abstract 

Traditional algorithms for prime implicate genera­
tion [Quine, 1952; McCluskey, 1956; Tison, 1967; 
Kean and Tsiknis, 1990; de Kleer, 1992] require 
the input formulas to be first transformed into a 
CNF formula. This process, however, requires ex-
ponential time in the worst case and can result in 
an exponential blow up of the input size. Such 
cases occur frequently when the problem domains 
are best characterized by some DNF formulas. In 
this paper, we study a new algorithm which allows 
a more general input: a conjunction of DNF formu­
las. We wil l present empirical results comparing the 
new algorithm with some existing implementations, 
and discuss how it can be used in a propositional 
abductive reasoning system. 

1 Introduction 

In the early 1950's, when researchers were studying various 
ways of minimizing boolean circuits, they discovered that the 
notion of prime implicant played an important role [Quine, 
19521. In particular, it was shown that the sum of prod­
ucts minimization of boolean circuits wil l consist of only the 
prime implicants of the propositional description of the cir­
cuit. Subsequently, many algorithms were proposed for the 
purpose of prime implicant generation [McCluskey, 1965; 
Slagle et al., 1970; Tison, 1967]. 

Recently, in an attempt to generalize the ATMS, it was re­
alized that the dual notion, prime implicate, subsumes the 
concept of labels calculated by an ATMS. This has lead 
to the study of Clause Management Systems (CMS) [Re-
iter and de Kleer, 1987] which essentially accepts a set of 
propositional clauses and outputs the corresponding set of 
prime implicates. Similar to an ATMS, the applications 
for a CMS include diagnosis [de Kleer and Williams, 1987; 
Reiter, 1987], qualitative physics [Forbus, 1990] and non­
monotonic reasoning [McCarthy, 1980; Reiter, 1980]. 

In this paper, we present a new algorithm for computing 
the prime implicates (hence, the prime implicants for the dual 
problem) based on a operation described in the next section. 
The major differences between this algorithm and the existing 
prime implicate generation algorithms are 1. it was originally 
motivated entirely from the order-theoretic point of view; and 
2. it allows input in a more general form: a conjunction of 

DNF formulas. 
The latter is especially important for problem solving be­

cause the existing algorithms can only accept as input a single 
CNF formula (or a single DNF formula as in [Slagle et al, 
1970]) which is a special case of conjunction of DNF formu­
las. These algorithms are needlessly expensive for problems 
that are naturally encoded by a conjunction of some com­
plex DNF formulas, because these DNF formulas need to be 
transformed into their CNF equivalence first. This additional 
step is very expensive computationally and can lead to an 
exponential increase in the input size. On the other hand, 
our new algorithm does not suffer from this shortcoming and 
we will present empirical results to demonstrate its superior 
performance. Furthermore, we wil l describe an application in 
abductive reasoning to show how its generality can be useful 
to problem solving. 

Our new algorithm for prime implicate generation is based on 
order theory. In this section, we introduce the basic definitions 

1 Our definition of prime implicate/implicant is slightly more gen­
eral than the definition used by some other authors. In particular, 
we allow clauses that contain complementary literals to be prime. 
However, one can easily derive one set from the other. 
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Table 1: An example of executing the operation 

The second example is Kean and Tsiknis's propositional en­
coding of a familiar diagnosis problem; the 5-gate adder cir­
cuit (see [Kean and Tsiknis, 1992]). 

The GEN-PI and the CLTMS algorithms are both implemented 
in Common Lisp and run on a Sun 4/490 machine. On the 
other hand, the IPIA algorithm is implemented in Quintus 
Prolog running on a Sun Sparc-1 machine.4 The results of the 
comparison are listed in Table 2 where all liming information 
are in seconds and PI# is the number of non-tautological prime 
implicates. 

2The latter algorithm is also called IPIA in the actual paper. We 
use CLTMS here to avoid confusion. 

3Both examples were originally proposed by Alex Kean in a series 
of e-mail correspondences between Alex Kean, Johan de Kleer and 
the author. 

4The timing information of the IPIA program was provided by 
Alex Kean. 

Table 2: Comparison of three PI generation algorithms 

Note that the CLTMS algorithm is sensitive to the input order 
of the clauses. This is reflected by the two-value entries for the 

and examples. In both the examples, input 
of the Horn clauses are given in lexicographical order 
based on the two indices of s. The two values represent the 
times needed depending on how we prioritize the two indices. 

From the results of the comparison, we can conclude that 
if the input is already in a CNF, the GEN-PI algorithm wil l 
perform as efficiently as, or better than, some of the existing 
prime implicate generation systems. In the following, we 
show that the GEN-PI algorithm wil l greatly outperform the 
existing algorithms if the input is in a more general form. 

6 The generality of the GEN-PI a lgor i thm 

As already emphasized earlier in this paper, the GEN-PI algo­
rithm naturally allows input formula to be a conjunction of 
DNF formulas. Therefore, an obvious advantage to this new 
algorithm is its flexibility in terms of what it can take as input, 
i.e. a set of DNF formulas instead of just a set of disjunctive 
clauses. Although a set of DNF formulas can be converted 
to a single CNF formula by converting each DNF formula 
to an equivalent CNF formula. We wil l show in the follow­
ing, however, that such a conversion is computationally very 
expensive. 

Since the conversion of a DNF formula to a CNF formula 
is computationally equivalent to the process of covcrting a 
CNF formula to a DNF formula (modulo a linear term), it 
suffices to demonstrate a particular CNF formula of length 
O(n) such that any of its DNF equivalence is necessary of 
length exponential in n. Let us consider the DNF formula: 

where each 
is a distinct propositional symbol. It can be shown that: 

Theorem 9 Any DNF formula equivalent to the propositional 
formula f has at least 2n conjuncts. 

Hence, the problem of converting a CNF formula to an equiv­
alent DNF formula (or vice versa) is a provably intractable 
problem. 

Examples: The following shows some instances where DNF 
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Figure 1: A "black-box" circuit 

The above results and examples tell us that the existing 
prime implicate generation algorithms are very inefficient be­
cause they need to perform the additional expensive oper­
ation of converting every DNF formula to a CNF formula 
if the input contains some DNF formulas. Such conversion 
also entails the possibility of enormous growth in the input 
size to the algorithms. Note that such additional process­
ing cost is not hidden in the GEN-PI algorithm. In particular, 
the algorithm treats each DNF formula as a single input with 
computational complexity determines roughly by the size of 
output. For instance, consider the following set of clauses 
(generalization of the example in Section 3) which produces 
only 2 non-tautological prime implicates, A1 and A2: 

Feeding it to the prime implicate generation algorithms, we 
obtain the run times listed in Table 3. It is clear that GEN-
PI is the only reasonable algorithm for computing the prime 
implicates with such input even with reasonably small size. 
The poor performance of the other algorithms is due to their 
additional costs in converting the final input clause into 2n 

disjunctive clauses and processing the exponentially larger 
input. 

A point which we have not addressed so far is the seemingly 
workable solution of encoding a DNF formula as a linear size 
CNF formula by introducing new literals. For instance, any 
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5Of course, a DNF formula or a CNF formula would suffice, but 
disjunction of CNF formulas allows a greater flexibility and better 
efficiency in encoding a formula (see previous section). 

these algorithms, while it greatly outperforms them when the 
input contains some DNF formulas. 

The usefulness of the GEN-PI algorithm is further demon­
strated by its application in generating explanations for com­
plex formulas in a propositional abductive reasoning system. 
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8 C o n c l u s i o n 

Traditional algorithms for prime implicate generation can only 
accept a CNF formula as their input. For problems that are 
naturally encoded by a conjunction of some DNF formulas, 
these algorithms can be needlessly expensive. This is because 
the transformation of the input formulas into their CNF equiv­
alence is a very expensive process and can result in a dramatic 
explosion of the input size. 

In this paper, we studied a more general algorithm GEN-PI 
for prime implicate generation. The algorithm is based on a 

operation originally inspired by the order-theoretic study 
of the extended ATMS [Gunter et al., 1991]. It is superior to 
the existing approaches in that it allows a larger class of input 
formulas, namely, any conjunction of DNF formulas. 

We also presented empirical comparisons between the GEN-
PI algorithm and two existing implementations that are mainly 
based on the generalized consensus theory iTison, 1967]. In 
the more restrictive case of a CNF formula, the results show 
that the GEN-PI algorithm performs at least as efficiently as 


