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Abst rac t 
We invest igate two real izat ions of paral lel ab-
duct ive reasoning systems using the model 
generat ion theorem prover M G T P . The f irst 
one, called the M G T P + M G T P method , is 
a co-operat ive problem-solv ing archi tecture in 
wh ich model generat ion and consistency check­
ing communicate w i t h each other. There , par­
al lel ism is explo i ted by checking consistencies 
in paral le l . However, since th is system con­
sists of two dif ferent components, the possibi l i ­
ties for paral le l izat ion are l im i t ed . In contrast , 
the other me thod , called the Skip m e t h o d , does 
not separate the inference engine f r om consis­
tency checking, bu t realizes bo th funct ions in 
on ly one M G T P that is used as a generate-
and-test mechanism. In th is me thod , mu l t i p le 
models can be kept in d is t r ibu ted memories, 
thus a great amount of paral le l ism can be ob­
ta ined. We also a t t emp t the upside-down meta-
in te rp re ta t ion approach for abduc t ion , in which 
top-down reasoning is s imulated by a b o t t o m -
up reasoner. 

1 In t roduc t i on 
A b d u c t i o n , an inference to exp lana t ion , has recently 
been recognized as a very i m p o r t a n t f o rm of reasoning for 
various A I problems tha t deal w i t h commonsense knowl ­
edge as wel l as scientif ic and engineering knowledge. For 
example, in diagnosis, p lan recogni t ion and design, when 
we observe the behavior of a system, we want to ident i fy 
the hypotheses t ha t can expla in the observat ion. A lso, 
in na tu ra l language unders tanding, sophist icated user i n ­
terfaces and communica t ion among inte l l igent agents, i t 
is recognized tha t an exp lanatory capab i l i t y may play a 
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crucia l role [Charn iak and M c D e r m o t t , 1985]. One of the 
most popular formal izat ions o f abduc t ion in AI defines 
an explanation as a set of hypotheses t ha t , if combined 
w i t h the background theory, logical ly entai ls the given 
observed formula . Th i s deductive-nomological v iew of 
abduct ion has enabled abduct ion to be imp lemented us­
ing deduct ion, in par t icu lar w i t h resolut ion-based proof 
procedures. A long this l ine, there have been a number 
of resolution-based abduct ive systems [Pople, 1973; Cox 
and P ie t rzykowsk i , 1986; Poole et a/., 1987; St ickel , 1989; 
Demolombe and Farinas, 1991; Inoue, 1992]. 

Thus , we can expect t ha t studies on au tomated ab­
duc t ion may f i l l the gap between t rad i t i ona l , fast de­
duct ive techniques and more advanced, A l -o r ien ted corn­
monsense reasoning. F rom the v iewpo in t of au tomated 
deduct ion and theorem prov ing , however, au tomated ab­
duc t ion is a hard and chal lenging prob lem. Th i s is be­
cause: 

1. Abduc t i on is not a proof - f ind ing p rob lem bu t a 
consequence-finding prob lem (see [ inoue, 1992]). 

2. Usual ly, each abduct ive exp lanat ion is required to 
be consistent w i t h the background theory. W h i l e 
consistency checking is expensive (undecidable in 
general), i t is essential for some pract ica l appl ica­
t ions of abduct ion (design problems, for example) , 
since we are interested in systems tha t can reject 
inconsistent theories to obta in acceptable theories. 

In th is paper, we propose several techniques for imple­
ment ing abduc t ion tha t use fast deduct ive techniques to 
realize fast abduct ive systems. In par t icu lar : 

1. We provide new imp lementa t ion methods for abduc­
t ion using model generat ion theorem provers such 
as those in [Manthey and B ry , 1988; F u j i t a and 
Hasegawa, 199 l ] . Instead of f ind ing some logical 
consequences of the given axioms, our methods gen­
erate some models of such formulas. 

2. These methods are implemented in para l le l on a 
paral le l inference machine. Para l le l izat ion is an i m ­
por tan t source for real izing faster abduc t ion . 

3. Top-down, goal i n fo rmat ion is incorpora ted in these 
bo t t om-up procedures. Th is is an extension of the 
Mag ic Set method for deduct ive databases [Banci l -
hon et a/., 1986; Bry , 1990] to deal w i t h abduc t ion . 
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We use the paral le l model generat ion theorem prover 
M G T P [Fu j i ta and Hasegawa, 1991] t ha t is imp lemented 
in the paral le l logic p rog ramming language K L 1 [Ueda 
and Ch ikayama, 1990]. Since the M G T P can be used for 
bo th test ing the (un)sat is f iab i l i ty of an ax iom set and 
generat ing the m i n i m a l models of a range-restr icted ax­
i om set, every func t ion necessary for abduc t ion can be 
realized on i t . To th is end, we show two di f ferent program 
t rans fo rmat ion methods each of wh ich converts an ab-
duct ive p rob lem in to a model generat ion p rob lem. T h e 
basic idea beh ind such a t rans format ion has also been 
employed to compute stable models [Gelfond and Lifs-
ch i tz , 1988] of general and extended (d is junct ive) logic 
programs in [ inoue et a l , 1992a]. 

T h i s paper is organized as fol lows. In Sections 2 and 3, 
abduc t ion and the M G T P prover are summar ized. Sec­
t ion 4 presents two real izat ions of paral le l abduct ive sys­
tems using the M G T P . In Section 5, we evaluate these 
systems by app ly ing them to a logic c i rcu i t design prob­
lem. Some extension of the presented abduc t ive systems 
and related work are discussed in Section 6. 

2 A b d u c t i o n 

T h e def in i t ion of abduct ion we consider here is s imi lar 
to tha t proposed in [Poole et a l . , 1987]. An abductive 
f ramework is a pair w h e r e i s a set of formulas 
( the background theory) and T is a set of l i terals ( the 
hypotheses or abducibles). Let G be a closed fo rmu la ( the 
goal). A set E of g round instances of T is an explanat ion 
of G f r o m if 

An exp lanat ion of G is m i n i m a l i f no proper subset E' 
of E is an exp lanat ion of G. 

T h e compu ta t i on of explanat ions of G f r om can 
be seen as an extension of proof- t in d ing by i n t roduc ing 
a set of hypotheses f rom V tha t , if they could be proved 
by preserving the consistency of the augmented theo-
ries, wou ld complete the proof of G. A l te rna t i ve ly , ab­
duc t ion can be characterized by a consequence-f inding 
prob lem [Inoue, 1992], in which some l i terals are al lowed 
to be hypothesized (or skipped) instead of being proved, 
so tha t new theorems consist ing of only those skipped 
l i terals are der ived at the end of deduct ions instead of 
jus t der iv ing the empty clause. In th is sense, abduc­
t ion can be implemented by an extension of a top-down, 
backward-chain ing theorem-prov ing procedure. For ex­
ample, Theor is t [Poole et al . , 1987] and SOL-reso lu t ion 
[Inoue, 1992] are extensions of the Mode l E l im ina t i on 
theorem prov ing procedure [Loveland, 1978]. 

However, there is no th ing to prevent us f r om using a 
b o t t o m - u p procedure to implement abduc t ion . In fact , 
we have developed an abduct ive reasoning system called 
A P R I C O T / 0 [Ohta and Inoue, 1990], wh ich consists of a 
forward-cha in ing inference engine and an A T M S [Reiter 
and de Kleer , 1987]. The A T M S is used to keep t rack of 
the results of inference in order to avoid bo th repeated 
proofs of subgoals and dupl icate proofs on di f ferent hy­
potheses der iv ing the same subgoals. 

Thus , the two reasoning archi tectures, top -down and 
bo t t om-up , are complementary, yet b o t h have mer i ts 
and demeri ts for comput ing abduct ion . As Inoue [1992] 
po in ted out , SOL-resolut ion is direct in the sense tha t 
i t is bo th sensitive to the given goal clause and re­
st r ic ted to searching only those formulas consist ing of 
candidate hypotheses only. However, top -down reason­
ing may result in redundant proofs of subgoals. On the 
other hand, bo t t om-up reasoning el iminates redundancy, 
whi le i t may prove subgoals unrelated to the proo f of the 
given goal. 

These facts suggest tha t i t is promis ing to s imula te 
top-down reasoning using a bo t tom-up reasoner, or to 
ut i l ize cached results in top-down reasoning. T h e former 
s imulat ion has been proposed for def ini te H o r n databases 
as the Magic Set [Banci lhon et a/., 1986] or upside-down 
meta- in terpreta t ion [Bry, 1990] methods. As Stickel 
[1991] argues, this approach is bet ter for abduc t ion than 
the s imulat ion of bo t t om-up reasoning by a top -down 
reasoner. Th is is because caching is more compl icated 
and less effective for abduct ion since the search space 
for abduct ion is larger than tha t for deduct ion . There­
fore, [Stickel, 1991] a t tempts the upside-down meta-
in terpre ta t ion approach for abduct ion for H o r n and non-
Horn clauses. Wh i l e Stickel does not consider the consis­
tency of abduct ive explanat ions in his procedure, his ap­
proach has been extended to abduct ion for Ho rn clauses 
by incorporat ing consistency checking for a para l le l ver­
sion of A P R I C O T / 0 in [Ohta and Inoue, 1992]. 

3 MGTP 
Th is section out l ines the model generat ion theorem 
prover M G T P [Fu j i ta and Hasegawa, 1991; Inoue et 
al. , 1992a] on wh ich our paral le l abduct ive systems are 
based. The M G T P is a paral lel and refined version of 
S A T C H M O [Manthey and Bry , 1988], wh ich is a b o t t o m -
up model generat ion theorem prover tha t uses hyperres-
o lu t ion and case-spl i t t ing on non-uni t der ived clauses. 

Each clause in an ax iom set i npu t to the M G T P is 
expressed in the fo rm: 
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1We have also developed several parallel abductive sys-
terns using the M G T P other than the two described in this 
paper. See [Inoue et al., 1992b]. 
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4.2 Skip 
No matter how good the M G T P + M G T P method might 
be, the system consists of two different components. The 
possibilities for parallelization therefore remain limited. 
In contrast, the Skip method does not separate the in­
ference engine from consistency checking, but realizes 
both functions in only one MGTP. In this method, the 
MGTP is used not only as an inference engine but also 
as a "generate-and-test" mechanism so that consistency 
checking is automatically performed. We can utilize 
the capability supplied by the MGTP to extend and re­
ject model candidates. Therefore, multiple model can­
didates can be kept in distributed memories instead of 
keeping a single, global model candidate M as in the 
M G T P + M G T P method. Thus, a great amount of OR-
parallelism induced by case-splitting can be obtained. 

2Note that transformation (2) is similar to the method 
proposed by Stickel [1991], except that we additionally con­
sider the function cc for consistency checking. 
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Let G = Sneeze( Tom) be the observation. Using the 
MGTP, two minimal models containing G are obtained 
from as: 

By extracting the abducibles from M\ and M2, we can 
get the two explanations of and 

4.3 U p s i d e - D o w n M e t a I n t e r p r e t a t i o n for 
A b d u c t i o n 

As discussed in Section 2, bottom-up abductive systems 
can enhance their efficiency by incorporating the goal in-
formation and by simulating top-down reasoning. Here, 
we present two program transformation methods based 
on upside-down meta-interpretation (UDM) approaches 
defined by [Bry, 1990; Stickel, 1991]. We first apply such 
a UDM transformation to the input clauses generat­
ing then further transform by using a trans­
formation for the M G T P + M G T P method or the Skip 
method defined in previous subsections. 

The first transformation, called the simple UDM 
transformation, transforms each definite clause of in 
the form: 

(6) 

into the clauses: 

In this method, the MGTP operations are applied for 
clause (6) only when goal(C) is present. Further, 
goal(C) invokes the subgoals of (6) by deriving every 
goal(A i). Thus, top-down reasoning is simulated in a 
breadth-first manner. 

For each negative clause we can 
apply the above transformation used for definite clauses. 
Then, since the consequent of a negative clause is empty, 
we supply goal(A i) for every A i. This means that 
any subgoal in every negative clause is evaluated. How­
ever, as Ohta and Inoue [1992] pointed out, many nega­
tive clauses are irrelevant to finding explanations of the 
given goal from the abductive framework in general. If 
we evaluate all the subgoals in all negative clauses, the 
UDM method cannot achieve speedups compared with 
non-controlled bottom-up abduction. To overcome this 
difficulty, we restrict the evaluation of negative clauses to 
those clauses relevant to the goal by using the abstracted 
dependency analyzer [Ohta and Inoue, 1992] that ana­
lyzes logical dependencies between the goal and negative 
clauses at the abstract (e.g., predicate symbol) level. 

The second transformation, called the left-to-right 
UDM transformation, simulates top-down reasoning in 
such a way that for clause (6) each subgoal goal(A i+i) 

is invoked only after the previ­
ous subgoals goa l (A \ ) , . . . ,goa l (A i ) have been solved. 
Thus, this method simulates ordered-linear resolution in 
a depth-first manner. In this method, each clause of 

5 Evaluat ion 

This section presents an evaluation of two abductive sys­
tems, the M G T P + M G T P method and the Skip method, 
by applying them to a design problem. The problem is to 
design a logic circuit that calculates the greatest common 
divisor (GCD) of two integers expressed in eight bits by 
using the Euclidean algorithm [Maruyama et a/., 1988]. 
The solutions are those circuits satisfying the given con­
straints on the basic cell count and delay time (the area-
time l imit) . There are several kinds of knowledge on the 
design of circuits (about 120 clauses): datapath design 
knowledge (i.e., how to construct a GCD circuit by com­
bining components) at the top level, component design 
knowledge (e.g., a subtractor can be constructed from 
the combination of a one's complement circuit and an 
adder) at the next level, and technology mapping rules 
(e.g., an adder can be constructed from a series of some 
CMOS standard cells) at the low level. The problem can 
be represented as abduction, in which we assume that 
some combination of components may satisfy all con­
straints. Thus, if hypotheses derive a contradiction wi th 
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Figure 3: Execut ion T i m e (Circuit: limit 500-60) 

Figure 4: Speedup Rat io (Circuit: limit 500-60) 

the background knowledge, we see tha t the sub-design 
violates some constra ints. 

Table 1 shows the exper imenta l result of two abduc-
t ive systems at r un t ime on the P I M / m paral le l infer­
ence machine developed at I C O T . The area-t ime l im i t s 
are set in three ways (300-40ns, 400-50ns and 500-60ns). 
In order to evaluate two U D M methods, we also solved 
a subprob lem ( the design of subtractors) of the ent i re 
p rob lem ( the design of G C D c i rcu i ts ) . 4 

As shown in the tab le, the run t ime for designing sub­
t ractors in each system is, as expected, much shorter 
than tha t for designing G C D c i rcu i ts , since the reason­
ing is d i rected to the given subgoal. However, for the 

4 In order to avoid possible combinatorial explosion caused 
by generating many redundant model candidates contain­
ing non-minimal explanations, we introduced some negative 
clauses that can be generated automatically by analysis in 
the Skip method. See [Inoue et o/., 1992b] for details. 

Skip method , the simple U M D t rans fo rmat ion works 
bet ter than the le f t - to- r ight U D M t rans fo rmat ion , i nd i ­
ca t ing tha t the le f t - to- r ight s imu la t ion of top -down rea­
soning increases the sequential processing more t han the 
breadth- f i rs t manner. 

F igure 3 shows the run t ime graph for the design of 
G C D c i rcu i ts w i t h a 500-60ns l i m i t , wh ich is ob ta ined 
by vary ing the number of available processor elements 
(PEs) between 1 and 64 on P I M / m . F igure 4 displays 
the speedup ra t io for the same prob lem when runn ing 
two abduct ive systems. A l l reasoning tasks spl i t w i t h 
d is junct ions are automat ica l l y al located to the avai lable 
number of processors. As shown in these f igures, the 
Skip method provides bet ter paral le l ism as wel l as faster 
abduct ive reasoning than the M G T P + M G T P method . 

6 F ina l Remarks 
We have presented several new program t rans fo rmat ion 
techniques for fast, paral le l and b o t t o m - u p abduc t ion . 
F i rs t , we have converted the H o r n abduct ive prob lem 
w i t h consistency checking in to model generat ion prob­
lems in two ways. Second, we have appl ied the two 
k inds of upside-down meta- in te rpre ta t ion t ransforma­
t ions to abduct ion to incorporate top -down in fo rma t ion . 
A l t h o u g h we need to fu r ther invest igate how to avoid 
possible combinator ia l explosion in const ruc t ing model 
candidates for the Skip me thod , we conjecture tha t the 
Skip method w i l l be the most promis ing f rom the view­
po in t o f O i l -pa ra l le l i sm. 

For related work on comput ing abduc t ion using 
a model generat ion theorem prover, Denecker and 
De Schreye [1992] recent ly proposed a proo f procedure 
for object-level abduction defined in [Console et a/., 1991]. 
The i r abduc t ion does not consider the consistency of ex­
planat ions. B u t , in contrast to us, they compute the 
models of the on ly- i f par t of a completed program tha t 
is not range-restr icted in general even if the or ig inal def­
in i te clauses are range-restr icted. To th is end, they have 
to extend the model generat ion method by incorporat ing 
complex te rm rewr i t i ng techniques, whi le we can use the 
or ig ina l M G T P w i t hou t change in the Skip method. 

Wh i l e we restr icted the abduct ive f ramework ( £ , T) 
to a pair of Ho rn clauses and atomic abducibles, we can 
consider an extension of abduct ion which captures non­
monoton ic and defaul t reasoning. Then , another impor­
tan t advantage of the Skip method is tha t i t may eas­
i ly be combined w i t h negation as failure so tha t knowl ­
edge bases can contain bo th abducibles and negation-as-
fai lure formulas as in the f ramework of [Kakas and M a n -
carel la, 1990]. Th is extension of the abduct ive frame­
work by incorpora t ing negation as fai lure is formal ly dis­
cussed in [Inoue and Sakama, 1993]. 

F inal ly , efforts should be also devoted to invest igat­
ing extensions of bo t tom-up f i rst-order abduct ion to deal 
w i t h non range-restr icted, non-Horn clauses and l i te ra l 
abducibles, which can be dealt w i t h by a top-down ap­
proach l ike SOL-resolut ion [ inoue, 1992]. An example of 
bo t tom-up abduct ion for non-Horn clauses w i t h o u t con­
sistency checking can be found in [Stickel, 199 l ] , wh ich 
uses contraposit ives in the fo rm of def in i te clauses. Th i s 
technique may be incorporated for the M G T P + M G T P 
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method with consistency checking. One difficulty lies in 
the fact that, since the definite transformation using the 
meta predicate fact does not involve any case-splitting 
as is the case in the M G T P + M G T P method, it needs 
AND-parallelisin [Hasegawa et al., 1992] for speed-up. 
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