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A b s t r a c t 

The paper a t tempts to establish a basis upon 
which it could plausibly be said that knowl­
edge level models typ ical ly used in the devel­
opment of AT systems such as expert systems 
could have psychological impor t . Various mod­
el l ing methodologies are set out , and it is shown 
that these methodologies cannot supply psy­
chological explanat ions of expertise on the ba­
sis of ord inary realist assumptions about the 
m ind , since the knowledge level pr imit ives can-
not supply the r ight sort of l inks between tasks 
and AI methods. In contrast, an anti-real ist, 
in terpretat ive view of m ind is set out , and it is 
shown how AI model l ing methodologies could, 
in that context, be of psychological value. Fi-
nally, a short example gives some concrete ex­
pression to these ideas. 

1 I n t r o d u c t i o n 

A signif icant area of research in AI is the field of 
model-based approaches to knowledge engineering, the 
field of developing knowledge-based systems which, in 
some sense, depict the target domain of the system. 
Inf luent ia l examples of this sort of approach are the 
K A D S methodology [Wiel inga et al., 1992], the generic 
task methodology [Chandrasekaran, 1990], the problem-
solving method approach [Puerta et al., 1992], and the 
Components of Expert ise approach [Steels, 1992]. These 
approaches have a number of core assumptions in com­
mon. For example: 

1. Knowledge acquisit ion is not a process of transfer­
r ing knowledge f rom the expert to the machine. The 
task to be performed should, instead, be modelled 
at the knowledge level. 

2. Where possible, generic model l ing structures should 
be available, to faci l i tate reuse of (parts of) models. 

The question which we wish to address in this pa­
per is: Wha t is the relat ionship between the model l ing 
apparatus provided by approaches such as these, and a 
vocabulary suitable for psychological explanat ion of the 
expertise? Can it be the case tha t models developed un­
der the rubr ic of one of these approaches can play the 

dual role of the chief determinant of an implementat ion 
combined w i th a psychologically plausible descript ion of 
expertise? 

The conceptual separation of the model and the imple­
mentat ion means that there is, in all these approaches, 
a d ist inct ion to be made between the descr ipt ion of the 
task to be solved and the methods used to carry out that 
task. Wha t we wish to do in this paper is to examine 
the status of the knowledge level entit ies that are postu­
lated by the various approaches, in contrast to the lower, 
implementat ional apparatus that they provide, and t ry 
to sketch the requirements which have to hold if these 
model l ing views are correctly to be seen as descriptions 
of the experts ' problem-solving. 

If we define a task roughly as a classification of a prob­
lem, the di f f icul ty arises that a rich task vocabulary has 
grown up over the years, generally in non-knowledge en­
gineering contexts. These classifications are generally 
vague or underspecified, which leads to a trade-off be­
tween ease of classification of a problem, and the classi­
f ication of a problem's being of some help w i t h the im­
plementat ion of a system to solve that problem. Merely 
classifying a problem as an instance of a certain task 
does not, all things being equal, tel l you how actual ly to 
solve that problem. 

We might- say at the outset that we are tak ing rather 
a non-standard l ine. Standard claims for the psycho-
logical importance of the knowledge level entit ies postu­
lated by KBS development methodologies generally ar­
gue in terms of 'cognit ive emula t ion ' a straight 11 
mapping between expert system features and findings in 
cognitive research (e.g. [Slatter, 1987, p.58]). In this 
paper, we wi l l not a t tempt to defend such a close as­
sociation between the two fields; we shall explore some 
condit ions that make .some sort of association possible 
(and plausible). Our c laim is tha t , in knowledge level 
model l ing methodology development, it need not be the 
case that psychological explanatory power is lost when 
'psychological ' considerations are suppressed in favour of 
knowledge engineering considerations. 

2 A I M e t h o d s and T h e i r C o n s t r a i n t s 

The problem-solving method communi ty tends to ad­
dress this problem by producing a theory of tasks, the 
purpose of which is to constrain the number of methods 
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available for the performance of the tasks under scrutiny. 
Hence, conceptual iz ing a problem as open to solut ion by 
per forming such and such a task w i l l radical ly reduce the 
search space among possible methods. 

So, for example, the early work of Chandrasekaran on 
generic tasks [Chandrasekaran, 1983] associated control 
structures and forms of knowledge w i th each task (de­
fined w i t h an i n p u t / o u t p u t specif ication) — perhaps the 
strongest connection between the task and the method. 
Th is approach had a number of nice propert ies. The 
generic task methodology as or ig inal ly set out by Chan­
drasekaran had the effect of giving you the knowledge 
representation and control for free. The knowledge and 
its use (bo th in terms of its computat ional manipu la t ion , 
and its wider func t ion — the i n p u t / o u t p u t relat ion that 
in par t determined the content of the generic task) were 
both bundled together in to the generic task. Once each 
generic task was all ied to a special purpose knowledge 
representation language, the result was, in effect, a spe­
cial purpose shell. The generic tasks thus defined were 
nicely reusable, could be used to provide explanations, 
and were of great u t i l i t y for system development. 

On the other hand, the early work in K A D S made a 
conceptual separation of knowledge and implementat ion 
[Wiel inga et al, 1992]. However, the problem of assign­
ing methods to tasks was made simpler by the provision 
of a l ibrary of in terpretat ion models, a skeletal model 
at a high level of abstract ion, which could, sui tably in­
s tant ia ted, be used as a governing model over a num­
ber of domains. To be sure, these interpretat ion models 
were seen as tools which could be used to develop the 
conceptual models which are the products of the anal 
ysis phase of K A D S ; nevertheless, the existence of a l i ­
brary, sui tably taxonomized, had the agreeable effect of 
cu t t ing down the knowledge engineer's opt ions, which 
would then ameliorate the t ransi t ion f rom conceptual 
model to implementat ion s imply by its regimentat ion of 
the conceptual models that got produced. The amelio­
rat ion was fur ther enhanced by the insistence that the 
conceptual model (or at least the model of expertise) was 
a funct ional specif ication of the problem-solving part of 
the target system -- i.e. the model of expertise was 
not expl ic i t ly a cognit ive model of the expert , but was 
biased towards the intended funct ion of the target- sys­
tem. Hence the conceptual separation of the knowledge 
and the system design was never as great as it might 
have been. In this way, K A D S was able to go some way 
towards tack l ing what Chandrasekaran calls the inter­
act ion problem, the problem that the representation of 
knowledge should be related to its use. 

Nevertheless, that separation was there Chan­
drasekaran's early version of generic tasks and the K A D S 
methodology occupy opposite ends of a spectrum. The 
conceptual dual i ty characteristic of K A D S has been seen 
as having advantages and disadvantages. The chief ad­
vantage was the freedom the knowledge engineer was 
given to model the expertise; the disadvantage was the 
dual —- since the conceptual models were not executable 
(necessarily), implementat ion remained an extra step. 
However, the preferred methodological point of view of 
the K A D S pro ject was tha t the design step was struc­

ture preserving. Th is methodological s t ipu lat ion was re­
garded as unnecessarily str ict in some quarters (where 
the systems designer was to have max imal leeway to 
mangle the conceptual model in the cause of efficient 
implementat ion) , but had four clear advantages. First ly , 
the design step was rendered easier than , for example, 
s tar t ing f rom scratch. Secondly, the provision of knowl­
edge level explanations by the system would be thus fa­
c i l i ta ted. Th i rd ly , the conceptual model could be used to 
guide the use and deployment of knowledge acquisit ion 
tools ( this possibi l i ty was explored to a greater depth in 
the ACKnowledge project [Shadbolt and Wiel inga, 1990; 
van Heijst et a/., 1992; O 'Hara, 1993]). A n d fourth ly, 
the conceptual model could be used as a debugging aid 
— problems could be traced back to inconsistencies in 
the conceptual model . Hence even the K A D S project, 
at least on its preferred methodology, induced a fair ly 
strong connection between the knowledge level descrip­
t ion of the expertise, and the st ructure of the developed 
system. 

A similar story could be to ld for the other approaches 
in this f ield. If the early generic tasks of Chandrasekaran 
could be seen as 'black boxes', Steels' approach [Steels, 
1992] is to construct what he calls 'whi te boxes'. Here, 
applications are described at the knowledge level, but the 
knowledge level components have associated w i th them 
execution level objects. Hence, when the appl icat ion is 
being developed, the appl icat ion need only be specified 
at the knowledge level, while these decisions w i l l have 
repercussions at the lower levels via an interactive graph­
ical workbench. 

The latest view f rom Ohio on generic tasks sees them 
rather more as loose assemblages of methods, rather than 
as method-specifying. Task structure analysis [Chan­
drasekaran, 1990] redraws generic tasks as useful com­
binations of tasks, methods, and (recursively) subtasks. 
Tasks are seen as families of instances of a type of prob­
lem; methods are more or less abstract specifications of 
classes of objects and operators which can solve prob­
lems. On the basis of experience and research, methods 
can be associated w i th tasks. So, for example, deciding 
to perform a task w i th a part icular method wi l l to an 
extent at least dictate the subtask st ructure subtasks 
may be required to isolate the objects and operators that 
would be appropriate in the part icular context. 

As a final example, the problem-solving method view 
at the Knowledge Systems Laboratory at Stanford de­
veloped the fol lowing hierarchy of concepts. At the top 
there is the task; this is an act iv i ty in the real world 
( [Puerta et al., 1992] gives the examples of word pro­
cessing and job scheduling). Then there is the method, 
which is a 'procedure that implements an abstract model 
of problem solving and that is applicable to a class of 
tasks'. Below that is the subtask, identical to a task 
except in its occurrence in task decomposit ions, and fi­
nally there is the mechanism, which is a method which 
does not decompose a task into subtasks (i.e. it is at the 
bo t tom of the tree). The cr i ter ion by which a method 
becomes a mechanism is a purely inst rumental one: ' i f 
decomposing a method into subtasks does not provide 
corresponding mechanisms for each subtask that can be 
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easily reused, the method is not decomposed and it be­
comes a mechanism'. It is defined by three components: 
an i n p u t / o u t p u t declarat ion; a collection of data struc­
tures; and a control-f low configurat ion (there is also an 
associated interface specif ication, but that is not integral 
to the mechanism). Hence mechanisms are not unl ike the 
early version of generic tasks. Conf igur ing methods to 
solve tasks, at least as performed by P R O T E G E - I I , is 
done using a l ibrary of mechanisms. This l ibrary con­
tains mechanisms as basic elements, but indexes these 
mechanisms on the basis of their three components us­
ing tasks, domain ontologies and task models. Hence 
the l ibrary can provide indexing facil i t ies enabling the 
retr ieval of a group of candidate mechanisms for a par­
t icular task, while simultaneously helping to provide cri­
ter ia for the selection of a part icular mechanism from 
the suite available. 

3 Knowledge Level Model l ing 
Pr imi t ives and Their Constraints 

We can see a common strand in all these approaches. 
The knowledge engineer is to be given the opt ion at 
least of choosing some knowledge level pr imi t ive f rom 
a l ibrary, which in tu rn wi l l have impor tan t effects upon 
the implementat ional level. Hence the implementat ional 
detai l can be left to one side unt i l the knowledge analysis 
is done, and when the analysis is done, the result wi l l be 
a par t ia l specif ication of the nuts and bolts (there wi l l al­
ways be input to technical design f rom areas other than 
the knowledge level, of course; archi tectural issues, man­
agerial issues and various other non-funct ional issues wi l l 
all impinge on the technical design, so the specification 
wi l l only be par t ia l ) . Steels for one is prepared to claim 
tha t even non-programmers wi l l be able to put together 
some systems [Steels, 1992]. 

Now we can begin to address the question w i th which 
we began: how good a cognit ive model of the expert 
do we get when we put together this sort of knowledge 
level model for the purposes of KBS development? Are 
the model l ing pr imi t ives set out by these model l ing ap­
proaches general pr imi t ives for cognit ive descript ion, or 
are they idiosyncrat ic to each approach? Methods avail­
able in the approach are bound to affect choices to be 
made at the knowledge level. If some class of algori thms 
is unavailable to you at the lower level in some method­
ology, you are hardly likely to include a knowledge level 
specif ication of that class further up. Hence, we can 
agree that the abi l i ty to bui ld a system is greatly en-
hanced by a knowledge level model of the appropriate 
type, bu t this leaves the question as to the psychological 
significance of these models open. 

Certain ly, some of the approaches here do make strong 
claims for their psychological impor t . Chandrasekaran 
wishes to ground the generic tasks in fundamental cat­
egories. [Puerta et al. , 1992] notes that there is a lot 
of common ground between these methods, and is 'en-
couraged' by tha t fact: why be encouraged unless there 
is a genuine convergence on something substantial? The 
convergence is summed up by [Wiel inga et a/., 1992]: 

A l though terminology is different, a com­

mon view appears to emerge based on the idea 
that different types of knowledge const i tute the 
knowledge level and that these different types 
of knowledge play different roles in the reason­
ing process and have inherently different struc­
tu r ing principles. 

The idea seems increasingly tha t there is a knowledge 
level reality which is constituted by pr imi t ives such as are 
developed in the approaches under discussion. 

Is this idea sustainable? The problem in sustaining 
the idea stems f rom the requirement tha t the knowledge 
level models should constrain the lower level, implemen­
ta t iona l , possibil it ies it is not clear whether the locus 
of the posited knowledge level real i ty is in knowledge en­
gineering practice or in the competence of experts. Let 
us define some sort of generic vocabulary. Let us call a 
task a real world conceptual ization of a problem — tasks 
might include design or classification, construed inde­
pendently of any of the model l ing methodologies of the 
type we have discussed above. The idea is that this no­
t ion captures the requirements of the prior not ion of task, 
independent of AI methodologies. Let us call a method a 
conceptualization of a problem that renders its solut ion 
pract ical (e.g. some sort of implementat ion module) . F i ­
nally, let us call a Knowledge Level Pr im i t i ve ( K L P ) a 
technical te rm of an approach that a t tempts both to con­
ceptualize a problem in the real wor ld , and to constrain 
the methods appropr iate for that problem. Our question 
is: can KLPs give an account of tasks while simultane­
ously satisfying the requirement that they enable a suite 
of methods to be assembled to solve problems7 

Now we see the di f f icul ty we have in main ta in ing tha t 
KLPs can attach themselves f i rmly both to tasks and 
methods. A task can be done in an un l im i ted number of 
ways; all a task is is a means of referr ing to a problem in 
a general way. Typica l ly , cr i ter ia for cal l ing a problem an 
example of one task rather than another are various, and 
wi l l include social factors, contextual factors, historical 
factors (how similar problems have been solved before), 
and so on, as well as general i n p u t / o u t p u t constraints. 
When the question arises as to how to solve a problem 
computat ional ly , the problem wi l l st i l l have to be config­
ured into a structure of KLPs . Th is conf igurat ion may 
or may not depend on the problem's conceptual izat ion in 
terms of the task vocabulary. Suppose the conf igurat ion 
does not depend on the terms of the task vocabulary. 
Then it is hard to see tha t KLPs have anyth ing to say 
about tasks. 

Bu t equally it is di f f icul t to see how the configura­
t ion can depend on the terms of the task vocabulary. 
The KLPs abstract away f rom a large number of the is­
sues relevant to task ident i f icat ion, in order to be able to 
concentrate their fire on constraining the available meth­
ods Clancey has been alive to this po in t for some 
t ime [Clancey, 1985, p.313]. The results of the Sisyphus 
problem, and the different configurat ions thereof, make 
interest ing reading [Gaines, 1991]. The room al locat ion 
task (the benchmark of the Sisyphus experiments) can 
quite easily be read as the problem of apply ing a clas­
sify K L P to classify workers by the rooms they ought to 
have, or of apply ing an assembly K L P to assemble a se-
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ries of consistent hypotheses about where workers ought 
to go, for example. Doubtless there are many more ways 
of conceptual iz ing the or ig inal problem. The significance 
of this point should not be underest imated — there is a 
tenuous connection only between tasks and KLPs . 

On the other hand, in the downward direct ion, the 
connection between K L P s and methods is a very strong 
one indeed. Th is is how a KLP-approach can constrain 
methods. A K L P w i l l determine a class of methods tha t 
can be used — possibly a singleton class, but neverthe­
less a smal l class. The result of this is that KLPs can be 
indexed by the methods they legit imize — the content 
o f the K L P , what the K L P wi l l do, wi l l depend crucial ly 
on the methods under ly ing i t . It is not clear how any 
other consideration can possibly have a bearing on the 
content of the K L P . Suppose, for example, the K L P was 
par t ia l ly indexed by the tasks it was used to solve. Then , 
since a task can be solved by a number of methods, and 
a method can be used in the solut ion of a number of 
tasks, if the past experience of the use of a part icular 
K L P in the context of a part icular problem conceptual­
izat ion was to count for too much, the result may well be 
that the K L P wouldn ' t get used in different tasks where 
it might be efficacious (none of this is intended to entail 
that one should not take note of where and how a K L P 
has been successfully used, and therefore not learn f rom 
that experience). 

K A D S , perhaps, might be excepted f rom a number 
of these points, since it is the methodology which most 
enables the knowledge engineer to pursue an at tempt 
to describe and formalize a real-world task without be­
ing 'shackled7 by the K L P / m e t h o d ident i f icat ion. How­
ever, a l though it does allow a conceptual model to be 
constructed wi thout recourse to in terpretat ion models 
(which are but ' tools ' ) , the K A D S methodology shorn of 
in terpretat ion models is the K A D S methodology wi th-
out its most d ist inct ive aspect (not forget t ing the l ink 
between in terpretat ion models and the interact ion prob­
lem, as discussed above). 

In short: KLPs can be defined by the methods that 
they employ. Tasks cannot. 

4 An Al ternat ive View of Tasks and 
Methods 

We have at tempted to establish tha t someone who wishes 
to make st rong psychological claims for the knowledge 
level models she has developed in the course o the r KBS 
development w i l l be impaled on the horns of a d i lemma. 
The d i lemma for her is this: how strong a connection 
should there be between the psychological pr imit ives be­
ing used and the K L P s of her preferred problem-solving 
approach? The first horn of the d i lemma is that she 
claims tha t K L P s are psychological pr imi t ives, and, say, 
generic tasks or in terpretat ion models are, inter aha, ac­
tua l 'descr ipt ions' of psychological structures employed 
by and instant ia ted in the expert in problem-solving. 
The c la im here is that we actually solve problems in this 
way. Bu t we don ' t , for example, generally solve a design 
problem using exactly those methods Chandrasekaran 
sets out in his analysis of the generic task design [Chan-

drasekaran, 1990] — and even if we d id , there would st i l l 
be the possibi l i ty of a radically new way of designing be­
ing used in the future that would not be entailed by the 
generic task theory of design. The second horn of the 
d i lemma is that KLPs are not psychological pr imi t ives. 
So, say, the generic task design jus t cuts across the ex­
plananda of psychology — this is suggested by the pos­
sibil i t ies of reconfiguring problems in terms of different 
combinations of KLPs . Hence the explanandum — real 
world design is jus t in a different category f rom the 
loose collection of methods grouped together under the 
rubric of the generic task of the same name. So on the 
first horn of the d i lemma, the K L P is taken as a poten­
t ia l (and inadequate) definition of the task; in the second 
case, the K L P is taken as a model of a pre-exist ing struc­
ture, and its inevitable implementat ional bias renders it 
incapable of fu l f i l l ing that funct ion. 

How can this d i lemma be avoided? The key is to note 
that the d i lemma is premissed on the assumption tha t 
the explananda of psychology beliefs, desires, com­
plexes are determinate, genuine, real and independent 
of outside in terpretat ion. When a psychological theory is 
produced, the t r u t h or falsity of the theory can be 'read 
off ' the psychological structures that are empir ical ly de-
terminably there. Th is is not to say that there might not 
be problems in interpret ing the empir ical data of reac­
t ion t imes, etc.; but does mean tha t these problems are 
in principle at least surmountable. 

This psychological realism allows only two possible 
views of A I . The first view is that Al has no interesting 
psychological value Al may receive input f rom psy­
chology, but wi l l provide no output into psychology. If 
an AI system works i t works. I f i t doesn't i t doesn't, and 
there's an end on ' t , as Dr Johnson would say. This is 
a highly instrumental view that makes no psychological 
claims at al l . However, this view is a very unambit ious 
view we might say that it is unfor tunate to do all 
this model l ing of experts w i thou t get t ing any feedback 
into psychology at al l . We avoid the d i lemma sketched 
above, but at the cost of surrendering any independent 
interest for our expert models. This is the official K A D S 
line [Wiel inga et al., 1992, p . l l ] , but note the tension 
wi th the quote in section 3. 

The second view is a cognit ive realism that might 
claim that experts really do manipulate such things as 
knowledge sources and metaclasses, for example. Chan-
drasekaran makes analogous claims as hypotheses [Chan-
drasekaran, 1990, p.60], but we have at tempted to es­
tabl ish that these claims are implausible. The cognitive 
realist is impaled on our d i lemma. 

The alternative suggestion we wish to make for avoid­
ing the above d i lemma is to endorse a cognit ive anti-
rcahsm. Under this view, the explananda of psychology 
are no more nor less than by-products of the process of 
in terpretat ion that must take place in order for any so­
cial intercourse to f lourish, and therefore are functions 
part ly of the interpreters, or the environment, of the ob­
ject system. 

In the current context, we wish to c laim that the re­
alist has the wrong picture. The realist postulates three 
spaces: a task space, a K L P space and a method space 
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Figure 1: The Realist View of Tasks, KLPs and Methods 

(f ig.1), where a space is to be understood as objectively 
organized and indexed. KLPs work by being determi­
nate f i l ters on the method space. They then have psy­
chological significance if tasks are determinate filters on 
the K L P space. Our content ion is that tasks are abso­
lutely not determinate f i l ters on the K L P space. If a task 
space is to be posi ted, the result wi l l be the sort, of cat's 
cradle envisaged in fig.2. 

The anti-realist solut ion to the problem is to maintain 
that the task space, in this object ive sense, is il lusory. 
There are too many influences on the shape of a task 
for it to remain a coherent ent i ty in all circumstances; 
there is no simple, determinate structure for a task In 
Wi t tgenste in 's terminology, the not ion o f ' t a s k ' is a fam­
ily resemblance concept [Wi t tgenste in , 1953], i.e. every 
example of a par t icu lar task bears a strong connection 
to some other example of that task, but there is riot-
necessarily any condi t ion which wi l l determine the ex­
tension of the terms. Certa in ly one could concoct some 
huge dis junct ion to cover all the past examples, but even 
that w i l l not necessarily determine the status of any fu­
ture examples. Nevertheless — and we emphasise this 
— despite the lack of necessary and sufficient condit ions 
here, there is s tab i l i ty and uni ty here, and tha t stabi l i ty 
and un i ty is of v i ta l importance when it comes to the 
rel iabi l i ty of knowledge engineering practice. 

So the psychological significance of a K L P comes 
about as follows. If psychological phenomena are so­
cially constructed and funct ions of context, then one has 
to take notice of the context in which cognit ive models 
of the sort in question arise. Specifically, the reason that 
one wants a model of the expert in AI is that one wants 
to bui ld something that w i l l produce the same behaviour 
(there may be more constraints than this, of course; one 
may want something tha t w i l l , say, manipulate the same 
in format ion in produc ing tha t behaviour). In this con­
text , it jus t is the case tha t no psychological explanat ion 
could provide any more germane in format ion. The real-

Figure 2: The Danger of Assuming the Existence of a 
Task Space 

ist can agree w i th that , of course. We, however, wish to 
mainta in tha t , fur ther, there is no psychological expla­
nation whose context of evaluation is dist inguished or 
privi leged, and therefore no psychological explanat ion 
that can be seen as being the 'correct/ explanat ion. 

This anti-realist view leaves open the possibi l i ty of a 
sl iding scale of psychological significance. At one end, 
there is the significance a model would have if it allowed 
a s imulat ion of the target expertise to be bui l t . At the 
other, there is the significance a model would have if it 
turned out to be impossible to bui l t such a simulat ion 
w i thout using that model. In the middle, there are vari­
ous degrees of significance, which might depend, for ex­
ample, on whether the machine s imulat ion reproduced 
various empir ical condit ions (e.g. reaction t imes, pat­
terns of error) sufficiently well . A l l these notions define 
different senses of 'psychological significance1; any one 
might be appropriate for various purposes. 

5 Example: Abstract ion 
We can i l lustrate the impor t of these ideas by considering 
a component of a well known K L P , that of heuristic clas­
sification, f irst characterised in [Clancey, 1985], where 
Clancey was careful to relate components of the model to 
supposed psychological processes and categories of prob­
lem solving. The K L P component of the heuristic clas­
sif ication model which we shall consider is abst ract ion 1 . 
Th is is the process by which observations or data are 
transformed into abstract observations or f indings. The 
process of trcinsformation can be effected by a number of 
means. One of these is the process of qual i ta t ive abstrac­
t ion . A famous example is shown below — here we move 
f rom a quant i ta t ive observation to a qual i ta t ive f ind ing. 

if whi te blood cell count < 2500 
then low whi te blood cell count 

'Note that a KLP can be composed of other KLPs. 
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We may ask the question: what has the abstract ion 
step in such models to do wi th any psychological expla­
nat ion of prob lem solving? It is our contention that we 
can f ind a variety of interpretat ive stances that make 
sense of this abstract ion, all of which can lay claim to 
psychological impor t . 

Suppose tha t a rule such as that shown above was 
the result of a knowledge engineer's analysis of a be­
havioural protocol . Such a knowledge level description 
arises as a result of th i rd person interpretat ion of a prob­
lem solving trace. Th is is a classic form of psychological 
data — al though not w i thout methodological concerns, 
the status of such traces and their in terpretat ion has a 
long and respected history in psychology [Ericsson and 
Simon, 1984]. 

However, the same rule might have been derived f rom 
a self report session w i th an expert . Here the expert ex­
p l ic i t ly describes the rule. Of course, first person reports 
are also beset w i th methodological problems. Neverthe­
less they have often been taken as legit imate accounts of 
psychological processes. 

A th i rd way in which the rule might have arisen could 
have been via one of the contrived methods of knowledge 
acquisit ion [Shadbolt and Bu r ton , 1989]. For example, 
the repertory gr id technique [Shaw and Gaines, 1987] is 
a method in which an expert, makes rat ing and ranking 
judgements. These judgements are then used as a basis 
for determin ing imp l ic i t s t ructure. A rule such as that 
of abstract ion could be induced through the process of 
repeated rank ing of elements (perhaps indiv idual case 
histories) along dimensions which are elicited f rom the 
expert . One might say in this case that the knowledge 
of the rule is tac i t . Nevertheless it has realisation just 
in so far as the expert makes consistent categorisations 
which always place patients w i th a whi te blood cell count 
w i th in a certain range labelled as " low" . 

Final ly we might consider the case in which we con­
struct a neural network account. Th is might succeed, 
given a set of t ra in ing instances, in determining various 
ou tpu t classes one of which might, be "low white blood 
cell coun t ' \ In this case we might claim that we have 
an account which is defined only in terms of a mecha­
nism, perhaps neurologically plausible, that delivers the 
" r igh t " response. Again such accounts have been offered 
as having a psychological status. 

These examples i l lustrate how the same structure can 
serve as a locus for a variety of accounts which can all 
deliver domain level content. At the same t ime these 
accounts all have some psychological pedigree —- they 
could serve as the ingredients of various types of psy-
chological explanat ion. The interpretat ive stance w i th 
respect to these matters is pervasive. It is impor tan t to 
disentangle these various threads in the growing discus­
sion surrounding the accounts of problem solving meth­
ods in K B S and A l work 2 . 
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