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Abstract

This paper is in two parts. In the first part,
the outline of an emotion reasoning architec-
ture, embodied in a simulation program called
the Affective Reasoner, is presented, and a rudi-
mentary personality representation for simu-
lated agents is introduced. In the second part,
an exercise is reviewed in which the Affec-
tive Reasoner is given the task of represent-
ing agents with different personality types in
such a way as to allow the user to engage in a
simulated interaction with them. Representa-
tional issues pertaining to the unique appraisal
and behavioral styles of the different personal-
ity types are addressed. Conclusions are drawn
about the usefulness of the Affective Reasoner
in such a paradigm.

1 Introduction

A central assumption of this paper is that simulations
of social interactions between agents should incorporate
models of individual affect and personality. Most human
interaction revolves around people's individual needs and
goals. These lead to idiosyncratic, internally motivated
behavior, and to emotional responses to situations that
arise. |If these aspects of mental life are not captured
in simulations of interpersonal interactions, then simu-
lated agents will be at best bland, lifeless, and unrealis-
tic. This problem has been largely ignored in Al

This paper describes a general emotion reasoning ar-
chitecture, embodied in a program called the Affective
Reasoner, which has been used as a basis for simulating
such interpersonal interactions. Also discussed are the
results of using this architecture to solve the problem of

*Preparation of this article was supported in part by An-
dersen Consulting through Northwestern University's Insti-
tute for the Learning Sciences.

*But see [Bates et al; 1992] and [Frijda and Swagerman,
1987] for interesting approaches to related problems.
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representing four distinct client types in an interactive
simulation designed to teach selling.

2 The Affective Reasoner

The Affective Reasoner (hereafter AR) is a simula-
tion platform that embraces a wide range of emotion-
reasoning issues. In the current research, various worlds
are simulated, and populated with agents capable of par-
ticipating in emotional episodes based on their concerns.
Agents are given unique dispositions modeled as a hi-
erarchical set of appraisal frames. These frames repre-
sent their individual goals, principles, preferences, and
moods. Combinations of the appraisal frames are used
to interpret situations that unfold in the simulation. The
interpretations, in turn, are characterized in terms of the
way they may or may not meet the eliciting conditions
for emotions. In some cases emotions result, which then
may be expressed, through a set of selectively activated
behavioral channels, in ways that are observable by other
agents, and as new simulation events which might per-
turb future situations. Additionally, agents use a case-
based heuristic classification system to reason about the
emotions of other agents, and to build representations
of those other agents' personalities that will help them
to predict and explain future emotion episodes involving
those observed agents.

2.1 The emotion eliciting condition theory

Embodied in the AR is a set of rules for mapping from
emotion eliciting conditions into emotion types, based
on the work of Ortony, Clore, and Collins [Ortony et a/.,
1988]. Their theory has been adapted for the simula-
tion and extended from twenty-two to twenty-four cat-
egories of valenced reactions to situations, as outlined
in figure 1. Each of the twenty-four emotion types has
a set of eliciting conditions. When the eliciting condi-
tions are met, and various thresholds have been crossed,
corresponding emotions result. A key element of the the-
ory is that the way an emotion-eliciting situation maps
into eliciting conditions depends on how an individual



agent interprets that situation. For example, suppose
that a captain heroically/foolishly goes down with his
ship, while trying to salvage it. On the one hand, his
fellow seamen might see this as praiseworthy, since he
has upheld the principle of dedication to maritime ser-
vice. On the other hand his wife might perceive it as
blameworthy, since she sees him as having violated the
principle of putting the needs of his family foremost. In
both cases the act is the same; it is only the construal of
the situation which is different.

Emotion-eliciting conditions leading to emotions fall
into four major categories: those rooted in the effect of
events on the goals of an agent, those rooted in the stan-
dards and principles invoked by an act of some agent,
those rooted in tastes and preferences with respect to
objects (including other agents treated as objects), and
lastly, selected combinations of these three categories.
Another way to view these categories is that they are
rooted in an agent's assessment of the desirability of some
event, the praiseworthiness or blameworthiness of some
act, the attractiveness of some object, or selected com-
binations of these assessments.

This theory was used as an organizing principle for
the appraisal mechanisms of agents. Added to the im-
plementation of the theory are components for actually
mapping from situations into the eliciting conditions, an
expressive component for generating actions, and a com-
ponent for reasoning about the emotions of other agents.
In addition, extensions to permit the representation of
mood and emotional intensity are under development
[Elliott and Siegle, 1993]. In the sections that follow,
overviews of the three main components of the AR are
given. Complexities such as those that arise in the imple-
mentation of expectations, multiple and conflicting emo-
tions, relationships between agents, and so forth, are not
discussed here, but are given a full treatment in [Elliott,
1992].2

2.2

Emotion-eliciting situations may arise in the course of
the simulation. These situations may or may not be of
concern to one or more agents. If they are, then varied
interpretations of the situation may be made, depending
upon the makeup of the relevant appraisal frames in each
agent's interpretive personality component. These inter-
pretations are reduced to Emotion Eliciting Condition
Relations (EECRs), which in turn are used to generate
instantiated emotion templates. Figure 2.2 illustrates
the different sources for these emotion templates. Below
are annotations for the steps illustrated in the figure:

Generating "emotions"

2For example, mood representation alone affects both the
appraisal mechanisms and the expressive components of sim-
ulated agents; it affects both the intensity and duration of
subsequent affective states; and, it may require as many
variables to adequately represent.[Elliott and Siegle, 1993;
Frijda et al.} 1992; Gilboa et al., ; Clore, 1992].

Group Specification Name and Emotion Type
Well- appraisal ofa | joy: pleased about
Being situation as an event
an event distress: displeased
about an event
Fortunes | presumed happy-for: pleased
of value of a about an event
Others a situation desirable for another
as an event gloating: pleased
affecting about an event
another undesirable for another
resentment: dis-
pleased about an event
desirable for another
sorry-for: displeased
about an event
undesirable for another
Prospect appraisal ofa | hope: pleased about
based situation as a | a prospective desirable
prospective event
event fear: displeased about a
prospective undesirable event
Confir- appraisal of a | satisfaction: pleased about
mation situation as a confirmed desirable event
confirming or | relief: pleased about a
disconfirming disconfirmed undesirable event
an expec- fears-confirmed: displeased
tation about a confirmed undesirable
event
disappointment: displeased
about a disconfirmed desirable
event
Attrib- appraisal of a | pride: approving of one's
ution situation as own act
an account- admiration: approving of
able act another's act
of some agent | shame: disapproving of
one's own act
reproach: disapproving
of another's act
Attraction| appraisal of a | liking: finding an
situation as object appealing
containing an | disliking: finding an
attractive or object unappealing
unattractive
object
Well- compound gratitude: admiration + joy
being / emotions anger: reproach + distress
Attrib- gratification: pride + joy
ution remorse: shame + distress
Attraction| compound love: admiration +
/ Attrib- | emotion liking
ution extensions hate: reproach + disliking

Figure 1: Emotion types (Table adapted from [O'Rorke
and Ortony, 1992] and [Elliott, 1992])
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Figure 3: Action Response Categories for gloating (Adapted from Gilboa and Ortony, 1891).
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1. A situation is created when a simulation event is
popped off the queue and the state of the simulated
world is altered in a way that might be of concern to
one or more agents.

2, 3, 4, 5. The construal frames representing the goals,
principles, and preferences of some agent are matched
against the eliciting situation frame. Working memory
is attached to slots in the construal frames and can al-
ter the success of the match, as well as the resultant
bindings that are generated. Working memory is also
used to implement that portion of mood which affects
the appraisals of agents [Elliott and Siegle, 1993]. When
a match succeeds for some construal frame (and its in-
herited properties) then the situation is considered to
be relevant to the agent's concerns. Since an agent may
simultaneously have more than one different construal
of the same situation, multiple interpretations of that
situation may result. When all matches fail, the situa-
tion is not considered relevant to the agent's concerns
and is ignored.

6. |If the situation is relevant to the concerns of the
agent, bindings will have been created during the match
process. In addition to those bindings created when
slots in the situation frame are unified with pattern-
matching variables in slots of the construal frame (in-
cluding inherited slots), additional bindings may come
from attached procedures and from working memory.

7. A basic Emotion Eliciting Condition Relation
(EECR) is created for each construal of the situation.

8. 9. The status attribute of the EECR may be changed
to confirmed or disconfirmed if the situation is relevant
to a stored expected outcome.

10, 11. Since there may be multiple construals there
may be multiple EECRs. These are collected together
before further processing.

12, 13. The event-based construals and attribution-
based construals are split off into two (non-intersecting)
sets. They are recombined, as applicable, to form the
compound-emotions EECRs, subsuming the component
EECRs.? When recombination is not applicable the
original EECRs are passed along instead. (For exam-
ple, there is no compound emotion that corresponds to
the eliciting conditions arising when a blameworthy act
helps the appraising agent to achieve a goal.) See fig-
ure 1.

14. The domain-independent rules contain the back-
bone of the emotion eliciting condition theory. All emo-
tions are generated using these rules. When a completed
EECR matches the left-hand side of one of these rules,
an emotion instance is generated.

15, 16, 17, 18. Those emotions not about the fortunes
of others are the direct emotions. A subclass of these
is the prospect-based emotions of hope and fear. These
latter emotions stem from unconfirmed events and so
generate expectation frames. These frames are stored,
and may be used to interpret future situations.

19, 20, 21. For each other agent involved in the situ-
ation, the observing agent maintains representations of
their concerns in  Concerns-of-Others databases. These
representations are used to interpret the situation in

°Allan Collins points out that this subsumption is a mat-
ter of debate.[Collins, 1992] This implementation was arbi-
trarily chosen.

ways presumed to be of concern to other agents, us-
ing steps similar to 2, 3 and 4. In addition, Satellite
Concerns-of-Others databases, and presumed relation-
ships of others, allow agents to interpret situations with
respect to second and third party agents [Elliott and
Ortony, 1992].

22, 23, 24. |If the situation is determined (partly by
assumption) to be of concern to the other agent, then
the domain-dependent rules are used to determine the
meaning for the target agent. Is the agent pleased about
the outcome for the other agent? Relationships between
the agents are stored in working memory and may be
altered as the simulation progresses.

25, 26, 27, 28. Each of the resulting fortunes-of-
other EECRs results in an emotion using the domain-
independent rules.

29, 30. The direct and fortunes-of-others emotions
are all collected into a group and passed to the action-
generation module. Included in each emotion instance
is a set of bindings from both the original match and
the intermediate processing.

2.3 Expressing emotions

Once emotional states have been generated for agents in re-
sponse to eliciting situations, agents manifest these states
according to their unique temperament traits. For example,
when one agent is angry she might tend to shout, whereas an-
other might smile and deny that anything is wrong. Actions
having nothing to do with emotional states are not covered by
this mechanism. Actions that do stem from emotional states,
however, may be classified into one of the four high-level
categories, expressive, information-processing, affect-oriented
(emotion regulation and modulation), and plan-oriented.*
Figure 3 gives a breakdown of the action response categories
and their theoretical groupings for the emotion gloating.

The high-level categories are arranged, as far as possi-
ble, from the more spontaneous to the more planned (e.g,
expressive actions tend to be less planned than those for
emotion regulation and modulation). Within these high-level
categories the particular action response categories are simi-
larly arranged (e.g., somatic expressive responses tend to be
more spontaneous than communicative-verbal expressive re-
sponses). Lastly, within the action sets themselves the tokens
(and mini-plans) are arranged from the least intense to the
most intense (e.g., smiling as a non goal-directed, expressive
behavioral-toward-animate expression of gloating is less in-
tense than is laughing). In all cases, these are at best partial
orderings.®

Once an action has been selected, it is instantiated us-
ing the set of variable bindings generated from the original
match between the construal frame(s) and the eliciting situa-
tion frame. For example, the variable 7?other-agent might be
bound during the original match process, which could then

“The high-level categories are not presently used for ac-
tion generation. One possible use of the theory underlying
these categories, however, might be as a basis for a func-
tional representation of emotions as initiators of purposeful,
motivated actions. In this regard, the information processing
actions, for example, might be seen as representing aspects
of an agent's attempts to "understand what is going on."

5 This is not an attempt to list action words that might
be associated with a particular emotion. While this might be
interesting with respect to understanding or generating text,
it is not relevant to the goal of characterising psychological
states.
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be used to instantiate the action response template <laugh
at ?other-agent>.

From figure 3 we can see that superior smile and throwing
arms up in the air axe two ways of non-verbally communicat-
ing gloating, and that inducing embarrassment and inducing
others to experience joy at the victim's expense are two ways
of modulating the emotions of others. The expressive com-
ponent is closely related to the domain in which the AR is
being used, so only those expressive actions which do not fur-
ther perturb the system (i.e., are not expressed as relevant
simulation events) are directly portable from one application
to another. The largest implementation, Taxi World [Elliott,
1992], used about 1000 different action paths. Multiple ac-
tions may simultaneously express a single emotion instance.’

2.4 Observing and modeling other agents

The AR has mechanisms whereby simulated agents may rea-
son about the emotions, and the personality makeup, of other
agents. To do this, features derived from an observed eliciting
situation, and the observed agent's response to the situation,
are formatted as a

for a slightly modified version of Pro-
tos [Bareiss, 1989], a heuristic classification system. Once
an observing agent has classified the case as belonging to
an instance of one of the 24 emotion types, the agent stores
this knowledge as part of its internal representation of the
other agent. For example, one agent might observe another
frown and speak rudely when kept waiting. From prior expe-
rience the observing agent knows that its counterpart often
expresses anger by speaking rudely and frowning. Using this
knowledge to abduce anger it then looks for interpretations of
the eliciting situation that would lead to anger. Once a suit-
able explanation is found (such as the violation of a principle
that one should not be kept waiting, and the thwarting of a
time-dependent goal) it updates its internal representation of
the other agent so that those concerns are included.

Several levels of defaults are required to implement this
mechanism. Searches might have to be made through the
representation of the current presumed concerns of the other
agent, through defaults for the role of the agent, through de-
faults for agents that are "similar" in nature, and through the
system catalog of "what might explain" the response. Also
necessary are satellite concerns-of-others knowledge bases
used in conjunction with a representation of the presumed
relationships-of-others since observed agents may have emo-
tional responses based on the fortunes of third-party agents
as well [Elliott and Ortony, 1992].

Other issues that have had to be addressed include de-
termining the dimensions along which to tune a particular
agent's temperament traits (e.g., an agent who grows quiet
when under the influence of negative emotions, or an agent
who is task-oriented, and vocal, with respect to standards-
based emotions), the interplay and consistency of multiple
manifestations of an emotion (e.g., some agent might deny
anger when she is angry, or might shout about it, but will not
do both at the same time), dynamic changes in the agent's
temperament (e.g., tending toward low energy before meal
times), and so forth.

"It is worth mentioning that versions of the AR have been
run which focus almost entirely on these aspects. In one,
the system itself, as an automated agent, reasons about the
emotions of the user within a constrained format. Although
this idea has not been developed, it suggests at least the
possibility of a simple form of affective user modeling.
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3 Social simulation using the Affective
Reasoner

The AR has been used as a basis for constructing a social
simulations. In this environment, users interact with one or
more simulated agents via the computer keyboard and mouse.
Users get feedback through simulated facial expressions for
the agents, and through formalized text describing what is
taking place in the simulated world. In this scheme, users
take part in the simulation by making decisions for one of
the agents. The other agents respond to the situations that
arise in the course of the simulation, including those that
come about as a result of the user's input. Simulated agents
represent individuals with emotional depth and their own
idiosyncratic ways of expressing their feelings. A user's task
is to identify the concerns of the other agents so that he or
she can interact with them in ways that successfully bring
about some best-case outcome.

During the course of the simulation, agents are continually
appraising situations that arise in their world. Some of these
are of concern to them, and lead to emotional states. Once
such a state has been established, expressions of it may be
manifested within the simulation. For example, the displayed
face of the agent might change, working memory representing
the tolerance level of the agent for further similar situations
might change, the level of attentional focus for the agent
might change, or the agent might be described, in text, as
laughing or turning red.

Rudimentary personality types are configured before the
simulation is run, either by default, or through user-selection
of attributes. In this paper, four statically pre-determined
personalities will be discussed. In general, however, the ap-
praisal frames and expression paths represented in the knowl-
edge base may be combined as desired, creating a wide variety
of personalities. The role of an agent in the simulation de-
termines which situations that agent will be involved in, and
thus which situations might be subject to interpretation. For
example, supposing that we are simulating a sales situation, a
secretary agent might not be concerned with situations aris-
ing during the close, but might be concerned with situations
arising during the initial greeting phase of the salesperson's
visit.

As in real social situations, the state of an agent changes
over time. For example, a client might gradually become
bored, especially attentive, warm, or hostile. Users must re-
spond in quasi-real time to the situations that arise. If a user
does nothing, or responds too slowly, then agents might take
the initiative, because their concerns are not being addressed.

4 The problem

4.1 Problem summary

For the work reported in this paper, the attempt was made
to model a set of four client types identified as part of a
training program designed to teach novice account execu-
tives how to sell telephone-book advertising (cf. [Kass et al/.,
1992]). These four types, here referred to as dominant, polit-
ical, steady, and wary, were used to characterize the typical
sorts of clients one might expect to encounter in the field.
The definitions were both practical and operational: they
were described in a manner congenial to use in training sys-
tems, rather than as set of formal psychological dimensions,
and they were partly defined by the the way in which such
client types might be expected to respond to particular ac-
tions of a salesperson.

Descriptions were given in two ways. First, the client types
were partially described by a set of rules prescribing what the



salesperson should and should not do in sales situations with
different kinds of clients. One rule, for example, says that if
one "takes charge" with a dominant client, then one should
expect to succeed only in making the client angry. Approx-
imately 21 such rules were given for each client type. Sec-
ond, the personality types were described in terms of their
observable behavioral styles (e.g., laconic or talkative) Ap-
proximately 14 such style characteristics were given for each
client type.

The given task was not to build a full sales-training sys-
tem, but rather to explore the representational power of the
theory-based architecture in a practical domain. For this rea-
son no attempt was made to model those processes that had
nothing to do with either personality or the generation or
expression of affective states. Additionally, the exercise was
further constrained by using only a very simple conceptual-
ization of negotiation.

4.2 Representing situations and agents

For this exercise, a sales episode was broken down into seven
steps: (1) The greeting, (2) the fact-gathering sessions, (3)
the making of the proposal, (4) support for the client's deci-
sion, (5) the client's agreement or disagreement, (6) the nego-
tiation process, and (7) the parting. Each of these steps was
represented as one or more simulation events. Step (5) had
four different instantiations depending on whether or not the
client agreed with the proposal, and on whether the salesper-
son wished to modify the client's stance. In some instances
it caused a loop back to step (3).

The four client types represented were: (1) Dom, a domi-
nant personality who prefers logical, rapid decisions, (2) Pol,
a political personality who likes to socialize and is very status
conscious, (3) Pas, a passive personality who does not express
objections, but who might act on them, and (4) War, a wary
personality who often tends to be anxious about anything
unfamiliar.

To illustrate these different client types, let us consider
how each of the them might be expected to appraise the
salesperson's style at the opening of the interview. Doin
holds a principle that the salesperson should be brief, specific
and to the point. Rambling will waste her time, violating
that principle and interfering with her goals, thus, ultimately,
incurring anger. Pol has a preference for social niceties. He
has a goal of denning roles in the social structure. To rush
immediately into the business at hand thwarts this goal and
will not please him. Pas is not comfortable with rushing
into business either, but, unlike Pol, he is primarily seeking
to establish that the salesman has a genuine interest in his
needs and preferences. War, like Dom, prefers getting right
to business. Unlike Dom, however, she wants all the steps laid
out methodically. In War's case, the introduction is especially
important in setting the tone for the session. War tends to
imagine the negative consequences of suggested courses of
action, and it is important that the opening of the interview
set her at ease.

The simulated agents also tend to express their emotions

differently. Dom, for example, had activated action paths
for evaluative  3el}-directed  attributions  tending  towards su-
periority, competence, intelligence, an obsessive attentional
focus on goals, and so forth. By contrast, War had paths
emphasizing evaluative  self-directed  attributions  tending  to-
ward  inferiority ~and powerlessness, tendencies to reappraise
a situation m a negative lightt and so on.

4.2.1 User choices

The user, taking the role of the salesperson, affects the
course of the simulation. At each stage during the simu-

lated interview the user has menu choices for what to do
next. Once the user selects an option, a frame representing
the features of the user's choice is posted to the simulation
queue and executed. These and other simulation events give
rise to situations to which the simulated agents respond in
accordance with their concerns.

New situations, and the agents' responses to them, arise as
a result of the user's choices (e.g., attempting to "close" too
soon might lead to anger on the part of Dom, but anxiety
on the part of War), in response to actions on the part of
the simulated agents (e.g., when Dom is angry she might
terminate the interview), or by default (e.g., if the user does
nothing Pas grows uncomfortable, and Dom gets angry).

In addition to the user choices that arise at the different
stages in the course of the interview, there are also addi-
tional user choices representing the overall style of the sales-
person. For example, the user might set pacing (moder-
ate, slow-tutorial, fast-hyped), tone (friendly, cool), attitude
(deferential, take-charge), style (brief-summary, anecdotal,
extremely-detailed), and so forth, which also can affect the
course of the interview. The style of the salesperson is dy-
namically configurable as the simulation progresses.

4.3 Conclusions

On the overall representational task there were mixed results.
The approach was successful in giving agents the ability to
appraise situations so that their concerns led to emotions
consistent with their intended personalities. Eighty-six rules
specifying "what to do" and "what not to do" were success-
fully represented within the simulation. The rules could all
be directly related, for each of the client types, to appraisals
of situations that arose in the course of the simulation. This
was the most effective component in the AR, with respect to
the constrained representational task.

To account for the content of the 86 sales domain rules,
each was first analyzed with respect to the way in which it
uniquely characterized the associated personality type. For
each rule, typical emotions such as anger, joy, fear, and so
forth, could be inferred from the clients' stated or implied
reactions to the salesperson's initiatives. Working back from
these emotions, it was possible to determine high-level frames
for goals, principles, and preferences which would lead to the
associated emotion types. From there, lower-level appraisal
frames suitable for interpreting the actual emotion-eliciting
situations within the simulation could be identified. These
were then used as the basis for building the interpretive per-
sonality for that particular client type. For example, from
the rule that says never talk down to Pol (the political client
type) we might infer that Pol could grow angry when treated
this way. Within the constraints of the theory, this would
be true if his personal goals involved maintaining a certain
status within interpersonal relationships, and his principles
said that salespeople should be aware of this.

By contrast, there was less success in representing the given
behavioral styles of the client types within the AR. The man-
ifestations of these styles fell into three groups. The first
group contained those characteristics that suggested certain
actions. For example, harsh might suggest that, when angry,
a client might be blunt, or shout. The second group con-
tained those behavioral styles directly related to appraisals,
such as judgmental, perfectionist, and excitable. The third
group contained those behavioral styles that were ubiquitous
in the client types' respective dispositional manners. For ex-
ample, clients were described as dependable and persistent.



ally comprehensible by people without further specification.
However, it seems likely that the AR's representation of this
trait as a tendency toward other-directed emotion modulation
falls short of the mark. One might argue that manipulative
people behave as they do quite independently of their emo-
tions.

The second group of behavioral styles was readily repre-
sented as part of the interpretive personalities of the agents.
For example, for an agent to be judgmental simply meant that
either the thresholds for invoking standards leading to neg-
ative emotions were lowered, or that more appraisal frames
leading to those emotions were in place.

The manifestations of behavioral style in the third group
were not amenable to representation in this architecture. For
example, being slow to make decisions probably does not
routinely have an affective origin. The best the AR could do
was to represent those emotional reactions an agent might
have, for example, when under pressure to make a decision
quickly.

As illustrated above, because the AR's expressive compo-
nent is designed strictly as a set of categorical responses to
simulated emotions, it is not well suited for representing dis-
positional behaviors rooted in more cognitive motivations.
A better solution would have to additionally integrate some
representation ofindividuals' long term planning and survival
strategies.

Another problem was in making the personality types ac-
cessible to the casual user. The intuitive grouping of ap-
praisal frames into sets that form identifiable components of
complete interpretive personality types is a hard problem on
which little progress was made. Standard personality distinc-
tions from personality theory in psychology (e.g., [Digman,
1990]) were felt to be unhelpful because the constructs they
employ are not likely to be generally accessible to most users.
In addition, attempting to use them to identify the types of
rudimentary personalities represented in the AR seems point-
less because there is so much about a realistic characteriza-
tion of personality for which no attempt at modeling was
made. It would be difficult, for example, to adequately char-
acterize the relationship between sociability, or extraversion,
and the interpretation of a salesman's greeting.

From this modest exercise the following conclusions may
be drawn: (1) the Affective Reasoner is well suited for rep-
resenting the interpretive disposition of simulated agents in
social simulations, (2) it is capable of representing some as-
pects of the intended behavioral styles of such agents, (3) it
is awkward at best, in its current form, for representing the
numerous commonly understood behavioral style character-
istics which have little to do with emotional states, and (4) it
is capable of creating many internally consistent rudimentary
personality types, but that subcomponents of these types are
difficult to characterize in a way meaningful to users.
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