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Abstract 
Constraint relaxation is a frequently used tech­
nique for managing over-determined constraint sat­
isfaction problems. A problem in constraint re­
laxation is the selection of the appropriate con­
straints. We show that methods developed in 
model-based diagnosis solve this problem. The re­
sulting method, DOC, an abbreviation for Diagnosis 
of Over-determined Constraint Satisfaction Prob­
lems, identifies the set of least important constraints 
that should be relaxed to solve the remaining con­
straint satisfaction problem. If the solution is not 
acceptable for a user, DOC selects next-best sets of 
least-important constraints until an acceptable solu-
tion has been generated. 

The power of DOC is illustrated by a case study of 
scheduling the Dutch major league soccer compe­
tit ion. The current schedule is made using human 
insight and Operations Research methods. Using 
DOC, the 1992-1993 schedule has been improved 
by reducing the number and importance of the vio­
lated constraints by 56%. 

The case study revealed that efficiency improve­
ment is a major issue in order to apply this method 
to large-scale over-determined scheduling and con­
straint satisfaction problems. 

1 Introduction 
Making a schedule for the Dutch major league soccer com­
petition is problematic due to a small number (110 in the 
1992/1993 season) of partially contradictory constraints. The 
constraints origin from hooligan problems which started in the 
70s and became gradually more annoying. Currently, police, 
city mayors, and the railways, forced to transport supporters, 
impose the major number of constraints on the schedule. The 
league (K.NVB) and the teams themselves impose additional 
constraints. In spite of the small number of constraints, no 
schedule exists that satisfies all constraints. The 1992-1993 
schedule violates 7 important and 8 less important constraints. 

The soccer scheduling problem is an instance of an Over-
Determined Constrained Satisfaction Problem (OCSP). Es­
pecially in cases where an easy solution does not exist (e.g. 
withdrawal of a single constraint), it might be very diff icult to 
identify the constraints that should be relaxed. 

A strategy to solve this problem is to transform the con­
straint satisfaction problem into an optimization problem by 
splitt ing the problem into a set of constraints that should al­
ways be satisfied and a set of constraints that might be re­
laxed. For this latter set, the cost of violat ing each constraint 
have to be specified. The optimization problem then consists 
of finding the cheapest solution. In some cases (l ike linear 
(in)equalities and unsplit domains of variables). Operation 
Research methods can be applied to find such a solution. The 
main problem in this approach is to find a solution in case 
OR methods cannot be applied. An example is the soccer 
scheduling problem. 

In this paper, we investigate the possibilities of a system­
atic approach to solve over-determined constraint satisfaction 
problems. To this end, we interpret an OCSP as a diagnos­
tic problem that can be solved using methods developed in 
model-based diagnosis. Similar to the previously described 
approach, we assume that the costs of violating the constraints 
are known ( i f this is not the case, we assume that the unknown 
costs are equal). We show that model-based reasoning gen­
erates solutions to an over-determined constraint satisfaction 
problem in order of increasing cost. As a result, the optimal 
solution w i l l be generated first. 

Overv iew of this paper In Section 1.1, we discuss some tra­
ditional approaches to the problem. As no approach turned out 
to be useful for solving the case study of the soccer schedule, 
a more fundamental approach is required. Before we describe 
our approach, called DOC, in Section 3, the relation between 
model-based diagnosis and over-determined constrained sat­
isfaction problems is explored in Section 2. In Section 4, we 
w i l l discuss several extensions of the resulting method that 
are intended to cope wi th user wishes like cost modification 
and addition or removal of constraints. The application of 
DOC to the soccer schedule case is described in Section 5. 

1.1 Related w o r k 

Most existing solution methods for Constraint Satisfaction 
(Meseguer [1989]) halt when no solution can be found. We 
know of two approaches that deal wi th over-determinacy in 
CSPs. 

Borning et al. [1987] present a strategy to deal wi th over-
determinacy by d iv id ing all constraints in classes forming 
a constraint hierarchy. Each constraint in a certain class is 
considered to be more important than constraints in a lower 
class. The CSP can first be solved at the highest level in the 
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hierarchy. The solutions found are further refined at the lower 
level until no solutions can be found anymore. The solutions 
found at the last solvable level in the hierarchy are the best that 
can be achieved. This approach can be refined by assigning 
weights to the constraints in the hierarchy. The sum of the 
weights of al l remaining solutions can be compared to find 
the optimal one. 

The method, however, suffers from serious drawbacks, just 
as similar approaches developed in the field of OR (Ravindran, 
Phil l ips & Solberg [1987]). The problem of over-determinacy 
can sti l l exist at the top level in the hierarchy. In addition, the 
number of remaining solutions can be very large and compu­
tationally too complex to be explored completely. There is 
a need for a systematic approach to find the cheapest set of 
relaxable constraints. 

Freuder has developed a method which approaches our goal 
(Freuder [1989]). He has introduced a partial CSP in which 
sophisticated possibilities for relaxing constraints in an over-
determined CSP can be handled. Based on relaxation criteria 
an acceptable solution can be formulated and searched for. 

The problem of finding the cheapest set of constraints to 
be relaxed has not been solved in the literature. In this paper 
an approach is presented that provides a simple relaxation 
criterion, consisting of removing constraints, and a simple 
classification mechanism based on weighting constraints. In 
this way, the opt imal solution can be found. 

2 OCSPs and Model-based diagnosis 
In this section we w i l l discuss the similarity between the prob­
lem of identifying faulty components in Model-Based Diag­
nosis ( M B D ) and finding a minimal set of constraints to be 
relaxed in an over-determined CSP. 

2.1 Over-determined CSP 

Over-determined CSPs (OCSP) are problems for which no so­
lution exists without the relaxation of one or more constraints. 
In this paper a OCSP is defined as: 

The weight of a set constraints { C 1 . . ., Ck} is defined as a 
cost function over the individual weights Cos t (W 1 , . . ., W k ) . 

Over-determinacy means that no assignments for the vari­
ables wi th in the domains can be found satisfying all con­
straints. For each assignment we call the set of violated 
constraints the set of overruled constraints. An optimal so­
lution is found when the costs of relaxation arc minimal over 
all possible assignments. 

The choice of the weights for constraints and the cost func­
tion is not arbitrary. Basic notions of preference between 
constraints and sets of constraints in an application domain 
should correspond to the representation chosen. In the exam­
ple in Section 3 integers between 1 and 10 have been chosen 
as weights for the constraints. A higher number indicates 
a higher importance. The weights in the case study on the 
soccer scheduling problem vary between 1 and 10 for minor 

constraints and are 500 for major constraints. The latter value 
reflects that violating a major constraint is considered to be 
worse than violat ing all minor constraints together. The cost 
function in this paper simply adds the individual weights. 

2.2 Model-based diagnosis 

In model-based diagnosis, a model of a technical system is 
used that describes the correctly operating system. The model 
consists of components and connections between the compo­
nents. For each component, the relation between its inputs 
and outputs is specified. Observations of the actual behav­
ior of the system are used together wi th the system model to 
identify possible causes of deviating behavior of the system. 
Components may have weights which reflect their prior fai l ­
ure rate. Connections transfer signals between components. 
Observations consist of values of input/output signals of a 
system. 

Diagnostic reasoning consists of constraint propagation, 
discovering conflicts1, and generating diagnostic hypotheses. 
A diagnosis consists of a set of components that might be 
faulty. Usually, many diagnostic hypotheses exist; additional 
information is then required to identify the actual defective 
components. Several diagnostic methods are directed at gen­
erating the most-likely diagnoses; diagnoses wi th a high prob­
abil ity compared to the other ones. 

An introduction to model-based diagnosis is given by Davis 
& Hamscher [1988]. The most frequently cited articles in 
model-based diagnosis in the context of this paper are col­
lected by Hamscher, Console & de Kleer [1992]. The, for 
this paper, most relevant diagnostic technique is related to 
focused Sherlock (de Kleer [1991]), a method that efficiently 
generates the most l ikely diagnostic hypotheses. 

2.3 Analogy between OCSPs and M B D 

The basic concepts in model-based diagnosis and over-
determined constraint satisfaction problems are summarized 
in Table 1. Components and constraints are quite similar, as is 
the notion of connections, weights, and likely diagnoses and 
low weighted overruled constraints. An observation in model-
based diagnosis is similar to a partial variable assignment in 
constraint satisfaction problems. 

As the concepts in both domains are quite similar, our 
init ial idea was to transform an over-determined constraint 
satisfaction problem into a model-based diagnostic problem. 
Then, we could use model-based diagnosis to generate a set 
of least important constraints that should be relaxed. 

Unfortunately, this mapping is impossible due to the prob­
lematic correspondence between observations and variable 
domains. Instead of investigating the consequences of a par­
tial variable assignment (the observations) as is the case in 
model-based diagnosis, variable assignments in a constraint 
satisfaction problem are tested until either one satisfies all 
constraints or no such assignment exists. This difference pro­
hibits a direct mapping. 

Abstracting from the context of diagnosing technical sys­
tems, model-based diagnosis is a systematic method to iden­
tify the most-l ikely explanation (called diagnosis) for a set of 
observations. In the search for this diagnosis, conflicts w i l l 
be found which in turn arc used to guide the search process 

1A conflict is a set of components that cannot all operate correctly. 
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Model-based diagnosis 
Component 
Weight 
Connection 
Observation 
Diagnosis 

lO-relation 
failure rate 
common signal 
signal value 
set of components 
that might cause 
the problems 

Over-determined constraint 
satisfaction problems 

Constraint relation 
Weight importance 
Connection common variable 
Domain allowed variable values 

Over-ruled set of constraints 
constraints that can be relaxed 

to solve the problem 

Table I: Basic concepts in model-based diagnosis and over-determined constraint satisfaction problems. Except for observations 
and domain of variables the concepts in model-based diagnosis and over-determined constraint satisfaction problems are quite 
similar. 

(see Section 3). This guided search process does depend on 
conflict detection. In model-based diagnosis conflicts can be 
detected by constraint propagation using the model and the 
observations. In the context of over-determined constraint 
satisfaction problems the conflicts w i l l have to be detected in 
a different way. 

Conflict generation in the context of OCSP can be realized 
by using a slightly modifieated version of forward checking. 
Forward checking is an efficient method for solving constraint 
satisfaction problems, see Haralick & Ell iot [1980]. The mod­
ification consists of keeping track of the constraints used in 
the propagations. Although we have used forward checking 
in our experiments, it is not required. Any method that keeps 
track of the constraints that have been used is fine. In the 
case study of the Dutch soccer competit ion, we have experi­
mented wi th different methods for solving constraint satisfac­
tion problems. The choice only influences the computational 
efficiency of DOC. 

In the next section, we describe the resulting method, called 
DOC (Diagnosis of Over-determined Constraint satisfaction 
problems). 

3 The DOC method 

We first introduce some basic concepts. In the context of an 
over-determined constraint satisfaction problem, a conflict is 
a set of constraints that cannot be satisfied simultaneously. A 
diagnosis D is a set of constraints such that the remaining set 
of constraints C is satisfiable, wi th C' = C — D, where C is the 
original set of constraints. A minimal conflict (diagnosis) is 
a conflict (diagnosis) such that none of its proper subsets is a 
conflict (diagnosis). A diagnosis covers all conflicts, i.e., the 
diagnosis contains at least one constraint of each conflict. A 
sub-diagnosis is a set of constraints that covers the conflicts 
detected so far. 

The diagnostic reasoning method we w i l l use is a variant 
of focused Sherlock (de Kleer [1991]). This search method 
interleaves the generation of conflicts and sub-diagnoses. In 
a model-based diagnosis context, interleaving is required for 
efficiency reasons (an inefficient alternative is to generate all 
conflicts first). By interleaving, the most likely diagnosis is 
detected first and only a subset of all conflicts is generated. In 
the context of over-determined constraint satisfaction prob­
lem, interleaving is even more required because generating 
all conflicts w i l l be only be possible in toy problems. 

The architecture of DOC is described in Figure 1. The 
method boils down to (a) identifying the most likely sub-

diagnosis D „ u b given the conflicts detected so far, and (b) 
checking the consistency of this sub-diagnosis, i.e., check­
ing whether the remaining constraint satisfaction problem 
C' — C - D „ u b , with C is the original set of constraints, 
is solvable. Stage (b) may or may not result in consistency. In 
case the sub-diagnosis is not consistent, one or more conflicts 
are detected. We then have to make an additional iteration 
over stages (a) and (b). In case consistency is confirmed, we 
have a solution to our problem that can be presented to a user. 
This solution consists of the set of overruled constraints wi th 
least total cost, and, in case the solvability of CSPs is inves­
tigated by a constructive method, a solution to the remaining 
constraint satisfaction problem. In the rest of this section, we 
w i l l elaborate on both stages. 

3.1 Most l ikely sub-diagnosis 

In stage (a) the most l ikely sub-diagnosis has to be identified 
given the conflicts discovered so far. This can be achieved by 
a best-first construction of a hitting-set tree of the conflicts. 
Generating a hitting-set tree of a set of conflicts is a method to 
identify all sub-diagnoses. Reiter [1987] describes a method 
to generate the hitting-set tree breadth-first. Given that the 
weight of sub-diagnosis [ C i l , . . .c i k ] is C o s t ( W i 1 , . . . , W i k ) , 
modi fy ing breadth-first into minimal-weight first generation is 
a tr ivial modification of that algorithm. Instead of generating 
all sub-diagnoses, we stop when a least-weight sub-diagnosis 
is found. The partially generated hitting-set tree is stored for 
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later use. 
In Section 3.4 we describe the hitting-set tree for a small 

example. In case no conflicts have been discovered yet, the 
most l ikely sub-diagnosis is [ ] , denoting that the original con­
straint satisfaction problem should be investigated on solv­
abil i ty first. 

3.2 Conf l ic t detection 

The fo l lowing algorithm can be used to check the consistency 
of a sub-diagnosis. Let CSP denote the constraint satisfaction 
problem that remains after removing the constraints of the 
sub-diagnosis. The algorithm either returns a subset of CSP 
that is not satisfiable, or it detects that CSP is solvable. 

Conf l ic t detection a lgor i thm 
Input: set of constraints (CSP); Output: a subset of constraints CSP' 
C CSP in case CSP is not satisfiable or it detects that CSP can be 
solved. 

1. Try to solve CSP using any method for solving constraint sat­
isfaction problems and store the constraints that are used in the 
set UC. 

2. In case the CSP is solved, no conflict is identified. 

3. In case the CSP is unsolvable, a conflict is the set UC of used 
constraints. Our method does not require that conflicts are 
minimal. For efficiency reasons, however, minimality may be 
desirable. A minimal conflict is constructed in the following 
way: 
repeat 

(a) Select a not previously chosen constraint c of UC. 
(b) Try to solve the CSP UC -{c}. 

In case this CSP is unsolvable, c is removed from UC. 

unti l all constraints in UC have been investigated 

3.3 Efficiency considerations 

DOC guarantees the identification of the set of least important 
constraints to be be removed. However, the order in which 
the constraints are processed influence the efficiency of the 
approach. In the example of the scheduling problem of the 
Dutch major league soccer competit ion, a large gain in ef­
ficiency was obtained by control l ing the CSP-method such 
that constraints were processed in decreasing order of impor­
tance. In that way, withdrawals of important constraints were 
identified early on. 

If the problem init ial ly represents a strictly hierarchical 
ordering of constraints, it may be efficient to use this ordering. 
In this case, DOC can be used as a supplement to Borning's 
method (Borning et al. 11987]). Doc can then be used to find 
the solution on the hierarchical level where no solutions can 
be found. 

The worst-case computational complexity of DOC is expo­
nential in the number of variables and the number of con­
straints. It depends on the computational complexity of the 
selected method for solving constraint satisfaction problems 
(all of which have an exponential worst-case computational 
complexity in the number of variables) and the computational 
complexity of the construction of the hitting-set tree. The 
worst-case computational complexity of the latter problem is 
in 0 ( 2 n ) , where n is the total number of constraints. (A worst-
case situation is that a single constraint causes all inconsis­
tencies and this constraint is considered to be more important 
than the combined weight of all other constraints). Although 

the worst-case computational complexity of DOC is very high, 
it is not clear whether this causes practical problems. 

3.4 A simple example 

We w i l l illustrate DOC by a simple example. Consider the con­
straint satisfaction problem specified in Table 2. The weight 
are integers between 1 and 10 in which 10 is regarded as most 
important. The cost function for the combination of weights 
consists of simply adding individual weights. 

Tabic 2: Specification of a simple constraint satisfaction prob­
lem. The weights indicate that constraint c2 is most important 
and constraint c4 is least important. 

This CSP is not solvable. DOC identifies the set of con­
straints to be relaxed in the fo l lowing way. At the start, the 
most l ikely sub-diagnosis contains no constraints indicating 
that the ful l CSP should be investigated. The constraints are 
processed in order of their importance, leading to the conflict 
< c1, C2,C3 > which appears to be a minimal conflict. The 
sub-diagnosis [c3\ is best to explore, hence, the CSP' con­
taining c1, C2, and C4 is checked for solvability. The conflict 
< C1, C2, c4 > is discovered; minimization results in the con­
flict < C1, C4 >. Sub-diagnosis [c3 ,c4 ] is best to investigate. 
The resulting CSP" can be solved, so the best solution to this 
over-determined constraint satisfaction problem is to remove 
both C3 and c4. 

Figure 2: The partial hitting-set/sub-diagnosis tree generated 
to identify the best solution to the problem described in Ta­
ble 2. 
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4 Extensions to DOC Round 
An advantage of the method presented above is the ability to 
derive alternative solutions from the constructed hitting-set 
tree, without having to start all over again. This may become 
handy in case the next-best solution has to be found or in case 
modifications have to be made to the CSP. 

If a user cannot accept the solution presented, the next best 
alternative can easily be found by just checking the next-best 
sub-diagnosis in the hitting-set tree and continue DOC. In this 
case, stage (a) from Section 3 has to be changed to: identifying 
the next-best l ikely sub-diagnosis throughout the use of DOC, 
because the most l ikely sub-diagnosis w i l l remain the one 
belonging to the solution already found. 

In case of modification of the CSP, three types of possible 
adjustments to the CSP can be distinguished: changing the 
weight of a constraint, adding a constraint and removing a 
constraint. The effects w i l l be described below. 

If the violation of a certain constraint in an optimal solution 
is not acceptable to a user, the weights of constraints need to 
be changed. In case the weight of one or more constraints 
is changed, the only thing we have to do is to recalculate 
the (combined) weights of the sub-diagnoses at the leaves of 
the hitt ing set tree. After doing so, the DOC-method can be 
continued wi th the withdrawal of the sub-diagnosis that now 
has become the most l ikely one. 

When a constraint has to be added, it has to be added to 
the set of constraints in the CSP, and the DOC-method has 
to be continued wi th the withdrawal of the most l ikely sub-
diagnosis. This is of course the same set of constraints that 
was violated in the previous optimal solution. 

If a constraint is removed, remove all conflicts containing 
that constraint from the set of conflicts. This is necessary 
because if minimization of conflicts is applied, the found con­
flicts that contain the now removed constraint w i l l no longer 
represent conflicts. If no minimization is used we might ul­
timately remove sti l l valid conflicts from the hitting-set tree 
that have to be re-detected. DOC can now be continued with 
the withdrawal of the now most l ikely sub-diagnosis from the 
pruned hitting-set tree. 

Obviously, in all of these cases the init ial ly constructed 
hitting-set tree can stil l be used, thus saving effort. 

5 Application of DOC 

5.1 Dutch ma jo r soccer-league 

We have applied the DOC method to a scheduling problem 
that can be classified as middle-sized: the construction of 
the 1992/1993 time table for the Dutch major league soccer 
competit ion: the 'PTT-Tclecompetit ie' (Tempelman [1992]). 
In this problem, 18 playing schemes (so called 'home-away 
patterns' or HAPs) have to be assigned to the 18 league clubs. 
Addit ional constraints have to be considered. 

A typical example of a set of home-away patterns for a 
hctious competit ion half wi th 6 participating clubs is shown 
in table 3. Assigning the patterns to the clubs results in a 
playing scheme in which the club that has pattern 1 assigned 
to it, has to play a home match in round one (hence the +) 
against the club that has been assigned pattern 6, and so on. 

The constraints, a total number of 110 in the 1992/1993 sea­
son, are brought forward by municipalities, police, railways, 
the International Football Federation (FIFA), the clubs and 

HAP 
1 
2 
3 
4 
5 
6 j 

1 
+6 
4-5 
-4 
+3 
- 2 

[ -1 

2 
- 3 
- 6 
+ 1 
-5 
+4 
+2 

3 
+5 
-4 
- 6 
+2 
- 1 
+3 

4 
- 2 
+ 1 
-5 
+6 
+3 
- 4 

5 
+4 
- 3 
+2 
- 1 
- 6 
+5 

Table 3: Example of a scheme with home-away patterns. 

television. They include demands of a security nature, e.g., 
a certain club cannot play a home match in a certain round 
because the amount of police force available is inadequate. 
They also include demands of a commercial nature, e.g., two 
clubs located in the same area do not want each other's home 
matches to be played in the same rounds. In the method 
currently used to solve this problem (Schreuder [1992]), the 
constraints are divided into requirements and wishes for com­
putational reasons. The wishes are given weights between 1 
and 10 by a committee in which municipalities, police and 
railways are represented. Requirements obtain a weight of 
500 which is higher than the sum of weights of all wishes. 
Due to the large number of constraints in relation to the num­
ber of variables (clubs), the problem is over-determined. 

An acceptable time table has been obtained for some 
years using techniques from Operations Research (Schreuder 
[ 1992]) and human insight to identify requirements that should 
be relaxed. A l l schemes ful f i l l ing the remaining requirements 
are evaluated regarding the total weight of fulf i l led wishes. 
This way, a strict hierarchy is created, in which one require­
ment is more important than all wishes together: not always 
an ideal situation. 

The main problem is that the number of requirements, in 
combination wi th their tightness, is too big to ful f i l l them al l . 
The foregoing leads to a time table for the 1992/1993 season 
in which 7 requirements and 8 wishes are violated. Given 
the encoding of the weights, the total score of the solution is 
3531. 

5.2 Results w i t h DOC 

In order to apply our method to the problem, first the schedul­
ing problem has to be formulated as a CSP, which is straight-
forward: the notion of variables in a CSP can be mapped onto 
the clubs in the competition problem, and the domains of the 
variables consist of all possible home-away patterns. Con­
straints reduce the possible (combinations of) assignments of 
HAPs to clubs. In the example of table 3, applying a con­
straint like 'club A can not play a home match in round 3' 
has to result in a reduced solution space in which the possible 
HAPs for club A are: 2, 3 and 5, because in these patterns the 
3rd round denotes an away match. 

As in the OR approach to the same problem, weights are 
combined by adding individual weights. The weights of the 
wishes are copied from the initial problem, whi le the weights 
of requirements are, as above, set at 500, thus being higher 
than the weights of all wishes combined. 

As described above, the DOC-method requires a CSP-
method to detect conflicts. Any method that registrates the 
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used constraints w i l l do, but for efficiency reasons it is prefer­
able that conflicts are found early, and that conflicts are small. 
We have tried a modified version of Forward Checking (Haral-
ick & Ell iot [1980]). This method has the advantage that con­
flicts are found early on. We have combined the method wi th 
a so-called clustering algorithm (Schreuder [1992]) in which 
conflicts are small because partial solutions, only pertaining 
to some variables and constraints, are constructed init ially. 

The results of DOC show that DOC's systematic analysis 
leads to a far better schedule. In DOC's solution, only 3 re­
quirements and 9 wishes are violated. The total score is 
1538: an improvement of 56%. An implementation in Quin-
tus Prolog2 , solved the problem in about 25 hours wi th min­
imization of conflicts, and in roughly twice as much time 
without minimization. In both cases Forward Checking was 
used. Using the clustering algorithm, the time used was about 
half as much, but the required computer memory was often 
insufficient, due to the amount of partial results. Also, the 
order of the constraints appeared to influence efficiency. 

The computational problems, in time as wel l as in avail­
able memory, are not yet properly addressed. To solve larger 
problems (l ike school scheduling problems), efficiency im­
provements of DOC might be necessary. A preliminary analy­
sis indicates that the size of the conflicts is the main cause of 
computational problems. 

6 Conclusions 
In this paper a method called DOC has been described that 
solves over-determined constraint satisfaction problems by 
generating sets of constraints that should be relaxed in order 
of increasing costs. The application of DOC in a case study 
on scheduling the Dutch major league soccer competition re­
sulted in a schedule that improves the 1992-1993 schedule by 
at least 56%. The Dutch major league soccer competition can 
be classified as a mid-sized problem. The case study indicated 
that DOC's computational efficiency should be improved to ap­
ply DOC to large-scale over-determined constraint satisfaction 
problems. 
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