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A b s t r a c t 

The study of situated systems that are capa­
ble of reactive and goal-directed behaviour has 
received increased attention in recent years. 
One approach to the design of such systems is 
based upon agent-oriented architectures. This 
approach has led to the development of ex­
pressive, but computationally intractable, log­
ics for describing or specifying the behaviours 
of agent-oriented systems. In this paper, we 
present three propositional variants of such log­
ics, with different expressive power, and an­
alyze the computational complexity of verify­
ing if a given property is satisfied by a given 
abstract agent-oriented system. We show the 
complexity to be linear time for one of these 
logics and polynomial time for another, thus 
providing encouraging results with respect to 
the practical use of such logics for verifying 
agent-oriented systems. 

1 I n t r o d u c t i o n 

The study of systems that are situated or embedded in 
a changing environment has been receiving considerable 
attention within the knowledge representation and plan­
ning communities. The primary characteristic of these 
systems is their dynamic and resource-bounded nature. 
In particular, situated systems need to provide an ap­
propriate balance between time spent deliberating and 
time spent acting. If the time spent on deliberation is 
too long, the ability of the system to complete its tasks 
may be seriously affected. On the other hand, too litt le 
deliberation may lead to a system that is short-sighted 
and reactive. 

A number of different architectures have emerged as 
a possible basis for such systems [Bratman ct al., 1988; 
Rao and Georgeff, 1991b; Rosenschein and Kaelbling, 
1986; Shoham, 1991]. Some of the most interesting of 
these are agent-oriented architectures, in which the sys­
tem is viewed as a rational agent having certain 77ien-
tal attitudes that influence its decision making and de­
termine its behaviour. The simplest of these architec­
tures, called a BDI architecture, is based on attitudes 
of belief, desire, and intention. The first two attitudes 

represent, respectively, the information and evaluative 
states of the agent. The last represents decisions the 
agent has made at a previous time, and is critical for 
achieving adequate or optimal performance when delib­
eration is subject to resource bounds [Bratman, 1987; 
Kinny and Georgeff, 1991]. Recently, a number of 
attempts have been made to formalize these mental 
attitudes and to show how these attitudes determine 
the actions of an agent [Cohen and Levesque, 1990; 
Rao and Georgeff, 1991b; Singh, 1991]. 

Most of these studies on agent-oriented systems con­
centrate on the specification or characterization of ratio­
nal agents and their behaviours under different environ­
mental conditions. They introduce logics that use linear 
or branching temporal structures, are often first-order, 
and tend to have a rich repertoire of modal operators 
to model beliefs, desires, goals, intentions, commitment, 
ability, actions, and plans. 

However, the design of agent-oriented systems has so 
far had litt le connection with these formalisms. Al­
though some systems have been designed and built upon 
the philosophy of rational agents [Georgeff and Lansky, 
1986], the linkage between the formal specification and 
the design is weak. Similarly, l i tt le has been done in 
the verification of agent-oriented systems. As more and 
more of these systems are being tested and installed in 
safety-critical applications, such as air-traffic manage­
ment, real-time network management, and power-system 
management, the need to verify and validate such sys­
tems is becoming increasingly important. 

This paper addresses the issue of verification of situ­
ated systems based on the the theory of rational agents. 
Issues related to the specification and practical design 
of agent-oriented systems are dealt with elsewhere [Rao 
and Georgeff, 1991b; Rao and Georgeff, 1992]. The out­
line of the paper is as follows. Section 2 describes the 
semantic model. Section 3 presents three branching-time 
BDI logics with increasing expressive power and intro­
duces the notion of commitment. The problem of veri­
fication in these logics and their complexity is described 
in Section 4. Using an example, Section 5 shows how 
one can verify temporal and commitment properties of 
agent-oriented systems in polynomial time. Finally, we 
conclude in Section 6 by comparing our work with re­
lated effort and highlighting the contributions of this 
paper. 
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2 Overview 

Si tuated agents can be viewed as concurrent systems of 
processes. T h e execution of such processes can be mod­
eled by the nondetermin is t ic in ter leaving of the a tomic 
actions of each process. In such a model , the nondeter­
min is t i c choice of a concurrent p rogram is represented as 
a t ime po in t w i t h mu l t i p le successors in a branch ing- t ime 
tree s t ructure. Each possibly in f in i te execut ion sequence 
of a concurrent p rogram is represented as a computa t ion 
pa th of the tree s t ructure. 

For systems based on the not ion of a ra t iona l agent, 
however, such a model of the system's behaviour is too 
abstract . In th is case, one is interested in analyzing how 
such agents choose to b r ing about the fu ture tha t they 
desire. In so do ing, the agent needs to model the un­
certa inty or chance inherent in the envi ronment as well 
as the choice of actions available to it at each and every 
t ime po in t . As the agent does not have direct control 
over the env i ronment , bu t has direct contro l over the ac­
t ions it can per fo rm, i t is desirable to separate the agent's 
choice of act ion (over which i t has control ) f rom its view 
of the env i ronment (over which it has no contro l ) . Also, 
unl ike concurrency theory, there is no single view of the 
env i ronment ; each agent can have its own view of the en­
v i ronment and of other agents' menta l states which may 
not coincide w i t h the actual envi ronment nor the ac­
tua l menta l states of these agents. These different views 
of the wor ld can be more effectively modeled w i t h i n a 
possible-worlds f ramework. 

Hence, we adopt a possible worlds branching-time tree 
structure in which there are mul t ip le possible worlds and 
each possible wor ld is a branching- t ime tree st ructure. 
Mu l t i p l e possible worlds model the chance inherent in 
the envi ronment as viewed by the agent and are a result 
of the agent's lack of knowledge about the envi ronment. 
Bu t w i t h i n each of these possible worlds, the branching 
fu ture represents the choice of actions available to the 
agent. 

A par t icu lar t ime point in a par t icu lar wor ld is 
called a situation. For each s i tua t ion we associate a 
set of belief-accessible, desire-accessible, and intention-
accessible worlds in tu i t ive ly , those worlds tha t the 
agent believes to be possible, desires to br ing about , and 
commits to achieving, respectively. We require that an 
agent's intent ions be consistent w i th its adopted desires, 
and tha t i ts desires be believed to be achievable [Rao 
and Georgeff, 1991a]. 

One of the impor tan t propert ies in reasoning about 
concurrent programs is the not ion of fairness. Fairness 
or fair schedul ing assumptions specify when an ind iv id ­
ual process in a fam i l y of concurrent processes must be 
scheduled to execute next. A number of different fair­
ness assumptions have been analyzed in the l i tera ture. 1 

A common ly used fairness assumpt ion is tha t a process 
must be executed in f in i te ly of ten. A concurrent program 
can thus be viewed as a branch ing- t ime tree st ructure, 
w i t h fairness and s ta r t ing condi t ions. The ver i f icat ion 
of a proper ty is equivalent to checking if the proper ty 
is satisfied in the model corresponding to the concur-

*See EmeTson [1990] for an overview on this topic. 

rent p rogram under the fairness and s ta r t ing condi t ions. 
As described by Emerson [1990], concurrency can be ex­
pressed by the fo l lowing equat ion: concurrency = non-
determin ism + fairness. 

Analogously, an impor tan t aspect of ra t iona l agency is 
the not ion of commitment. The commi tment condi t ion 
specifies when and for how long an agent should pursue 
a chosen course of act ion and under what condit ions it 
should give up i ts commi tment . Thus , a commi tment 
condi t ion embodies the balance between react iv i ty and 
goal-directedness of an agent-oriented system. An ab­
stract agent-oriented system can thus be viewed as a 
possible worlds branch ing- t ime tree structure w i t h com­
m i tmen t and s ta r t i ng condi t ions. The veri f icat ion of a 
property of the agent-oriented system is equivalent to 
checking if the proper ty is satisfied in the model cor­
responding to the system under the commi tment and 
s ta r t ing condi t ions. We could therefore express agent-
oriented reasoning as fol lows: agent-oriented reasoning 
= chance + choice -+ commi tmen t . In the next two sec­
t ions we formal ize these not ions. 

3 P r o p o s i t i o n a l B D I Log ics 

3.1 Syntax 
W e define three languages C T L B D I , C C T L B D I (Com­
m i t t e d , which are proposi t ional 
modal logics based on the branching tempora l logics 
C T L , Fair C T L , and C T L * [Emerson and Lei , 1987], re­
spectively, w i t h increasing expressive power. The p r i m ­
itives of these languages include a non-empty set φ of 
primitive propositions; proposi t ional connectives V and 
-; modal operators BEL (agent believes), DESIRE (agent 
desires), and INTEND (agent intends); and temporal op-
erators X (nex t ) , U (un t i l ) , F (somet ime in the future or 
eventual ly) , E (some path in the fu ture or op t iona l l y ) , 
and (some committed pa th in the fu ture) . Other 

connectives and operators such as (a l l t imes 
in the fu ture or always), A (al l paths in the fu ture or 

oo 

i nev i tab ly ) , (a l l committed paths in the fu ture) , F 

( in f in i te ly o f ten) , and (a lmost always) can be defined 
in terms of the above pr imi t ives. T h e last two operators 
are defined only for 

There are two types of wel l - formed formulas in these 
languages: state formulas (which are t rue in a part ic-
ular wor ld at a par t icu lar t ime po in t ) and path formu­
las (which are t rue in a par t icu lar wor ld along a certain 
pa th ) . State formulas are defined in the standard way as 
proposi t ional formulas, moda l formulas, and their con­
junc t ions and negations. The objects of E and A are 
path formulas. Path formulas for can be any 
a rb i t ra ry combina t ion of a l inear - t ime tempora l formula, 
conta in ing negat ion, d is junc t ion , and the l inear- t ime op­
erators X and U. Path formulas of are restricted 
to be p r im i t i ve l inear - t ime tempora l formulas, w i th no 
negations or d is junct ions and no nesting of l inear- t ime 
tempora l operators. For example, is a state 
fo rmu la and is a path formula of C T L B D I but not 
of 

I n contrast t o the language C T L B D I , C o m m i t t e d 
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An agent that is blindly committed wi l l give up its 
commitment only when it believes in φ, where φ is usu­
ally a proposition that the agent is striving to achieve. 
In addition to this, an agent who is single-mindedly com-
mitted wil l give up its commitment when it no longer be-
lieves that there exists an option of satisfying the propo­
sition some time in the future. An agent that is open-
mindedly committed wil l give up its commitment either 
when it believes in the proposition or when it no longer 
has the desire to eventually achieve the proposition. 

One can combine the above forms of commit­
ment in various ways. For example, the for­
mula denotes an agent 
that is blindly and fully committed to achieving 
p unti l it believes in p. Similarly, the formula 

is an example 
of an agent that is single-mindedly partially committed 
to achieving p (i.e., has decided not to rule out the posi-
ibil ity of not being able to achieve p in the future). 

For an agent to eventually achieve its desires, it needs 
to maintain its commitment to bring about these desires. 
Although an agent that only occasionally maintains its 
commitment may serendipitously fulfi l l its desires, as de­
signers of these systems we cannot guarantee this. To 
do so, we need to impose stronger maintenance condi­
tions; namely, that the commitment formula is true " in­
finitely often" or "almost always". Hence, in Committed 
C T L B D I WE take the commitment constraint to be of 
the canonical form where a, and 

are commitment formulas. 

4 Ver i f icat ion 

Our interest is in determining what properties hold of 
a given agent, in a given environment, under certain 
init ial conditions and under certain commitment condi­
tions. For example, given a robot that is programmed to 
single-mindedly commit to a certain set of intentions, we 
may need to prove that, in a particular environment and 
under particular initial conditions, it wil l never harm a 
human. 

Given some specification of the agent and the envi­
ronment, we can generate the branching-tree structure 
corresponding to all possible evolutions of that agent in 
that environment.2 This structure represents the model 
M of the agent and its environment. For the purposes of 
this paper, we consider only finite structures. The size 
of a finite structure M is given by the size of the differ­
ent components of the structure. More formally, 

The size of W is equal 
to the number of worlds and the size of the relations is 
equal to the number of elements in the relation. 

2We do not address this process of model generation in 
this paper. Methods for generating models used in concur­
rency theory [Emerson, 1990] can be extended for this pur­
pose. The notion of plans as abstract specifications [Rao and 
Georgeff, 1992] is similar to that of finite-state transitions 
and can be used to generate a partial model. 
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Committed C T L B D I ( C M C P ) . Complex i ty results given 
for F C T L by Emerson and Lei [1987] can be extended 
to C M C P . In par t i cu la r , C M C P can be reduced to the 
problem of model checking for commi t t ed states. Th is 
reduct ion explo i ts the nature of the commi tment con­
st ra in t namely, the fact t ha t and are obl iv ious to 
the add i t ion and delet ion of f in i te prefixes. Also, fo rmu­
las of the f o rm and 

can be reduced to model checking of p r im i t i ve proposi­
t ions, formulas of the f o rm [Rao 

and GeorgefT, 1993]. 
The detai ls of the a lgo r i t hm A C M C P are given else­

where [Rao and GeorgefT, 1993]. I ts complex i ty is given 
below. 

T h e o r e m 2 Solving the model checking problem for 
committed branching temporal BDI logic, C C T L B D I will 
take time to run. 

The extensions o f C C T L B D I over F C T L are twofo ld : 
( i ) the in t roduc t ion of possible worlds extends the ex­
pressive power of C T L and results in a complex struc­
ture on which to per form model checking; and ( i i ) the 
commi tmen t constra int is more complex invo lv ing modal 
operators and pa th quanti f iers. 

The language CTL*B D I subsumes the language C T L * , 
which in t u rn subsumes the l inear- t ime tempora l lan­
guage L T L . Hence, the complexi ty of model checking for 
CTLB D I has to be the same or greater than tha t of the 
model checking for L T L . I t has been shown [Lichtenstein 
and Pnuel i , 1985] tha t the complexi ty of model checking 
in L T L is l inear in the size of the st ructure and exponen­
t ia l in the size of the given formula. 

5 Example 

Consider a robot , Mark I, tha t can per form two tasks, 
each invo lv ing two actions. For the first task, the robot 
can go to the refr igerator and take out a can of beer 
(denoted by g f ) and br ing i t to the l i v ing room (bb). For 
the second task, the robot can go to the ma in door of the 
house (gd) and open the door (od). The only uncerta inty 
in the envi ronment is the presence or absence of a beer 
can in the refr igerator. For s impl ic i ty , we assume that 
the act of going to the refr igerator also involves opening 
the door and checking for the can of beer. If there is no 
can in the refr igerator, the act gf is said to have failed 
and the next act of b r ing ing beer cannot be per formed. 
We assume tha t al l other acts succeed when executed. 

Given appropr ia te specif ications of such a robot and 
i ts envi ronment and some commi tment constra int , as de­
signers of these robots we w i l l need to guarantee tha t 
they satisfy certain propert ies. For example, we may 
need to guarantee tha t (a) when the robot has a desire 
to serve beer it w i l l inev i tab ly eventual ly serve beer; or 
(b) when the robot has a desire to serve beer and a de­
sire to answer the door, and there is beer in the fr idge, 
i t w i l l inev i tab ly eventual ly realize bo th desires, rather 
than sh i f t ing f r o m one task to the other w i t hou t com­
ple t ing either o f t h e m . 3 

' This could happen if the tasks of going to the refrigerator 

We consider two model structures M1 and A/2. F i rs t , 
we s tar t by speci fy ing d i rect ly the external model struc­
ture M1. Generat ion of the external model s t ructure 
f r om the agent and env i ronment specif ications is beyond 
the scope of th is paper. A par t ia l descr ipt ion of the 
st ructure M1 is shown in Figure 1. Wor ld w1 depicts the 
alternat ives available to the robot when i t can choose to 
per form bo th the tasks and the env i ronment is such tha t 
there is a beer can in the refr igerator. The dot ted lines 
refer to add i t iona l fu ture paths, which can be described 
in an analogous manner. One can view worlds w2 and 
w3 as wor ld wl after the agent has executed the act of ei­
ther going to the refr igerator or going towards the door, 
respectively. S imi lar ly , w4 and w5 are evolut ions of w2; 
w6 and w7 are evolut ions of w3. 

We introduce two proposi t ions: 
b e e r - i n - r e f r i g e r a t o r and s e r v e d - b e e r . The propo­
s i t ion b e e r - i n - r e f r i g e r a t o r is t rue a t al l t imes in the 
worlds . The proposi t ion s e r v e d - b e e r w i l l be true 
in worlds after the act of b r ing ing the beer (bb). 

Next we examine the belief, desire, and in tent ion re­
lat ions of the agent. The wor ld wl of Figure 1 shows 
the various t ime points. The belief relat ions for wor ld 

at various t ime points are given as fol lows: 

Desire and in tent ion 
relat ions can be defined s imi lar ly . Fur ther , we assume 
that the belief relat ions do not change when actions are 
per formed. In other words, we also have 

S imi la r relat ionships 
hold for worlds Th is completes our descript ion 
of the st ructure M\. 

Consider a s ta r t ing state in which the robot believes 
tha t there is beer in the refr igerator and has the intent ion 
to inev i tab ly eventual ly have served beer.4 

We consider two instances of the commi tment con­
s t ra in t ; the f irst instance is a b l ind commi tment towards 
an in tent ion to have served beer somet ime in the future 
and the other is a s ingle-minded commi tment towards 
the same in ten t ion . More formal ly , we have: 

Using Def in i t ion 4 and a lgo r i t hm A C M C P we can 
show tha t in al l paths where the robot is b l ind ly 
or s ingle-mindedly commi t t ed to its in ten t ion , i t w i l l 
achieve i ts desire of serving beer. More formal ly , 

and going to the door involve taking multiple steps; the agent 
could then take one step towards the door, change its mind, 
take the next step towards the refrigerator, again change its 
mind and keep alternating between these tasks forever. 

4 We assume that the agent has the desire to have in­
evitably eventually served beer and to have inevitably even­
tually opened the door. In this example, we consider the case 
where the agent has only adopted an intention to serve beer; 
in the full paper [Rao and Georgeff, 1993], we consider the 
intention to open the door as well. 
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Next , consider two robots, Mark I and Mark I I , 
and the s i tua t ion in which there is no beer in the 
refr igerator.5 In tu i t i ve ly , Mark I does not change its 
belief about there being beer in the refr igerator at some 
t ime po in t in the fu tu re , even i f i t notices at th is t ime 
point tha t there is no beer in the refr igerator. On the 
other hand , Mark I I changes i ts belief about the beer 
being in the refr igerator as soon as it notices tha t there 
is none. 

Now consider the st ructure M2 which consists of 
worlds w1-w7 shown in Figure 1 and add i t iona l worlds 
where the proposi t ion b e e r - i n - r e f r i g e r a t o r is false 
at al l t ime points. Transi t ions between these worlds are 
s imi lar to worlds w1-w7 except tha t the act gf fails (as 
there is no beer can in the refr igerator) and is fol lowed 
by the act of going to the main door, namely gd , rather 
than the act of b r ing ing the beer, namely bb. 

W i t h the s t ructure M2 we can show tha t a single-
minded ly commi t t ed Mark I I agent w i l l drop i ts com­
m i tmen t to ma in ta in the in tent ion of inev i tab ly eventu­
al ly serving beer. On the other hand, a s ingle-mindedly 
commi t t ed Mark I agent w i l l ma in ta in this commi tment 
forever. More formal ly , we can show the fo l lowing: 

In summary, we have considered two different model 
structures, one where the robot completes i ts task, the 
second where it is impossible for the robot to complete i ts 
task, but yet one of the robots mainta ins its commi tment 
to this task forever, whi le the other robot reconciles i tself 

5 Although we have not described a multi-agent C T L B D I 
logic, the modifications required to do so are straightforward. 
Also, as long as we do not introduce common knowledge op­
erators, the complexity of model checking in such multi-agent 
modal logics wil l be of the same order as single-agent modal 
logics [Halpern and Moses, 1992]. 

to the imposs ib i l i ty of comple t ing the task and gives i t 
up. The purpose of th is exercise has been to show how 
global propert ies of agent-oriented systems can be veri­
fied under a var iety of ra t iona l behaviours obta ined by 
vary ing the model s t ructure and the commi tmen t con­
st ra in t . 

6 C o m p a r i s o n s a n d Conc lus ions 

Cohen and Levesque [1990] describe agents by adopt ing a 
possible worlds s t ructure in which each wor ld is a l inear-
t ime tempora l s t ructure and consider fanat ica l and rel­
at iv ized forms of commi tmen t . A fanat ica l commi tment 
is s imi lar to our def in i t ion of a s ingle-minded agent com­
m i t t e d to i ts in ten t ion , i.e., 

A relat iv ized commi tmen t is one in which 
the agent has a persistent in ten t ion towards a proposi­
t ion un t i l i t believes in the propos i t ion or un t i l some 
other proposi t ion is believed. Th is can be expressed 
as 
Cohen and Levesque do not address the issue of model 
checking in their logic. However, as their logic subsumes 
l inear- t ime tempora l logic ( L T L ) , the process of model 
checking in their logic w i l l be at least as hard as the 
model checking for L T L ; namely, l inear in the size of 
the s t ructure and exponent ia l in the size of the given 
fo rmu la [Lichtenstein and Pnuel i , 1985] . 

Singh [1991] presents a b ranch ing- t ime in tent ion logic 
based on C T L * . Various ra t iona l i t y postulates re lat ing 
to beliefs, in tent ions, and actions are analyzed. Also, 
like Cohen and Levesque, Singh uses his logic only as 
a specif ication to characterize dif ferent behaviours and 
does not provide any guidelines for the design or verif i­
cat ion of such ra t iona l agents. Shoham's work [Shoham, 
1991] spans bo th theory and language design, but does 
not address the issue of ver i f icat ion either. 

Th is paper goes beyond th is earlier work and provides 
a methodology for fo rma l l y ver i fy ing propert ies of agent-
or iented systems. S ta r t i ng f rom a reasonably rich model 
s t ructure, we have described three proposi t ional logics 
and analyzed their relat ive expressive power. Further­
more, the l inear t ime and po lynomia l t ime complexi ty 
of model checking in two of these logics makes them 
potent ia l l y useful for ver i fy ing pract ical agent-oriented 
systems. 
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Our work draws its inspiration from the field of con­
currency theory [Emerson, 1990], especially that field's 
contribution to the techniques of model checking. We 
have extended the results of Emerson and Lei [1987] by 
showing that the linear time and polynomial time com­
plexities of model checking hold for logics more expres­
sive than CTL and Fair CTL logics. Also, the complex­
ities are not greatly affected by the number of different 
modalities - the complexity seems to be dependent on 
the underlying temporal structure. More importantly, 
this paper demonstrates the generality of the model-
checking technique [Halpern and Vardi, 1991] and ex­
tends it to a new domain; namely, the verification of 
agent-oriented systems. The close correspondence be­
tween fairness and commitment, and concurrency theory 
and rational agency, lays a strong theoretical foundation 
for the design and verification of agent-oriented systems. 

However, a number of open problems with respect to 
this approach remain. First, we need to address the pro­
cess of model generation whereby, given an agent speci­
fication and/or environment specification, the appropri­
ate model structure is automatically generated. Second, 
we have used model checking as a means of verifying 
global properties, i.e., from an external observer view­
point. Similar techniques can be used by the agent in­
ternally. In this case, we may want to build the model in­
crementally, rather than assuming that the entire model 
structure is given to us. Third, the size of the structures 
we are dealing with is likely to be large and techniques 
to reduce this would be valuable. 

Although a number of issues in the model-theoretic 
design and verification of agent-oriented systems are yet 
to be resolved, our work indicates, for the first time, 
that the expressive multi-modal, branching-time logics 
can possibly be used in practice to verify the properties 
of these systems. 
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