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A b s t r a c t 

W i t h few exceptions the study of nonmonoton ic 
reasoning has been confined to the single-agent 
case. However, it has been recognized tha t 
intel l igent agents often need to reason about 
other agents and their ab i l i t y to reason non-
monoton ica l ly . In th is paper we present a for-
ma l iza t ion of mul t i -agent autoepistemic rea­
soning, which na tura l l y extends earlier work by 
Levesque. In par t icu lar , we propose an n-agent 
moda l belief logic, which allows us to express 
tha t a f o rmu la (or f in i te set of them) is all an 
agent knows, which may include beliefs about 
what other agents believe. The paper presents 
a fo rma l semantics of the logic in the possible-
wor ld f ramework . We provide an ax iomat iza-
t i on , which is complete for a large f ragment of 
the logic and sufficient to characterize interest­
ing forms of mul t i -agent autoepistemic reason­
ing. We also extend the stable set and stable 
expansion ideas of single-agent autoepistemic 
logic to the mul t i -agent case. 

1 I n t r o d u c t i o n 

Whi le the study of nonmonoton ic reasoning formal isms 
has been at the forefront of foundat iona l research in 
knowledge representat ion for qui te some t ime , work in 
this area has concentrated on the single-agent case w i t h 
only few exceptions. 

Th is focus on single agents is somewhat surpris-
ing, since there is l i t t l e doubt tha t agents, who have 
been invested w i t h nonmonoton ic reasoning mechanisms, 
should be able to reason about other agents and their 
ab i l i ty to reason nonmonoton ica l ly as wel l . For exam­
ple, i f we assume the common defaul t tha t birds nor­
ma l l y f ly and i f J i l l tel ls Jack tha t she has j us t bought 
a b i rd , then J i l l should be able to infer tha t Jack th inks 
tha t her b i rd flies. Mu l t i -agent nonmonoton ic reasoning 
is also crucial when agents need to coordinate their ac­
t i v i t y . P'or example, assume I promised a f r iend (who is 
always on t ime) to meet h i m at a restaurant at 7 P M . I f I 
leave my house knowing tha t I w i l l not make i t there by 
7 P M , 1 w i l l p robab ly not change my plans and s t i l l go 
to the restaurant. A f te r a l l , I know tha t my fr iend has 

no reason to believe tha t I am not on my way to meet 
h i m and tha t he w i l l therefore wa i t for me. Note tha t I 
reason about my fr iends defaul t assumpt ion to wai t in 
th is case. Other examples f r om areas l ike p lann ing and 
tempora l pro ject ion can be found in [Mor90] . 

One of the ma in formal isms of nonmonoton ic reason­
ing is autoepistemic logic (e.g. [Moo85]) . The basic idea 
is tha t the beliefs of agents are closed under perfect in­
trospection, tha t is, they know 1 wha t they know and 
do not know. Nonmonoton ic reasoning comes about in 
this f ramework in tha t agents can draw inferences on 
the basis of their own ignorance. The fo l lowing exam­
ple by Moore i l lustrates th is feature: I can reasonably 
conclude tha t I have no older brother s imp ly because I 
do not know of any older brother of mine. A part ic­
ular fo rma l iza t ion of autoepistemic reasoning is due to 
Levesque [Lev90], who proposes a logic of only-knowing 
{OL), which is a classical moda l logic extended by a new 
moda l i t y to express tha t a f o rmu la is all an agent be­
lieves. An advantage of th is approach is t ha t , rather 
than hav ing to appeal to non-standard inference rules as 
in Moore's or ig ina l f o rmu la t i on , OL captures autoepis-
temic reasoning using only the classical not ions of logical 
consequence and theoremhood. 

In th is paper, we propose a propos i t iona l mul t i -agent 
extension of OL. We prov ide a fo rma l semantics w i th in 
the possible-world f ramework and a proof theory, which 
is complete for a large f ragment of the logic. The new 
logic also leads us to na tu ra l extensions of not ions l ike 
stable sets and stable expansions, which were or ig ina l ly 
developed for the single-agent case. 

General mul t i -agent nonmonoton ic reasoning for­
mal isms have received very l i t t l e a t ten t ion un t i l 
recently.2 A notable exception is work by Morgen-
stern and Guerre i ro [Mor90, M G 9 2 ] , who consider both 
mul t i -agent autoepistemic reasoning and mul t i -agent cir­
cumscr ip t ion theories. On the autoepistemic side, they 
propose mul t i -agent versions of stable sets, which a l -

1 While we are concerned wi th belief and, in particular, 
allow agents to have false beliefs, we nevertheless use the 
terms knowledge and belief interchangeably. 

2There has also been work applying nonmonotonic the­
ories to special multi-agent settings such as speech acts 
(e.g. [Per87, AK88]). Unlike our work, these approaches are 
not concerned with general purpose multi-agent nonmono­
tonic reasoning. 
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low agents to reason about other agents' nonmonotonic 
inferences. In contrast to our work, however, these 
stable sets are not justified by an independent seman­
tic account. Recently, and independently of our work, 
Halpern [Hal93] also extended Levesque's logic OL to 
the multi-agent case. While Halpern's logic and ours 
share many (but not all) properties, the respective model 
theories are quite different. In particular, while our ap-
proach remains within classical possible-world semantics, 
Halpern uses concepts very much related to the so-called 
knowledge structures of [FHV91]. Using the same tech­
nique, Halpern also extends the notion of only-knowing 
proposed in [HM84] to the multi-agent case. There, how­
ever, agents are not capable of reasoning about other 
agent's nonmonotonic inferences because only-knowing 
is used only as a meta-logical concept. 

The rest of the paper is organized as follows. Section 2 
defines the logic OLn, extending Levesque's logic of only-
knowing to many agents. Besides a formal semantics we 
also provide a proof theory, which is complete for a large 
fragment of 0Ln. Furthermore, we look at the proper­
ties of formulas in 0Ln which uniquely determine the 
beliefs of an agent and are thus of particular interest to 
knowledge representation. Section 3 considers examples 
of multi-agent autoepistemic reasoning as modeled by 
0Ln Section 4 shows how 0Ln yields natural mult i-
agent versions of stable sets and stable expansions. Fi­
nally, we summarize the results of the paper and point 
to some future work in Section 5. 

2 The Logic 0Ln 

After introducing the syntax of the logic, we define the 
semantics in two stages. First we describe that part of 
the semantics that does not deal with only-knowing. In 
fact, this is just an ordinary possible-world semantics for 
n agents with perfect introspection. Then we introduce 
the necessary extensions that give us the semantics of 
only-knowing. Finally, we present a proof theoretic ac­
count, which is complete for a large fragment of the logic, 
and discuss properties of the logic which are important 
in the context of knowledge representation. 



of a world w, which corresponds intuitively to the real 
world, and a set of worlds W', which determine the beliefs 
of the agent. There is no need for an explicit accessibil­
ity relation, since the worlds in M are globally accessible 
from every world and a sentence is believed just in case 
it is true at all worlds in W. Unfortunately, such a sim­
ple model does not extend to the multi-agent case and 
we are forced to a more complicated semantics with ex­
plicit accessibility relations as defined above.7 For this 
reason, the extension of Levesque's logic OL to many 
agents turns out to be a non-trivial exercise. 

2.3 T h e Canon ica l M o d e l 
It is well known that, as far as basic formulas are con­
cerned, it suffices to look at just one, the so-called canon­
ical model [HC84, HM92]. This canonical model wil l be 
used later on to define the semantics of only-knowing. 

The central idea behind canonical models are maxi­
mally consistent sets. 

D e f i n i t i o n 6 Maximally consistent sets 
Given any proof theory of K45n and the usual notion of 
theoremhood and consistency, a set of basic formulas T 
is called m a x i m a l l y consistent iff T is consistent and 
for every basic either is contained in T. 

The canonical K45n-model Mc has as worlds precisely 
all the maximally consistent sets and a world w' is i n ­
accessible from w just in case all of i's beliefs at w are 
included in w'. 

D e f i n i t i o n 7 The Canonical K45n-Model Mc 
The canonical model Mc = (Wc, Tl, R 1 , . . . , Rn) is a 
Kripke structure such that 
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The following (well known) theorem tells us that noth­
ing is lost from a logical point of view if we confine our 
attention to the canonical model. 

T h e o r e m 1 Mc is a model and for every set of 
basic formulas T, T is satisfiable iff it is satisfiable in 
Mc. 

2.4 T h e Semant ics o f A l l They K n o w 
Given this classical possible-world framework, what does 
it mean for an agent i to only-know, say, an atom p at 
some world w in a model Ml Certainly, i should believe 
p, that is, all worlds that are i-accessible from w should 
make p true. Furthermore, i should believe as l i t t le else 
as possible apart from p. For example, i should neither 
believe q nor believe that j believes p etc. Minimizing 
knowledge using possible worlds simply means maximiz­
ing the number of accessible worlds. Thus, in our ex­
ample, there should be an accessible world where q is 
false and another one where j does not believe p and 
so on. It should be clear that in order for w to satisfy 

7In essence, if we have more than 1 agent and a global 
set of worlds for each agent, the agents would be mutually 
introspective, which is not what we want. 
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What are examples of determinate formulas? In the 
single-agent case, it has been shown that all objective 
formulas (no modalities at all) are determinate. Not 
surprisingly, objective formulas are also i-determinate. 
In fact, this result can be generalized to include all basic 
i-objective formulas. 

Theo rem 6 
All basic i-objective formulas are i-determinate. 

Other examples of i-determinate formulas, which are 
not i-objective, include 
which allow agents to reason nonmonotonically and are 
discussed in more detail in Section 3. 

So far we have only considered basic i-determinate 
sentences. Does the above result extend to non-basic 
i-objective formulas as well? The answer, surprisingly, 
is: sometimes but not always! For example, it is not 
hard to show that the formula (where p is an atom) 
is also i-determinate, that is, the beliefs of agent i are 
uniquely determined if all i knows is that all j knows is p. 
However, the formula is not i-determinate because 

In other words, it is impossible for i to 
only-know that j does not only-know p. Intuitively, for 
i to know that j does not only-know p, i needs to have 
some evidence in terms of a basic belief or non-belief of 
j. It is because of properties like that our 
axiomatization is not complete for all of 

3 Mul t i -agent Nonmonotonic 
Reasoning 

While our axiomatization is complete only for a subset of 
0 L n , it is nevertheless strong enough to model interest­
ing cases of multi-agent nonmonotonic reasoning. Here 
are two examples: 

1. Let p be agent i's secret and suppose i makes the 
following assumption: unless 1 know that j knows my 
secret assume that j does not know it. We can prove 
in 0Ln that if this assumption is all i believes then he 
indeed believes that j does not know his secret. Formally 

A formal derivation of this theorem of 0Ln can be ob­
tained as follows. Let . The justif i­
cations in the following derivation indicate which axioms 
or previous derivations have been used to derive the cur­
rent line. PL or indicate that reasoning in either 
standard propositional logic or is used is without 
further analysis. 

To see that i's beliefs may evolve nonmonotonically given 

12In contrast, is satisfiable in Halpern's logic. 
13Note that if we replace we obtain regular single-

agent autoepistemic reasoning. 
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5 Conclusion 

We proposed a multi-agent logic of only-knowing that 
extends earlier work by Levesque regarding the single-
agent case. Our logic gives a semantic and proof theo-
retic account of autoepistemic reasoning for many know-
ers. Notions like stable set and stable expansion fall out 
as natural extensions of single-agent autoepistemic logic. 

As for future work, it would be interesting to ob­
tain a complete axiomatization for all of OL. Also, as 
noted earlier, there are subtle differences between 0 L n 

and Halpern's logic. Halpern showed that every valid 
sentence in his logic is also valid in 0 L n and that the 
valid sentences of both logics coincide when restricted to 

However, there are sentences such as 
that are valid in 0 L n but not in Halpern's case. For 
a better comparison of the two approaches it would be 
interesting to see which modifications are necessary to 
obtain identical logics. Finally, a more expressive first-
order language should be considered to make 0 L n more 
applicable in real world domains. We conjecture that an 
approach as in [Lev90] could be adapted for this purpose 
without great difficulty. 
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