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A b s t r a c t 

Most of the current nonmono­
tonic logics are l imi ted to a 
proposi t ional or a f irst-order 
language. Th is means that 
these formal isms cannot model 
an agent reasoning about the 
knowledge of other nonmono­
tonic agents, which l imi ts the 
usefulness of such formal isms in 
model ing communicat ion among 
agents. 
Th is paper fol lows the approach 
tha t one can extend some of 
the exist ing nonmonotonic log­
ics to include modal operators 
to denote the knowledge of other 
agents. We use a theory of ut ter­
ance understanding as the source 
of our in tu i t ions on the prop­
erties tha t such extended log­
ics should exhib i t . The second 
part of this paper discusses a 
methodof extending any propo­
si t ional preference logics into 
a corresponding extended logics 
tha t allows for a knowledge op­
erator. 

1 I n t r o d u c t i o n 

Reasoning about other agents, and in par­
t icu lar reasoning about the beliefs of other 
agents, is of fundamenta l importance if an 
intel l igent system is to deal w i t h social sit­
uat ions. Bu t the logics that have been 
created to deal w i th knowledge of more 
than one agent (for example [Halpern and 
Moses, 1985]) have the l im i ta t ion that the 
agents they model are rnonotonic. Since it 

is widely assumed that interest ing forms of 
intell igence cannot be captured by mono-
tonic forms of reasoning, these logics are 
very l im i ted on their capacity of model ing 
interesting social behavior. 

On the other hand, most of the ex­
ist ing nonmonotonic logics are l im i ted to 
a f irst-order or a proposi t ional language. 
T h a t is, a l though these logics capture the 
nonmonotonic i ty of the agent's reasoning, 
they can only model the agent when it 
is reasoning about " th ings in the wor ld , " 
which can be expressed in either f i rst-order 
or proposi t ional languages. In par t i cu­
lar, the exist ing nonmonotonic logics can­
not model an agent reasoning about the 
knowledge of another agent. 

Summar iz ing, the exist ing formal de-
vices either model many "un in teres t ing" 
agents, or they can model only a single 
interesting agent. Th is paper addresses 
this prob lem: it describe a nonmonoton ic 
logic that can model an agent reasoning 
about the knowledge of other nonmono­
tonic agents. 

The approach taken in this paper is 
to extend some of the exist ing non­
monotonic logics to include formulas 
that refer to another agent's knowledge. 
We call these logics e p i s t e m i c a l l y ex ­
t e n d e d . Th is involves extending the se­
mantics of a nonmonotonic logics since 
most formal ism (w i t h the exception of de­
faul t logic) are semantical ly l im i ted to ei­
ther proposi t ional or f i rst-order languages. 
Th is paper w i l l also discuss the require­
ments tha t an epistemical ly extended logic 
should exh ib i t i f i t is to model the knowl ­
edge of other non-monotonic agents. 

The paper is d iv ided in to two parts. 
The first par t discusses the requirements 
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that an epistemic extended logic should 
meet in the context of a model of com­
munication (or at least a model of utter­
ance understanding). Section 2 describes 
a model of utterance understanding that 
solves some of the problems a naive the­
ory would face, but this paper will not deal 
with the consequences of this model. In­
stead, we use the model to motivate the 
need of an epistemically extended logic, 
and to find out what are the require­
ments that the logic should meet. The sec­
ond part discusses a method of extending 
propositional preference logics into epis­
temic domains, and proves that the result­
ing logic meets the requirements put forth 
in the first part. 

2 A Model of 
Communication 

McCarthy [1986] suggested that one of the 
many uses of nonmonotonic logics is to 
model conventions in communication. For 
example, the default rule "birds usually 
fly" can be seen as stating that if in a con­
versation a bird is mentioned and nothing 
is said about its flying condition, then one 
can assume that it flies. More specifically, 
if S (for speaker) tells H (for hearer) about 
a bird, and S says nothing about the bird's 
ability to flight, then H should conclude 
that the bird flies. 

McCarthy suggests that H's reasoning 
can be done entirely within a first-order 
framework. This is done by representing 
the content of S's assertion as a first-order 
formula in H's belief space, and combining 
it with H's beliefs about birds in general, 
and Tweety in particular. H would then 
perform the following nonmonotonic infer­
ence: 

Tweety is a bird 
Usually, birds fly 

Tweety flies. 

which McCarthy implements using cir-
cumscription. 

We wil l call this method of modeling H's 
reasoning the impor t -de fau l t method, 
because the content of the utterance is first 
imported into H's belief space, and only 
after that are the defaults inferred. The 
import-default method has many short­
comings. First, it does not allow for the 

model ing of S's beliefs and the mu tua l be­
liefs between S and H . A second short­
coming comes f rom the i m p o r t process it-
self. If S's statement contradicts w i t h H's 
beliefs, then H would not like to i m p o r t 
i t , and thus result ing in a contradic tory 
knowledge base. Also, H would not l ike to 
impor t the content of the utterance if H 
has reason to believe tha t S is l y ing (and 
that can only be concluded if we compare 
the content of the utterance w i t h S's own 
knowledge and not H's). 

A l though the previous two problems 
could be addressed by some extra- logic 
mechanism (for example by f irst check­
ing the utterance against S's beliefs and 
only if i t is not contradictory per form the 
impor t process), there is a t h i r d prob­
lem that undermines the assumption tha t 
the reasoning can be done in a f i rst-order 
f ramework. For a class of utterances tha t 
we named e p i s t e m i c c a n c e l l a t i o n s , the 
speaker uses the epistemic possibi l i ty op­
erator to cancel (or block) the defaults. 
For example, by u t te r ing 

Tweety is a b i rd , perhaps a penguin. 
(1) 

the speaker blocks the default tha t Tweety 
f l ies. The semantic content of the utter­
ance, even after it is impor ted into H's be­
lief space, st i l l carries the moda l operator. 

These shortcomings suggest tha t a more 
elaborate method to model understand­
ing of utterances should be pursued. Th is 
method is based on expl ic i t ly reasoning 
about the S's beliefs, fol lowed by a trans­
ferr ing step, where H accepts S's beliefs (or 
what he th inks are S's beliefs) as his own. 
This method is called b e l i e f t r a n s f e r and 
was first discussed in [Perraul t , 1990]. 

2 .1 T h e b e l i e f t r a n s f e r m e t h o d 

Like the impor t -defau l t , the belief-transfer 
is a model of the hearer's reasoning pro­
cess. But instead of impo r t i ng the con­
tent of the utterance direct ly in to the his 
own belief space and der iv ing the defaults 
in that space, H derives the defaults in S's 
belief space (or in his view of the S's belief 
space) and then transfer consistent beliefs 
f rom that space in to his own. The belief 
transfer method is based on the fo l lowing 
defaults. 

• the speaker usually believes in what 
she says. Th is is Grice's m a x i m of qua l i ty 

• if the speaker believes tha t a default 
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quence relat ion To be able to per form 
the reasoning described in (2) and (3) , one 
must extend the exist ing formal isms in at 
least two directions. The f i rst one is to al ­
low defaults inside a knowledge operator, 
which is exemplif ied by expression (2). We 
call this extension i n t e r n a l d e f a u l t . Be­
side the fact that the syntax of the logic 
should allow for a default rule inside the 
scope of the knowledge operator, which is 
a problem for default logic the appl icat ion 
of a default rule should work normal ly in­
side the knowledge operator. T h a t is, i f 
f rom and p, one concludes q, then 
f rom and Bp one should con­
clude B</. 

The second direct ion in which the ex­
ist ing formal ism must be extended is to 
allow for default rules whose arguments 
are modal formulas. We call this exten­
sion e x t e r n a l d e f a u l t , and i t is best i l ­
lustrated when (3) is expressed as the ap­
pl icat ion of a default rule: 

(4) 

The logic should allow for default rules 
to have one or more arguments that are 
modal formulas, and these default rules 
should derive the "expected" conclusions 
when they are appl ied. 

2.2 A s s u m p t i o n s 

In this paper we wi l l fol low s impl i f icat ions 
below: 

1) We wi l l assume that the knowledge 
operator is a modal operator tha t fol lows 
the KD45 (or weak S5) axioms. 

2) We wi l l restrict, the language to a 
proposi t ional modal language. 

3) We wi l l not deal w i th mu l t ip le agents 
(besides the speaker and the hearer) and 
we wi l l not deal w i th nested knowledge, 
that is, the speaker's belief about the 
hearer's beliefs, and so on. 

We introduced this last s impl i f i ca t ion , 
which severely l imi ts the app l icab i l i t y of 
the logics developed here in model ing 
communicat ion, in order to avoid m u l t i -
modal i t ies. For example, having to repre­
sent nested beliefs would br ing the need 
of a modal operator to represent the 
hearer's beliefs (which is done imp l i c i t l y 
now) when it occurs w i t h i n the scope of 
the speaker's beliefs ( the speaker th ink­
ing about the hearer). We believe tha t 
this last s impl i f icat ion can be incremen-
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that would otherwise be at t r ibuted to her. 
For example, if the speaker had uttered: 
"Tweety is a b i rd . " and given the de­
faul t that birds usually fly, the hearer 
should conclude that the speaker knows 
that Tweety fl ies. Episternic cancella-
t ion is a way of canceling this knowledge 
a t t r i bu t ion by expl ic i t ly saying that the 
speaker believes it to be possible that the 
default would not hold in this case. Thus 
by ut ter ing (1) the speaker is expl ici t ly 
saying that she considers it possible that 
Tweety is a penguin and therefore that 
Tweety cannot fly. This blocks the conclu­
sion that, the speaker believes that Tweety 
could fly. 

Bu t , al though it is clear what should 
not be inferred about the speaker beliefs 
f rom (1), it is less clear what should be 
inferred about the speaker's beliefs about 
Tweety flying abilit ies. Here there is a 
clash of in tu i t ions. One position is that 
noth ing can be concluded f rom (1) since 
the speaker expressed her doubts about 
whether Tweety is a penguin or not. We 
wi l l follow a second posit ion which states 
that the corresponding defaults do apply 
to each of the possibilities raised by the 
speaker. In the example above, the possi­
bi l i t ies are that Tweety is a penguin, and 
that Tweety is a non-penguin bird For 
each of these possibilities the relevant de­
faults should apply. If Tweety is a pen­
gu in , then it does not fly, and if Tweety 
is a non-penguin bird then it should fly 
Thus, this second view would claim that 
the conclusion one should derive from the 
utterance of (1) is that either Tweety is a 
non-f ly ing penguin, or Tweety is a flying, 
non-penguin b i rd. 

This motivates the last requirement on 
the logic , the s t r o n g ep is te rn i c can­
c e l l a t i o n S E C ) I t states: 

4 Ep is te rn ic E x t e n s i o n of 
P re fe rence Logics 

In this section we wi l l describe the epis­
ternic extensions of proposit ional prefer­
ence logics. Or more precisely, we wi l l 
describe a method of defining the epis­
ternic extension of any part icular prefer­
ence logic. The work described here is 
based on [Wainer, 1992b], w i th some dif-
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5 Conc lus ions 
The author hopes this paper makes two 
impor tan t contr ibut ions. The first one 
is that it discusses some of the require­
ments that an epistemic nonmonotonic 
logic should meet. A l though we developed 

these requirements based on a theory of 
utterance understanding, we believe that 
they are general requirements and should 
be used to compare different proposals of 
epistemic nonmonotonic logics. 

The second contr ibut ion is the epistemic 
extension of preference logics. We dis­
cussed a method of extending any propo­
sit ional preference logic, and proved that 
the resulting logics satisfy all require­
ments. 

The research reported here is being ex­
panded in two directions. The first one 
is the development of the epistemic exten­
sion of other nonmonotonic logics, for ex­
ample condit ional logics. The second area 
of future research is the study of the re­
quirements for mul t i -modal epistemic log­
ics. 
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