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Abstract

We present a general theory that captures the
relationship between certain domains and ne-
gotiation mechanisms. The analysis makes it
possible to categorize precisely the kinds of do-
mains in which agents find themselves, and to
use the category to choose appropriate negoti-
ation mechanisms. The theory presented here
both generalizes previous results, and allows
agent designers to characterize new domains ac-
curately. The analysis thus serves as a critical
step in using the theory of negotiation in real-
world applications.

We show that in certain Task Oriented Do-
mains, there exist distributed consensus mech-
anisms with simple and stable strategies that
lead to efficient outcomes, even when agents
have incomplete information about their envi-
ronment. We also present additional novel re-
sults, in particular that in concave domains us-
ing all-or-nothing deals, no lying by an agent
can be beneficial, and that in subadditive do-
mains, there often exist beneficial decoy lies
that do not require full information regarding
the other agent's goals.

1 Introduction

Negotiation has been a subject of central interest in
Distributed Artificial Intelligence (DAI). The word has
been used in a variety of ways, though in general it
refers to communication processes that further coordina-
tion [Smith, 1978; Kuwabara and Lesser, 1989; Conry et
ai, 1988; Kreifelts and von Martial, 1990]. These nego-
tiating procedures have included the exchange of Partial
Global Plans [Durfee, 1988], the communication of in-
formation intended to alter other agents' goals [Sycara,
1988; Sycara, 1989], and the use of incremental sugges-
tions leading to joint plans of action [Kraus and Wilken-
feld, 1991].

In previous work [Zlotkin and Rosenschein, 1989;
Zlotkin and Rosenschein, 1991a; Zlotkin and Rosen-
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schein, 1990; Zlotkin and Rosenschein, 1991b], we have
considered various negotiation protocols in different do-
mains, and examined their properties. The background
and motivation of this research can be found in [Rosen-
schein, 1993]. Agents were assumed to have a goal
that specified a set of acceptable final states. These
agents then entered into an iterative process of offers
and counter-offers, exploring the possibility of achieving
their goals at lower cost, and/or resolving conflicts be-
tween their goals.

The procedure for making offers was formalized in a
negotiation mechanism,, it also specified the form that
the agents' offers could take (deal types). A deal be-
tween agents was generally a joint plan. The plan was
"joint" in the sense that the agents might probabilisti-
cally share the load, compromise over which agent does
which actions, or even compromise over which agent gets
which parts of its goal satisfied.

The interaction between agents occurs in two consec-
utive stages. First the agents negotiate, then they exe-
cute the entire joint plan that has been agreed upon. No
divergence from the agreed deal is allowed. The sharp
separation of stages has consequences, in that it rules
out certain negotiation tactics that might be used in an
interleaved process.

At each step, both agents simultaneously offer a deal.
Our protocol specifies that at no point can an agent de-
mand more than it did previously—in other words, each
offer either repeats the previous offer or concedes by de-
manding less. The negotiation can end in one of two
ways:

Conflict: if neither agent makes a concession at some
step, they have by default agreed on the (domain depen-
dent) "conflict deal";

Agreement: if at some step an agent A;, for example,
offers agent A, more than A, himself asks for, they agree
on Ass offer, and if both agents overshoot the other's
demands, then a coin toss breaks the symmetry.

The result of these rules is that agents cannot back-
track, nor can they both simultaneously "stand still" in
the negotiation more than once (since it causes them
to reach a conflict). Thus the negotiation process is
strongly monotonic and ensures convergence to a deal.

Deal types explored in our previous work included
pure deals, all-or-nothing deals, mixed deals, joint plans,
mixed joint plans, semi-cooperative deals, and multi-plan



deals. Each of these types of agreement proved suitable
for solving different kinds of interactions. For example,
semi-cooperative deals proved capable of resolving true
conflicts between agents, whereas mixed deals did not.
Similarly, multi-plan deals are capable of capturing goal
relaxation as part of an agreement.

It was also shown that certain other properties were
true of some deal types but not of others. In particular,
different agent strategies were appropriate ("rational")
for different deal types and domains. Agents were shown
to have no incentive to lie when certain deal types were
used in certain domains, but did have an incentive to lie
with other deal type/domain combinations.

The examination of this relationship between the ne-
gotiation mechanism and the domain made use of two
prototypical examples: the Postmen Domain (intro-
duced in [Zlotkin and Rosenschein, 1989]), and the Slot-
ted Blocks World (presented in [Zlotkin and Rosen-
schein, 1991a]). It was clear that these two domains
exemplified general classes of multi-agent interactions
(e.g., the Postmen Domain was inherently cooperative,
the Slotted Blocks World not). It was, however, not
clear what attributes of the domains made certain ne-
gotiation mechanisms appropriate for them. Nor was it
clear how other domains might compare with these pro-
totypes. When presented with a new domain (such as
agents querying a common database), which previous re-
sults were applicable, and which weren't? The research
lacked a general theory explaining the relationship be-
tween domains and negotiation mechanisms.

In this paper, we present the beginnings of such a
general theory. The analysis makes it possible both
to understand previous results in the Postmen Domain
more generally, and to characterize new domains accu-
rately (i.e., what negotiation mechanisms are appropri-
ate). The analysis thus serves as a critical step in using
the theory of negotiation in real-world applications.

1.1 Criteria for Evaluating Mechanisms

How can we, in general, evaluate alternative interaction
mechanisms? We are concerned with several criteria in
our design of negotiation mechanisms and strategies:
Symmetric Distribution: no agent is to have a spe-
cial role in the negotiation mechanism;

Efficiency: the solution arrived at through negotiation
should be efficient (e.g., satisfy the criterion of Pareto
Optimality);

Stability: the strategy should be stable (e.g., strict
Nash equilibrium, where no single agent can benefit by
changing strategy, though a group might);

Simplicity: there should be low communication cost to
the mechanism, as well as relatively low computational
complexity.

Our overall goal is to find distributed consensus mech-
anisms such that an automated agent can use a simple
and stable strategy that will lead to an efficient outcome.
In this paper, we show that such mechanisms exist for
certain domains.

2 Task Oriented Domains

A Task Oriented Domain (TOD) describes a certain
class of scenarios for muiti-agent encounters. In par-
ticular, the Postmen Domain [Zlotkin and Rosenschein,
1989] is an instance of a TOD (the Slotted Blocks World
from [Zlotkin and Rosenschein, 1991a}, however, is not
a TOD). Intuitively, it is a domain that is cooperative,
wilh no negative interactions among agents’ goals. Each
agent welcomes the existence of other agents, for they
can only benefit from one another (if they can reach
agreement about sharing tasks).

Definition 1 A Task Oriented Domain (TOD) is a tu-
ple < T, A ¢ > where:

1. T is the set of all possible tasks;

2 A= {A, Az ... An} 15 an ordered list of agents;

3. ¢ is a monotonic function c:[27] — R*. [27] stands
for all the finite subsels of T. For each finite sel of tasks
X CT, c(X) 13 the cost of executing all the tasks in X
by a single agent. ¢ is monolonic, i.¢., for any two finite
subsels X CY CT,¢(X) < e(Y).

{.c(@)=0.

Definition 2 An encounter within a TOD < T, A, ¢ >
s an ordered hist (T1,T2,...,T,) such that for ali k €
{1...n}, Ty is a finite set of tasks from T that A, needs
to achieve. T, will also be called Ay 's goal.

According to the definition above, the cost function ¢
takes no parameters other than the task set. In general,
¢ might be defined as having other, global, parameters
(like the initial state of the world). However, the cost of
a set of tasks is independent of others' tasks that need
to be achieved. An agent in a TOD is certain to be able
to achieve his goal at that cost.

3 Attributes and Examples

Here we give several examples of TOD's, which cover a
variety of agent interaction situations. Subsequently, we
will further classify each of these TOD examples with
respect to certain properties.

Postmen Domain:

Description: Agents have to deliver sets of letters to
mailboxes, which are arranged on a weighted graph
G — G(V, E). There is no limit to the number of let-
ters that can fit in a mailbox. After delivering all letters,
agents must return to the starting point (the post office).
Agents can exchange letters at no cost while they are at
the post office, prior to delivery.

Task Set: The set of all addresses in the graph, namely
V. If address x is in an agent's task set, it means that
he has at least one letter to deliver to x.

Cost Function: The cost of a subset of addresses X C V,
i.,e., ¢(X), is the length of the minimal path that starts
at the post office, visits all members of X, and ends at
the post office.

Database Queries:

Description: Agents have access to a common database,
and each has to carry out a set of queries. The result
of each query is a set of records. For example, agent
A\ may want the records satisfying the condition "All
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female employees of company X earning over $40,000
a year," and agent A, may want the records satisfying
the condition "All female employees of company X with
more than 10 years of seniority." Agents can exchange
results of queries and sub-queries at no cost.

Task Set: All possible queries, expressed in the primi-
tives of relational database theory, including operators
like Join, Projection, Union, Intersection, and Differ-
ence.

Cost Function: The cost of a set of queries is the minimal
number of database operations needed to generate all
the records. It is possible to use the result of one query
as input to other queries, i.e., the operations are not
destructive.

The Fax Domain:

Description: Agents are sending faxes to locations on
a telephone network (a weighted graph). In order to
send a fax, an agent must establish a connection with
the receiving node; once the connection is established,
multiple faxes can be sent. The agents can, at no cost,
exchange messages to be faxed.

Task Set: The set of all possible receiving nodes in the
network. If node x is in an agent's task set, it means
that he has at least one fax to send to x.

Cost Function: There is a cost associated with estab-
lishing a single connection to any node x. The cost of a
set of tasks is the sum of the costs of establishing con-
nections to all the nodes in the set. Thus, the cost of
a dial-up connection to a given node is independent of
other nodes in the task set.

Having introduced the TOD's above, we now turn
our attention to attributes that these domains exhibit.
These attributes strongly affect their relationships to ne-
gotiation mechanisms. We will focus on the attributes of
subadditivity, concavity, and modularity (these terms are
borrowed from game theory). The motivation for these
definitions are presented in more detail below.

Definition 3 [Subadditivity]: T0D < T, A, ¢ > will
be called subadditive if for all finite sels of tasks
XY CT, we have c(X UY) < e(X)+c(Y).

In other words, by combining sets of tasks we may re-
duce (and can never increase) the total cost, as compared
with the cost of achieving the sets alone. All the TOD
examples above are subadditive. In this paper, we are
mainly concerned with two agent subadditive domains.

Definition 4 [Concavity]: TOD < 7,4,c > will be
called concave if for all finile sets of lasks X CY, Z C
T, we have e(YUZ) —c(Y) < (X UZ)—c(X).

In other words, the cost that arbitrary set of tasks Z
adds to set of tasks Y cannot be greater than the cost Z
would add to a subset of Y.

Theorem 1 All concave TOD's are also subadditive.

Proof. The proofofthis theorem and all other theorems
can be found in [Zlotkin and Rosenschein, 1992]. o]

The general Postmen Domain is not concave. The
other TOD examples (the Fax Domain and the Database
Query Domain) are concave.
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Theorem 2 The Postmen Domain, restricted to graphs
that have a tree topology (no cycles), is concave.

Definition 5 [Modularity): TOD < T, A,c > will be
called modular if for all finite sets of tasks XY C T,
we have (X UY)=e(X)+e(Y)—e(X NY).

In other words, the cost of the combination of two sets
of tasks is exactly the sum of their individual costs minus
the cost of thejr intersection.

Theorem 3 All modular TOD’s are glso concave,

Only the Fax Domain from the above TOD examples
is modular.

4 Mechanisms for Subadditive TOD’s

In this section, we develop the framework for formal-
izing two agent negotliation mechanisms in subadditive
Task Oriented Domains. Similar definitions can be found
in our previous work [Zlotkin and Rosenschein, 1989;
Zlotkin and Reosenschein, 1991a; Zlotkin and Rosen-
schein, 1991b).

Definition 6 Given an encounter (T),77) within ¢ two
agent TOD < T,{A;, A2}, ¢ > we have the following:
1. A Pure Deal is a redisiribulion of tasks among agenis.
It 15 an ordered list (Dy, D) such that Dy, Dy C T, and
DyU Dy = T UT,. The semantics of such a deal 1s
that cach agent A, commils itself to executing all tasks
tn . The cost of such a deal to Ay is defined to be
COSL&(DI‘DQ) = C(Dk)'

2. A Mixed Deal 15 a pure deal (Dy, D7) and a probability
p,0< p< 1. A mized deal will be denoted by (D4, D2): p.
The semantics of this deal is that the agents will perform
a lottery such that, with probability p, Dy will be assigned
to Ay and Dy will be assigned to Az. With probabilily
1—p, D, will be assigned to Ay while Dy will be assigned
to Ay. The cost of such a deal to A 15 defined lo be
Costa((D1, D2):p) = (p)e( D) + (1 - ple(D3—s).

3. An All-Or-Nothing deal is @ mized deel (I, UT3,0):p.
Agreeing on such a deal, Ay has a p chance of erecuiing
all the tasks Ty UT, and has a 1 — p chance of doing
nothing.

With the above definitions of three deal types, we now
consider utility, the negotiation set, optimal protocols,
and stable negotiation strategies.

Definition T Given en encounter (11,T3) wnthin a
TOD < T,{A1, A2}, ¢ >, we have the following:

1. For any deal 6 (pure, all-or-nothing, or mized} we wil!
define Utility,(8) = &(Ty) — Costi(6).

2. The (pure) Deal © = (T1,T;) will be called the conflict
deal.

© is a conflict because no agent agrees to execute tasks
other than its own. Note that for all &, Utility,(8) = 0.
When the agents fail to agree, i.e., run into a conflict,
they by default execute the conflict deal . Qur assump-
tion is that rational agents are utility maximizers; since
they can guarantee themselves utility 0, they will not
agree to any deal that gives them negative utility.



Definition 8 For veclors o = (on,03,...,0,) and =
(B1,02,...,8n), we will say that a dominates § end
wrile a > § if and only if Yk(ax > Bi), and Ji(ay > By).
We will say that o weakly dominates 8 and write a > 8
if and only if Yk(ar > fi).

Definition 9 For deals § and §' (pure, all-or-nothing,
or mized}), we will say that § dominates §, and write
& » &, if and only tf (Utility,(8), Utility,(6)) »
(Utility, (8'), Utility2(8")). We will say that & weakly
dominates &, and write § > &, if and only if
(Utility, (8), Utilitya(8)) = (Utility (&), Utility.(8")).
We will say that § is equivalent to &', and write § = &
of VE(Utility, (6) = Utility,(6')}.

If 6 > & it means that the deal § is better for at least
one agent and not worse for the other.

Definition 10 Deal & is individual rational if § > 6.

A simple observation from the above definition and
from Definition 7 (of the conflict deal and utility) is
that a deal é is individual rational if and only if Vk €
{1, 2}: Utility,(8) > 0.

Definition 11 A deal § is cailed pareto optimal 1f there
does not erist another deal §' such that & > & [Roth,
1979; Luce and Raiffa, 1957; Harsanyi, 1977/,

A pareto optimal deal cannot be improved upon for
one agent without lowering the other agent's utility from
the deal.

Definition 12 The set of all deals thai are individual
rational and pareto optimal is called the negotiation set
(NS) [Harsanyi, 1977].

Since agents are by definition indifferent between two
deals that give them the same utility, we are interested
in negotiation mechanisms that produce pareto optimal
deals (i.e., if agent A\ gets the same utility from deals
x and y, but A-i prefers y, we don't want them to settle
on x). At this point, we are only considering negotiation
mechanisms that result in a deal from the NS. These
are, in some sense, mechanisms with efficient outcomes.

Theorem 4 For any encounter in a TOD, NS over pure
deals is not empty.

Theorem 5 For any encounter within any subadditive
TOD, NS over mixed deals is not empty.

Definition 13 An optimal negotiation mechanism over
a set of deals ts a mechanism that has a negotiation strat-
egy that is in equilibrium with itself—if all agents use
this negotiation strategy, they will agree on a deal in NS
that maximizes the product of the agents' utility [Nash,
1950]. Ifthere is more than one such deal that maximizes
the product, the mechanism chooses one arbitrarily, with
equal probability.

An optimal negotiation mechanism by definition sat-
isfies the stability and efficiency criteria mentioned in
Section 1.1.

The protocol defined above in Section 1 has an equilib-
rium strategy for each deal type that yields agreement on
a deal in NS that maximizes the product of the agents’
utility. Those strategies are based on Zeuthen risk crite-
ria [Zeuthen, 1930], and were presented in [Zlotkin and

Rosenschein, 1989]. Therefore, the above protocol is an
example of an optimal negotiation mechanism.

Theorem 6 An optimal negotiation procedure over
mixed deals in subadditive two agent TOD's divides the
available utility equally between the two agents.

5 Incentive Compatible Mechanisms

Sometimes agents do not have full information about
one another's goals. This raises the question of whether
agents can benefit from concealing goals, or manufactur-
ing artificial goals. This lying can either occur explic-
itly, by declaring false goals, or implicitly, by behaving
as if these false goals were true, depending on the spe-
cific negotiation mechanism. Our work in previous pa-
pers [Zlotkin and Rosenschein, 1989; Zlotkin and Rosen-
schein, 1991a; Zlotkin and Rosenschein, 1991b] partly
focused on combinations of negotiation mechanisms and
domains where agents have no incentive to lie. A negoti-
ation mechanism is called incentive compatible when the
strategy of telling the truth (or behaving according to
your true goals) is in equilibrium (i.e., when one agent
uses the strategy, the best thing the other agent can do is
use the same strategy). In the Postmen Domain [Zlotkin
and Rosenschein, 1989], we identified three types of lies:
1. Hiding tasks (e.g., a letter is hidden);

2. Phantom tasks (e.g., the agent claims to have a letter,
which is non-existent and cannot be produced by the ly-
ing agent);

3. Decoy tasks (e.g., the agent claims to have a letter,
which is non-existent but can be manufactured on de-
mand if necessary).

Since certain deals might require the exchange of letters,
a phantom lie can be uncovered, while a decoy lie (and of
course a hidden lie) cannot. Thus, a phantom lie under
certian negotiation mechanisms is "not safe." Different
domains differ as to how easy or hard it is to generate
decoy tasks.

In this section, we provide a characterization of the re-
lationship between kinds of lies, domain attributes, and
deal types. There are three kinds of lies in TOD's, and
we have considered three domain attributes (subadditiv-
ity, concavity, modularity) and three classes of optimal
negotiation mechanisms, based on pure, all-or-nothing,
and mixed deals. The resulting three-by-three-by-three
matrix is represented in Figure 1. Its notation is de-
scribed below.

Consider the entry under Subadditive, All-or-Nothing
deal, Decoy lie (we'll refer to this as entry [a, j, z]). The
entry L at that position means that for every optimal
negotiation mechanism that is based on all-or-nothing
deals, there exists a subadditive domain and an en-
counter such that at least one agent has the incentive
to lie with a decoy lie (L means lying may be bene-
ficial). The entry T at position [b, k, z] means that
for every concave domain and every encounter within
this domain, under any optimal negotiation mechanism
based on mixed deals, agents do not have an incentive to
lie with decoy lies (T means telling the truth is always
beneficial).

The entries in the table marked T/P (such as [a, j, y])
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10 — 34 — $10 = 4.5 which is greater than 4, the utility
he would have gotten if he had told the truth.

The all-or-nothing deal is not beneficial for A; because
the agents would agree on the probability p = Tsi' which
would give agent A, a real utility of 10 — %12 - %2 =
3% < 4. However, the expected payoff for the lying agent
is 4%, i.e., still over 4, even when the negotiation mech-
anism sometimes chooses the all-or-nothing deal, so the
lying agent benefits,

6 Conclusions

We have presented a general domain theory to use in an-
alyzing negotiation protocols. In order to use negotiation
protocols for automated agents in real-world domains, it
is necessary to have a clear understanding of when dif-
ferent protocols are appropriate. In this paper, we have
characterized Task Oriented Domains (TOD's), which
cover an important set of multi-agent interactions.

We have presented several examples of TOD's, and
examined three attributes that these domains can ex-
hibit, namely subadditivity, concavity, and modularity.
We have then enumerated the relationship between deal
types, domain attributes, and types of deception, focus-
ing on whether an agent in a TOD with a given attribute
and deal type is motivated to always tell the truth. In
particular, we have shown that in concave TOD's, there
is no benefit to an agent's lying when all-or-nothing deals
are in use. In a general subadditive domain, however,
when agents are able to generate decoy tasks, even all-
or-nothing deals are not sufficient to create stability (dis-
courage lies). In addition, we demonstrated that in sub-
additive domains, there often exist beneficial decoy lies
that do not require full information regarding the other
agent's goals.
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