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Abstract

We provide syntactic characterizations for a
number of propositional model-based belief re-
vision and update operators proposed in the
literature, as well as algorithms based on these
characterizations.

1 Introduction

In this paper, we provide syntactic characterizations
and algorithms for a number of belief change operators
proposed in the literature. We already characterized
Winslett's 'possible models approach' (PMA) update op-
erators in [del Val, 1992b], where we explored in depth
some of the operators in the PMA family, provided al-
gorithms to compute them and experimentally showed
that they could be of practical value for (small) updates
of quite large databases. In this paper, we show how
other operators can be characterized in a very similar
way, and show how to design algorithms for comput-
ing the result of applying these operators to disjunctive,
negation and conjunctive normal form (DNF, NNF and
CNF, respectively) databases, which return a database
in the same format.

The interest of these syntactic characterizations goes
beyond, we believe, the usefulness of the algorithms that
can be immediately derived from them. All the opera-
tors we discuss are based on some notion of minimal
change, and the similarities among the various charac-
terizations we provide suggests that our techniques can
be easily extended to other belief change operators based
on this notion that might be proposed in the future.
as well as to variants of the operators discussed here
(e.g. prioritized versions, as discussed in [del Val. 1992b;
del Val, 1993]). Because of their formal nature and rel-
ative simplicity, the characterizations could also prove
useful for the design of improved algorithms, facilitate
proofs of their correctness, help identify syntactic re-
strictions with a positive impact on complexity, and help
define useful notions of "approximate belief change" (see
also [del Val, 1992a] on this last point).

Much Al work on belief change has taken as starting
point the "AGM approach" to belief revision proposed
by Alchourron, Gardenfors and Makinson [Alchourron et
al., 1985; Gardenfors, 1988]. Katsuno and Mendelzon
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[1991a] have recently suggested, however, that at least
two different belief change operations should be distin-
guished, revision and update. Loosely speaking, the for-
mer says that the beliefs may have been wrong and in
need of revision, whereas the latter says that the be-
liefs were correct, but the world has in the meanwhile
evolved and the beliefs must be updated. Both types
of belief change have been characterized by relation to
some sets of properties or "postulates" (the AGM and
the KM postulates, respectively). As shown by Katsuno
and Mendelzon [1991b; 1991a], most AGM-like revision
operators are based on a "global" order of preferences
associated to each database, while all (KM) update op-
erators are based on a "pointwise" order in which each
model of the database has an associated ordering. As
we will see, this distinction is very directly reflected in
our characterizations. In fact, except in the case of DNF
databases, it has a direct impact on the complexity of
the algorithms we present, an impact which is directly re-
lated to the fact that in revision some models of the orig-
inal database are pruned and fail to "generate" any mod-
els of the revised database. This added complexity can
however be substantially reduced for Horn databases.

The structure of this paper is as follows. The first
three sections of the paper are devoted to update oper-
ators, by which we mean operators satisfying the KM
postulates; specifically, we consider Winslett's [1988] set
inclusion based operator and Forbus' [1989] cardinality
based operator The following sections discuss revision
operators, by which we mean operators satisfying at least
the "basic" AGM postulates for revision (that is, (RI)-
(K4) in the notation of [Katsuno and Mendelzon, 1991a];
in particular, they all have the property that % revised
with jt equals ¥ A g whenever this formula is satisfiable),
specifically, we consider Dalal's [1988a] cardinality based
approach and Satoh's [1988] set inclusion based proposal,
as well as the proposals of [Weber, 1986] and [Borgida,
1985] Related work is discussed in the concluding sec-
tion.

In the rest of the paper, we assume a propositional lan-
guage with a finite set V of symbols. Update operators
are represented by ¢, and revision operators with o, both
possibly subscripted. # always denotes the database and
j# the update formula, both of which are assumed to be
satisfiable. If # is in CNF or NNF, it consists of clauses
or top level conjuncts ¢;,¢;j,.... DNF(4) represents some



formula in disjunctive normal form equivalent to ¥ and
consisting of the conjunctions of literals ty, v;,... We
require that all these conjunctions be satisfiable. p is
assumed to be in DNF, and its disjuncts will he denoted
by #:, p, . . . Literals are represented by [, 1;.4;, . ... With
a slight abuse of notation, if there is no ambiguity a con-
junction of literals will be treated interchangeably as a
set of literals, and a DNF (CNF, NNF) formula as a sel.
of disjuncts (conjuncts). We also use, for any formula
or set of formulas ¢, Prop(¢) for the set of propositional
symbols occurring in ¢, and Mod{¢) for the models of
¢. Finally, for any set § and binary relation <, we use
Min(§, <) {or the set of elements of S minimatl under <.

The following definitions will also be useful. De-
fine the “difference” between two models [ and J as
Dty = {pe Pl 1 E pifftJ E —p}. the set
of letters on which they differ, and the “distance” bhe-
tween two models as the cardinality of their difference,
i.e. Dist{I M) = |DyfI,M)|. Similarly, define the dif-
ference between two coujunctions of literals v and
as the set of literals in ), whose negation is w g, . 1.¢.
MRy = {1 € ¥, | ~ € u4,}. and define 1heir dis-
tance analogously as Dist{v,.p;) = |Difflvi.p))]

2 Winslett’s set inclusion based update

The “possible models approach”™ to update was pro-
posed in {Winslett. 19835. As other operators we will
discuss, Lhe PMA updaie operator o selects a subset
of “preferred” models of the update formula ax models
of the updated database. Specifically, on collects, for
each model A1 of the original database v, the modejs
of the update formula g which differ in fewest {in the
set-inclusion sense) propositional letters fromn Mo Foo-
mally, we associate to eacl: model Af an orderimy gff"_"..
over interpretations defined by: I <% J it Duffii Ny O
DR} M. The update operator ow is then defined In

Mod{v on p) = U
AMe Modiy )

Min{ Mod(yy. < %)

Example 1 Let v = (6 Ae) V (mna A =l A e} and
o= (a A =b) v (-~b A =) There are three tsodels
of ¢, namely, M, = {a,b,c}, Ma = {~u.b ¢} and
M3 = {-a,-b, c}, and three modelsof g1, N; = {o. ~b.c}.
Ny = {=a,=b —c} and Ny = {a, b —-c}. Oniy N ix
menimal with respect to My with respect to Mo bah
Ny and Mo oave minknal, and similarly witl respreer 1o
Mj. Thus, Mediy o u) = [N . N2} D

As shown i |del Val, 1992b], the PMA update oper-
ator can be syntactically characterized as follows. We
first need several definitions, motivated below  For
Hi B €, Uy € DNF(y), let

{ue € p i DifRp; ) €y}
{~{lepy — (vaup;)}

/\ (Vm-gu._[m..g:,]}].

m-éuv_.t.u_,l

iy, (445)
negey, {4tk fy)

patrrh,.,.‘ U"J ]

where, by convention, V0 = false. AD = true. (I'D)
drop the subscript v; from now on when using any of

these and sinilar functions, since the context will always
make clear the appropriate subscript.)

Theorem 1 !

vowp= \/ (A - Diffwe,i;) U ;) Apateh(ps)).
W-E‘Blsll‘:lw

The basic idea behind this theorem is as follows. First,
we can see each ¢, € DNF(y) as a partial model of
tlie database ¥, and update each partial model inde-
pendently.  For each ¢, € DNF(¢), then, we need to
select models of 4 which are closest to some model of
v,. This is done in two steps. We first select, for each
t#; € DNF(u) = u, the models of u, which satisfy as
many literals as possible from ¢, t.e. the set of mod-
els of the formula b;; = A((¥i ~ Diffisdi.p;) U py). For
every N € Mod(8;), there exists My € Mod(y;) such
that DifiN . M) = Prop(Diffivyi,u;)). Clearly, no other
model of g; can be closer to My than N, and similarly
for models of any g @ p*(4;), but this might not be
true 1f we also consider models of some ux € p*(yy).
In the second step, then, we further filter cut the se-
lreted models of g, (which at this point are the mod-
o~ of &) by ensuring that any selected model N is
sucl that the corresponding My € Mod(v),) differs from
any model of some pp € p*(ps) in some letter not in
Propt Diffl e i 1) This is done by “patching up” 6;; by
adding Lo it the negation of a literal §; € u; for each
jo € p(py). Clearly, {; should not be in Diff{yy,pu;);
and fi should not be in b;;, since otherwise -l A &;
would be mneconsistent. In other words, -l must be in
weglpg. oy HWN € Mod($,, A —l), then no mode! of
st can be set-inclusion closer to My than N. Finally,
since we have 1o choose some { for each pr € u*(y;),
there nught be many ways to consistently combine these
clinces, and all possible combinations must be consid-
eredl. The models (if any) of paich(y;) are exactly the
trnlels of some such cousistent combination.

3 Forbus’ cardinality based update

Forbus [188%] proposes a cardinality-based update oper-
ator. which differs from the PMA only in the replace-
ment of PMA's set-inclusion minimization of changes
by the minimtzation of the number of model differ-
ences. Again, we assigh Lo each interpretation M an
ordering <4, over interpretations according to which
#<Ay 7T Dhst(1,M) < Dist(J M), Forbus' operator

s defined by

Modivop py= | Min{Mod(3s). <%).

M e Modiy}

We now syntactically characterize the operator of.
Tl peader should notice that the enly differences with

"Phis theorem is simply a more compact expression of
theorem 1 in [del Val, 1992b]. There, we used neg{u*(x,;})
loy what here would be DNF{patch(p,)). Considering the
Lirtee cases given in that paper, we have: if p*{p,) = @ then
putehip,) = true; i DNF{(patch{su,)} = 8, then patch{gp,) =
Futae: Vhe remaining case can be obtained by using the tau-
talogy {VHEIJNI-‘{,-;':T A= re
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respect to the characterization of the PMA operator lie
in the selection by p}(u;) of the digjuncls in g4 to he
used by negp(p}(4;)), and in the selection of literals
from each pyp € pF(u;) to be negated and added to the
formula 6,',' .

Formally, for y;. ps € p, ¥ € DNF(3), define:

Br(pi) {pe € p | Dist(hy pa) < Dist(yip5))
negr(pe. p;) = {d13SC (e — ;) 1 d= Ay L
Prop(S) N Prop(sp) = 9, and
IS| = Dist{¥n,p5) — Dast{y . pi}}
patchp(p;) = A\ negrlpe. )

Br€uplpg)

Theorem 2

vorp= \/ (A((wi—Diff(wi.p DUp;j ) Apatchp(p;)).
u,El

v, £ DNF(¢)

4 Update algorithms

The previous results make it trivial to design very efhi-
cient algorithms for computing ow and oy for databases
tepresented as a DNF formula or under the ‘maodel check-
ing approach’ [Halpern and Vardi, 1991; Grahne and
Mendelzon, 1991], in which the database is represented
as a set of models. But storing databases in this way
will often be unfeasible, so we need methods which will
work with more common formats such as C'NF and
NNF. According to the next theorem, for CNF and XNV
databases it suffices to update the subset of the datahis-
sharing symbols with the update formula.

Theorem 3 Lel 0 € {ow,op). Let ¢ be au NNF or

CNF database, let ws = {c; € ¥ | Prop(cy) D Prop(ye) #
B} be the set of clouses or top level conpuncts sharing
some propositional symbols with u, and let v = v — o0,
Then pou = (Ysop)Ayu.

This theorem has a dramatic effect on the cost of com-
puting the update. Update formulas will typically b
rather short; assuming that any particular symbol ocenes
only in a few number of clauses or top level conjuncis,

this makes the cost of the update largely indepeudent of

the total size of the database. In [del Val, 1992b] we ire-
sented an algorithin for PMA update based on this the-
orem, whose worst case complexity {(for CNF miput aund
NNF output, and ignoring retrieval costs) is bounded

by O(([1,. feil(1[(pmar =) for |u] > 1.7 Tiere |r,|
represents the size {number of literals) of the clause ¢,.
with the product taken over all clauses in 5. par 1%
the maximum size of a disjunct in g, and |g| the number
of disjuncts in . Since g will typically be quite small,
the crucial factor is clearly [],_ [ei]. which represents
the worst case number of disjuncts in DNF{vs). As ex-
perimentally demonstrated in that paper, the algorithim
can efficiently handle (small) updates of large databases.

2The algorithm given there converts patchip,) 1o DNF.
which is unnecessary, as it s casily seen from theorem |
Withoul this conversian, the cost i 0““% e i laebtet iy,

where {it, is the total number of literals in p.
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Since the theorem also holds for oF, it is easy to aee that
an algorithm for oF can be designed that, under the as-
sumption that the size of x is bounded, has the same
worst case complexity.

5 Dalal’s cardinality based revision

As Forbus' operator o, Dalal’s [1988a] revision operator
op uses an ordering induced by the number of proposi-
tional letters in which two interpretations differ. But
whereas of collects some models of i for eack model of
¥, op ignores some models of ¥ which intuitively are
“too different” from the models of 4. Formally, instead
of associating an ordering {o each model, op associates a
total preorder <, to each formula ¥, such that I <y J
iflf 1“i|1M€Mod(¢) Dwt(MJ) S minueuaq‘&) DI"(M,J)
The operator op is then defined by:

Mod(y op p) = Min(Mod(p), <y).

Example 2 Let + = (aAbAc)V {aA—-bA-c), and
# = —a Ac. The models of ¢ are M; = {a,b,¢} and
My = {a.-b,—c}; the models of y are Ny = {~a,b,¢}
and No = {=a, -b,c}. Then Meod(1p op u) = {N}, since
Ny differs from M, in exactly one literal. M. does not
“generate” any model of the revised database: though
Dist( Ny MYy < DistiN, .Mz}, N2 is ruled out, because
Dist( Ny M) < Dist{ Na,M2) = Dist{N2,M,). In con-
trast, Mod{y op p) = {N;,N;}. O

In order to obtain a syntactic characterization of op,
we need the following definitions:

MenDast(yy, )= ming ¢, Dist(y; H5)

Menafflus )= {p; € | Dast(api ;) = MinDist(vi, p)}

DA Foul )= {v; € DNF(%) | ¥; € DNF(9) :
MinDast(vi, p) < MinDist(y;, p)}

Maon sty 1) provides a measure of ‘distance’ between
a conpunction of literals #; and a DNF formula p;
HmDiffigy, p) collects all the u; € p whose distance
from a given ¥, is minimal; finally, DNFp;.(4¥, ) col-
lects the formmulas in DNF({y) which fare best in terms
of their distance to g, The [ollowing theorem provides a
syntactic characterization of Dalal’s revision operator.

Theorem 4

trop = \/

p E A g (g )
L EDNF,, Ly )

/\((U’J-‘ — Diff{i,p5)) U ;).

Agaim. very efficient algorithms can be designed to
compme opn for DNF databases or under the model
checking approach. Unfortunately, theorem 3 does not
lisld for of.

Example 3 Let ¢ = (evV-b)Ab, u = ~a. Then oppu =
{nAb)op ~a = ~anb But DNF(ys) = {a, ~b}, and
DNFppu{tis. g) = {-b}, 80 vy Ays ep pp) S bA(=bA
~u) = falsc. In contrast, using theorem 3 we obtain
vopp = e Asopp) = bA(—aV(-bA=-g)) = bA-a.0

lstuitively, the problem lies in the ‘model pruning’ op-
evation mvolved in revision. In example 2, Mo is pruned
i the seuse that models of g closest to My are ignored,



something which is captured in theorem 4 by the fact
that a A ~b A —¢ @ DNFpin(th, ). But as example 3
illustrates, using DNF ;. on 45 instead of v might. se-
lect a sel of disjunct ali of which are inconsistent with v
When (and only when} this is the case, using the ana-
logue to theorem 3 for op will result in an wncorrecily
revised (in fact, inconsistent} database.

i we think of DNF disjuncts as partial models, the
problem is that some of the disjuncts in DNF(¢s) do
not represent partial models of the database ¢, and thus
there is no need to update or revise these disjuncts. But
checking whether this is the case is extremely costly, and
thus the restriction to ¥5 can be seen as a way of gress-
tng partial models. If every model of the database is
changed independently, as in update, the “bad guesses”
will generate disjuncts which are inconsistent with vy
(as ~bA-a in example 3 with o) and thus do not result
in spurious models of the modified database. 1n revision,
in contrast, we need to prune some models of 3. and as
illustrated by example 3, performing the pruning opera-
tion of ¢"5 mstead of ¢ might rule out all partial maodeis
of .

We can still develop revision procedures for ('NF and
NNF databases, though at a substantially higher cost
than for update. We do so in two steps. We first hound
the set of clauses or top level conjuncts that needs to be
considered (theorem 5); then we show that this set can
be nsed to Alter the disjuncts of DNF{e'w ) i order 10
compute the revised database {theorem 6). It will then
be easy Lo design an algorithm based on thes: resnlts

The set v of clauses or top level conjuncts that needs
to be considered is the set of conjuncts ‘connected ™ 1o g
in tlie sense that they share propositional syinbols with
gt or with another clause connected with . Forually:

Y& = = {e, € w | Prople,) N Proply) £ 0}
v = {e, €% Prople,) 0 Proply? ') # @)
Yo = Y for any nsuch that v = gt

Theoremn 5 Lei v be an NNF or ONF database. Lt
yoo e as defined abore and et gy = v — o, Then
Yop = (Ve op p)Ain.

We could thus compute the revised database by usiug
theorem 4 to compute expression g op g in thearen .
But computing DNF(#¢-), as this procedurs would re-
quire, 18 uniecessary. hustead, we can use gooas a filier
on g, in order to remove tlose dispuncts ¢, € NNF{¢4)
which, thougly perhaps at a minimal distance of ji. are
not partial todels of ¥ This 1dea can be formalized
by making the definition of DNF ., (¢, ) depend on
Yero Let DN on{vs, e, w¢) be the set of v, € DNF{v)
such that:

Lo 3y € DNF(yw) - ve ¥ -y and MmDoslie, p) =

MinDast(apy,, p}, and
2. ¥y; € DNF{ys) . iT e i -y
then MmDist{e;, p) < MinDist(yy p).
Theorem 6 Let o be an NNF or ONF dalabase. vy and
P be as defined above, and Yy = ¥ - wy. Then

Wopp = P A v /\(('f-';‘- IR, DU )

jy €MDl (g, )
DN Fonids. pe)

The following is a simple algorithm to compute op:
Procedure Dalal-Revise(y, u)
1. Make an array Distances of size |umas| + 1.

2. For each ¥ € DNF(ys), compute MinDifi{y;, u)
and k = MinDist(y;, u), and store ¥y and
M Diff(s;, p) in Distances[k].

3. Traverse Distances in ascending order, until an in-
dex m and a disjunct ¢; € Distances[m] are found
such thalt A(tec — ¥s) A ¥; is satisfiable (in which
case DNFpin(¥s, 4, ¥¢) = Distances[m]).

4. Return vy A V /\((1;’).- — Diffiedi i ) U ).
v, € Distancesfm)
piEMmIng (¢, u)

The algorithm is clearly quite similar to the one pre-
sented in [del Val, 1992b] for PMA update, 50 many
of the comments made there about efficiency and op-
timization apply here as well. Under the same imple-
tentation assumptions as were made there, it can be
shown that the worst case complexity of the procedure,
for 'NF input and NNF output and ignoring retrieval
costs s OU(T], e |plTit ,SAT,, ), where SATy,. is the
cost. for any pgiven ¢ € DNF(¢g), of testing whether
(v — a )b gy

As we can see, the crucial difference between this re-
=ult and the cost of update lies in that there is no need for
vonaistency checks in the latter, a difference which can
hiee chirectly traced, as mentioned above, to the model-
selection operation represented by DNFp .. Using
(T, le.]) as an upper bound for O(([],, . [¢i[)SATy. ).
an assunting the size of g is bounded by a constant, the
additional cust of Dalal's revision with respect 1o the cost
of PMA update is in the worst case O{f],, . _,. laif), orin
imsence asyniptotically exponential on the size of the dif-
ferenee o —¢i. This added cost can be greatly reduced
if the database is Horn. In this case, SATy,. will be lin-
car on the size of B¢ ~ ¥y [Dowling and Gallier, 1984;
Coaddo and Urhani, 1989]. Notice also that in Dalal- Revise
a luge number of disjuncts might be pruned, resulting
i potentially mueli smaller database growth than with
updarte operators.

6 Satoh's set-inclusion based revision

satoh [198K] proposed what can be seen as the nat-
ural set Inclusion based alternative for revision to
Dalal’> cardinality-based approach.  Define the set
MeodMocdhiff{ v, ¢) of minnmal differences between mod-
cls of ¢ and poas

Mea({ IWULAN | M € Mod(), 1 € Mod(p)},C).

Specinhzed 1o propesttional logic, Satoh’s revision oper-
ator o can now be defined as:

{1 € Mod(p) | IM € Mod(y) :
DI M) € ModMin Dif(v, 1)}

Exsmple 4 Let v and g be as in example 2. Then
Mod{(> oy ) = Mod(w op p} = {N,}. Again, Nz is clos-
est 16 Ma, et is not a model of the revised database,
sinee DILNy . My) is a strict subset of both Diff( N2, M)
and Wi N, M) O

Moy os p)y =
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The operator og can be synlactically characterized as
follows. A natural syntactic counterpart to ModMmnihff
can he obtained by defining SynMinDiff(v, p1) as:

Man({ Propt tfflvy ) | Wi € DNF(¢) gy € e}, C).

We can then syntactically nime the model selection op-
eration 1 the definition of ox by defining:

M Pairs{y, ) = {< ¥, 45 >| i € DNF(¢'}.pr; € 1.
Prop( Diffivbi . ;) € SynManIhff(v. p))
Theorem 7

pospu = \/

<N E M Pamaly g

N = Deffe, WUy )

In the case of ONF and NNF databascs, it 15 agin
not possible to compute the revised database by consid-
eting only ty, as can again be shown witl example 3.
We can solve the problem in a similar way as hefore It
would suflice to use ¥~ as in theorem 5, but an even
tighter presult can be obtained by defining a version of
M Pars relative to e, The idea, very ach e
spirit of the definition of DNV (s o 00 s agatn
to Alter ot disjuncts o, € DNF({s] which could o
tentially be taken as elements of a minimal par, hin
which are not really partial models of ¢, Formally. e
fine MinPars{vs. g, v¢) to be the set of pairs « vy,
such that.:

1 ¥, € DNF(vs} and yr, € p;
2 3y € DNFlws)o gy € v 7 =ve. and
ProptDiffles o)) = PropUthfile,  py i
3. Y € DNFlus) pun € p o il Prop( U?ﬁ(t'.“ CHu )
Prop( Duffiw,. ;) then g b =t
Theoremn 8 Let v obe an NYF or ONF databos:
Yo, v Y b as above. Then

vosp = vp \/ /\(('b"- =D, ko)

o pprEMmParsy o )

aief et

fL s now casy to obtamn a procedure to compate
Satoli’s revision snmlar to the one presented for Dalal '~
revision. As before, we have to compute DNF{v ] lu
this case, however, we cannot have the various o, +
DNF({ws) totally ordered by their distance to 0 We
can use mstead sowre data strocture which supports ol
ficenm subsmption chiecks to store the vanoons different
values of Prop{ Difftw,, 1, 1), storing with each such value
the set of alt formulas A{vy — Defflus g ~uel i
Propl Dy u)) = Propl Diffie, g )). (For example.
we can usc a iric as suggested in [de Kleer, 1992]. witly
each ternunal node storing all the associated formnlas g

Procedure Satoh-Revise( i, p)

1. D=8

2. For cacl v, € INF{#5) and each p, € ¢ der

3.0 Ly, o= Proptihfflv, py))

4. If there exists D € D such that [ = 1),

5. then store Al(vi — Dyl D 0py ) with D

6. elseif [{2&€ D implies D ¢ Dy;], and y¢- — s tf -e,

7 then store A{{y: — Dyl ., ) Uy ) with D,

o) P::[D—{DED'D.'J;CU}]U{DU}

). Return vy conjoined wiilh the disjunction of all fir-
mulas stored with some D e D,

-~
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It 15 easy to see that under the assumption that the
sige of j1 15 hounded by a constant, this procedure has
the same worst case complexity as the procedure Dalal-
Revise, since the number as well as the cost of the subset
tests neade for each 4y will be bounded by a constant
as well, and since in both procedures we might need to
check every generated disjunct for satisfiability. Needless
to say, we expecl. Dalal-Revise to perform much better in
practice and to require much fewer satisfiability checks.
Notice however the inportant fact that both procedures
henefit equally from the restriction to Horn databases.

7 Other revision operators

Borgida [1985] proposes a revision operator og such that
v og e is defined as v A p if 4 A u is satisfiable, or as yow
g otherwise, where oy 1s Winslett’s update operator.
In vicew of theorem 1, it is trivial to obtain a syntactic
characterization of oy, and we omit it.

Weber [1986] proposes a revision procedure that elim-
iates first from ¢ all symbols in MedMinDiff{y, u),
and then congoins ¢ with the resulting database. Let
O = U MedMoIaff(y i), and for any model M, let
Mo~ 8 he the restriction of A to letiers not in Q. We-
Ler's revision nperator ow is defined by:

Meud( Loy ;f]:{f [ ;1!0(!(;:)]354 = MOd(lﬁ)lI—Q:M“Q

Webwr provides an alteroative characlerization of oy .
Lot of stand for the formula obtained by replacing every
veenrrence of g ¢ by ¢ For any propositional letter
bt res ) = e, VY, for a set of letters P =

e e et respin) = resy {resp, (L {resy (¥)))).
Then o o g = resg () A e [Weber, 1986, theorem 5.4).
Weber however provides no method to compute Q other

than by exainining all models of 4 and all models of g, so
this falls short of a purely syntactic characterization of
the aperator Such charactenzation is however very easy
tocabtam i view of the resnlis in the previous section.

Theovems @ o op g = resp(y) A g, where @ =

I SguMmInffte, u).

Since the final value of D in the procedure Satoh-
Revese s precisely SynMaDiff(4f, p), it s now easy to
disigh an algonitlim for o

8 Discussion

We liave provided syntactic characterizations and algo-
rithaus for o number of propositional belief change op-
erators proposed n the literature. Toe our knowledge,
in fact . the operators we have characterized include all
those proposed i the Al literature not based on condi-
tionuls and whose result is independent of the syntactic
form of the database It i1s easy to see that there are
rlose similanties among all the characterizations, which
suggests Llial these techniques are very general, With
the exception of oy, belief change can be computed by
computing the formula &; = A({¥ — Diff{$i,u;)) U pt;)
for some or all the ¢ € DNF(y) (DNF(¢s) tor CNF
and NNF datalases) and some or all the g; € u. For op
and oy, but not for oy, op, and og, some of the ¢;’s
hive to be pruned. with the resulting impact on com-
plexity for UNF and NNF databases; for ow, ¢F, and



og, but not for op or oy, b;; has in some cases 10 he
“patched up™ by negating, if possible, sote of 1he fiter
als i other g s 1 p. As mentioned in Lhe introduction,
this generality suggests that the imterest of these charac-
terizations goes beyond the usefulness of the algoritinns
derived from them.

Related work i update algorithms (such as {Chow and
Winslewt, 1991; Forbus, 1989; Grahne and Meudelzon,
1991]), all of which, unlike ours, assumes that the piod-
els of the database are directly available, is discussed at
some length n [del Val, 1992b]. As for revision oper-
ators, no strictly syntactic characterization of Weher's
and Borgida’s approach for arbitrary databases and up-
date forimulas was previously known. Satoh [1988] pro-
vides a second order characterization of og as definel
for predicate caleulus, but no same-order characteriza-
tion was known. Dala} [1988a; 1988b] characterizes his
operator op as follows. Let G(¢) = VPE Propiy 1 1 p 18D,
Gy) = G, G () = G(G™~Y(¥)). Dalal shows that
vop p = GY{y) A Tor the feast k such that the right
hand side 15 satisfiable. Thus, we can compute ¢ ey g
by repeatedly applying the function 7 to the darabase
resulting from the previous stepr, checking al wach «tep
the consistency of the result with g, Our method also
quires {different) satisfiability checks: but sinee the T
Lon G odoes net preserve the property of heng Heogn
Dalal's sncethod, onlike onrs, cannot take advautage ol o
restriction (o Horn databases  We also uote thit (Dulal,
1988L, theoret 53] provides a method wiiely conngates
the revised database groen the minimal distanee inowhely
models of goand ¢ differ. The value meoosed o step b of
Dalal-Revise as an index 1o the array Dhistaneces s just
such mipimal distance, a fact that we can use ur order
Lo apply tlus last method.

Au maportant area for further work = helief chang
i the presence of ronstramts or Cprotected frmadas
We have charactenzations of the resalt of applyimg coels
ol the vperators dhiscussed tn the presence ol prodeenad
formmlas, which are wdemtieal or very stmilar 1o those o
ported in [del Val, 1992h] for PMA update. which agan
suggests that suutlar technigues can be shared aceross
belief change operators. Another area for further work
is the extension of our results to predicate eafendns, for
which we conjecture that some of the teclhnigques pre
seuted in [Chon and Winslett. 1992) can be adapted to
deal with partial models {DNF disjuncts) i meorp
rated ante the algorithms of this paper.
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