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Abst ract 
Th is paper describes a general f ramework for 
the formal izat ion of monoton ic reasoning about 
belief in a mul t iagent env i ronment . The agents* 
beliefs are modeled as logical theories. The 
reasoning about their beliefs is formalized in 
s t i l l another theory, which we call the theory of 
the computer . The f ramework is used to model 
non-omniscient belief and shown to have many 
advantages. For instance, it allows for an ex­
haustive classif ication of the "basic" forms of 
non logical omniscience and for their "composi-
t i o n " i n to the s t ructure of the system model ing 
mul t iagent omniscient belief. 

1 The approach 
Th is paper describes a general f ramework for the formal­
izat ion of monotonic reasoning about belief in a mul t ia ­
gent env i ronment . The most common solut ion is to take 
a f irst order (proposi t ional ) theory, to extend it using 
a set of modal operators, and to take as 
meaning tha t an agent believes A (see for instance 
[Halpern and Moses, 1985]). There is only one theory 
of the wor ld , however this theory proves facts about the 
agents' beliefs. Accord ing to a f irst in te rpre ta t ion , this 
theory is taken to model th ings how they really are. It is 
therefore a finite (and possibly incomplete) presentat ion 
of what is t rue in the wor ld , and the fact that B i A is a 
theorem means tha t it is, in fact, the case tha t a i believes 
A. Accord ing to another in te rp re ta t ion , this theory is 
taken to be the perspective that a generic reasoner has 
of the wor ld . It is therefore a f inite presentat ion of the 
reasoner's beliefs, and the fact tha t A is a theorem 
means tha t the reasoner believes tha t believes A. 

Once one accepts the second in terpre ta t ion (as we 
do), a mechanized theory is natura l ly taken as repre­
senting the beliefs of the computer where it is imple­
mented. Moreover, in the case of mul t iagent belief, a 
fur ther step is to have, together w i th the theory of the 
computer , one theory (at least, see later) for each agent. 

*Alessandro Cimat t i and Kur t Konolige have provided 
very useful feedback and suggestions. The work at IRST 
has been done as part of the MAIA project. This paper is a 
short version of the IRST technical report #9206-03. 

The theory of the computer plays the same role as the 
unique theory in the modal logics approach. T h e agents' 
theories are the (menta l ) representations tha t the com­
puter has of the agents themselves. The computer has 
beliefs about the beliefs of the agents not because, as 
i t happens in the single theory approaches, i t "s imu­
lates" t hem in its own theory bu t , rather, because i t 
can infer, say, Bi("A") f r o m the fact t ha t A is a the­
orem in the a i ' s theory. ( In this f ramework, theories 
are called "contexts" and the formal systems, which 
are basically defined as sets of contexts, are called mul-
ticontext systems ( M C systems) and, sometimes, mul-
ttlanguage systems ( M L systems) [Giunchig l ia , 1991; 
Giunch ig l ia , 1993].) 

A l l the previous work on the formal izat ion of proposi­
t ional a t t i tudes, namely modal logics and the syntac­
t ic approach (where belief is a first order predicate, 
see for instance [Konol ige, 1982]) makes use of a sin­
gle theory. However, ideas s imi lar to ours, which sug­
gest the use of mu l t ip le d is t inc t theories, have been ex­
ploi ted in much appl ied work in computa t iona l l inguis­
tics and AI (see for instance [Wi lks and B iem, 1979; 
Giunch ig l ia and Weyhrauch, 1988]). There are in fact 
many i rnplementat ional advantages, al l der iv ing f rom 
the fact t ha t reasoning becomes int r ins ica l ly localized 
[Giunchig l ia , 1993] (for instance: the modular izat ion of 
the knowledge base, computa t iona l efficiency ~ due to 
the div is ion of the search space in smaller search spaces 
- and the possibi l i ty of paral le l izat ion of the reasoning 
process). Our formal ism seems qui te close, arguably 
closer than the previous approaches, to the current prac­
tice in the more appl ied i rnplementat ional work . In ­
deed this is one of the main mot iva t ions under ly ing our 
work and MC systems have been implemented inside the 
GETFOL system, [Giunchig l ia , 1992] an extension of a re-
imp lementa t ion of the FOL system [Weyhrauch, 1980]. 
However in this paper we focus on the representational 
issues and argue tha t our approach allows for more natu­
ral and more in tu i t i ve formal izat ions (see also [Dinsmore, 
1991]). 

In [Giunchig l ia and Seraf ini , 1991] we have described 
and mot iva ted the basic system, which models logically 
omniscient agents. In th is paper we take a step fur­
ther and treat the prob lem of non saturated belief, tha t 
is the fact tha t real agents never believe all the logi­
cal consequences of their basic beliefs. Our t reatment 
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is based on a d is t inc t ion between ideal and real reason-
ers. We show how ideal and (di f ferent) real reasoners can 
be modeled by contexts w i t h dif ferent s t ruc tu ra l proper­
ties (section 2) a n d / o r dif ferent connections among them 
(section 3). Our approach presents various advantages. 
F i rs t , i t allows for an exhaust ive classification of all the 
basic forms of non logical omniscience (see sections 2, 3). 
Second, a l l the various forms of non logical omniscience 
can be ident i f ied as a d is t inc t s t ruc tu ra l proper ty of the 
system. T h i r d , complex forms of non logical omniscience 
can be "const ruc ted" by composing simpler forms in to 
the s t ruc ture prov ided by the system for saturated belief 
(see sections 2, 3). A l l the cases studied in the past plus 
new interest ing ones are captured by this classification 
(see section 4) . Fou r th , deductions can be performed 
very na tura l l y by exp lo i t ing the fact tha t each reasoner 
is modeled as a d is t inc t theory (section 5 ) 1 . 
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1 For lack of space, these ideas are described only partially. 
For instance, we state theorems but we do not prove them. 
We do not consider nested belief. We do not give semantics 
([Giunchiglia et al., 1992] presents a somewhat old semantics 
for the basic saturated case). We do not give any complexity 
argument; although it is intui t ive that reasoning with con­
texts saves t ime, we have not done any in depth analysis on 
this issue. 



Figure 2: MBIE - Ideal and real reasoner 

3.2 I m p l i c i t and Exp l i c i t be l ie f 
One approach to the formalization of non logical 
omniscience is based on the distinction between ex­
plicit beliefs and implicit beliefs. According to 
Levesque [Levesque, 1984], while explicit beliefs are the 
set of effective beliefs of the agent, implicit beliefs model 
what the world would be like if what he believed were 
true. Implicit belief is used as a l imit notion which gives 
an upper bound to what a real agent can ever believe. No 
matter what it explicitly believes, it will never explicitly 
believe more than its implicit beliefs. In this context, a 
natural step is to take the agent's implicit and explicit 
beliefs as the beliefs of an ideal reasoner 1 and of its real-
ized version E, respectively. The intuition is in fact the 
same, that is that I/ implicit belief is the l imit idealized 
version of E/ explicit belief. However the emphasis is 
slightly changed as we do not care of how the world is 
but only of the subjective view of /. Implicitly we as­
sume that the world is how / assumes it is, but this is 
irrelevant from a technical point of view. 

Thus, if we want to model a situation where c can rea­
son about the idealized and real capabilities of an agent, 
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3.3 Local reasoning 

Underlying all the above definitions is the intuition that 
a reasoner can use all its construction rules on all its basic 
facts. However, it is well known that human beings have 
difficulty in putting together all the information they 
possess. Human memory seems structured in frames of 
mind hardly communicating between them [Stalnaker, 
1984). Reasoning happens locally to each frame and 
hardly interacts with the reasoning performed in other 
frames. Thus, for instance, we never think of Africa and 
a flat tire at the same time. The obvious way to model 
this situation is to associate to each agent a set of rea-
soners E i , . . . ,En , one for each frame of mind, variously 
interconnected among themselves and with c. This can 
be done in many different ways, each modeling a different 
intuition. In the following we discuss one very general 
possibility. 

As usual c is connected to I via reflection up and reflec­
tion down. We suppose that the various Ei have different 
languages and different sets of inference rules. We have 
a reflection up rule between c and each Ei. This guar-
antees the completeness of c. However we have only one 
predicate EB for all frames and no reflection down rules 
into the frames. This models the intuition that c has a 
correct view of what is explicitly believed but without 
knowing in which frame theorems are proved. EB("A") 
means that there is at least one frame of mind in which 

Definition 3.3 generalizes definition 3.2 of MBIE in the 
sense that E has been substituted with n frames. 

Notice that, starting from the intuition that a reasoner 
can be modeled as a logical theory, we have introduced 
various forms of non logical omniscience and associated 
them to a particular structural part of E. The resulting 
system MBIE(n) models all of them. This process is 
exhaustive in the sense that all the structural subparts of 
E have been considered (that is its language, its theorems 
and E itself). If one accepts the abstract characterization 
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A first observation is that the agents' contexts are used 
to prove theorems which are then reflected up (e.g. line 
30). Th is is a pract ical consequence of the fact that 
agents are not s imulated in c but are rather "used" to 
extract what it is proved in their contexts. In this per­
spective reflection down is used as a means to impose a 
set of facts into a context (e.g. lines 8, 13, 17). Notice 
that all the applications of reflection down are above all 
the applications of reflection up. Th is is in fact the gen­
eral way of per forming reasoning w i th MC systems for 
belief: ( i) f irst some conjectures are made in c; ( i i ) then 
these conjectures are " imposed" on the reasoners (via 
reflection down) ; ( i i i ) then the reasoning capabil i t ies of 
the reasoners are used io compute the consequences of 
the conjectures; ( iv) f inal ly the result is exported back to 
c via reflection up. Some amount of proposit ional rea-
soil ing can be performed in c before step ( i) and after 
step ( iv ) . 

6 Conclusion 

In this paper we have proposed a new approach to the 
formal izat ion of reasoning about belief where agents are 
modeled as sets of in teract ing contexts. In this frame-
work the properties of each agent can be direct ly formal­
ized by imposing local suitable condit ions on the theories 
model ing it ( tha t is, on the language, on the axioms, on 
the deductive machinery, on the bridge rules). 
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Figure 4: A proof in M B I F (2) 
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