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A b s t r a c t 

These notes discuss formal iz ing contexts as first 
class objects. The basic relat ion is ist(c,p). It 
asserts tha t the proposition p is t rue in the con-
text c. The most impor tant formulas relate the 
proposi t ions t rue in different contexts. In t ro ­
ducing contexts as formal objects wi l l permi t 
ax iomat izat ions in l im i ted contexts to be ex­
panded to transcend the or ig inal l imi tat ions. 
Th is seems necessary to provide AI programs 
using logic w i t h certain capabil i t ies that human 
fact representat ion and human reasoning pos­
sess. Ful ly implement ing transcendence seems 
to require fur ther extensions to mathemat ical 
logic, i.e. beyond the nonmonotonic inference 
methods f irst invented in AI and now studied 
as a new domain of logic. Various notat ions are 
considered, but. these notes are tentat ive in not, 
proposing a single language w i t h all the desired 
capabi l i t ies. 

1 I n t r o d u c t i o n 

These notes contain some of the reasoning behind the 
proposals of to introduce contexts as 
formal objects. The present proposals are incomplete 
and tentat ive. In par t icu lar the formulas are not what 
we wi l l eventual ly want,, and 1 wi l l feel free to use for­
mulas in discussions of different, appl icat ions that aren't 
always compat ib le w i th each other. [Whi le I d i thered. 
R.V. Guha wrote his dissertation.] 

Our object is to int roduce contexts as abstract math 
emat ical enti t ies w i t h propert ies useful in art i f ic ia l in-
tell igence. Our a t t i t ude is therefore a computer science 
or engineering a t t i t ude . If one takes a psychological or 
phi losophical a t t i t ude , one can examine the phenomenon 
of contextual dependence of an utterance or a belief. 
However, it seems to me unl ikely that this study wi l l 
result, in a unique conclusion about what context is. In-
stead, as is usual in A I , various notions wi l l be found 
useful. 

One ma jo r AI goal of this formal izat ion is to allow sim­
ple axioms for common sense phenomena, e.g. axioms 
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for static blocks wor ld si tuat ions, to be lifted to contexts 
involv ing fewer assumptions, e.g. to contexts in which 
situat ions change. Th is is necessary if the axioms are 
to be included in general common sense databases tha t 
can be used by any programs needing to know about, the 
phenomenon covered but which may be concerned w i t h 
other mat t ters as well. Rules for l i f t ing are described in 
section 4 and an example is given. 

A second goal is to treat the context associated w i t h a 
part icular circumstance, e.g. the context of a conversa­
t ion in which terms have part icu lar meanings that they 
wouldn ' t have in the language in general. 

The most ambit ious goal is to make AI systems which 
are never permanent ly stuck w i th the concepts they use 
at a given t ime because they can always transcend the 
context they are in if they are smart enough or are to ld 
how to do so. To this end, formulas ist((c,p) are always 
considered as themselves asserted w i th in a context, i.e. 
we have something like The regress is 
inf in i te, but we wi l l show that it is harmless. 

The main formulas are sentences of the form 

(1) 

which are to be taken as assertions that the proposi t ion 
/) is t rue in the context c, itself asserted in an outer con­
text c'. (I have adopted Guha's [Guha, 1991 ] notat ion 
rather than that of [McCar thy, 1987], because he bui l t 
his into Cyc, and it was easy for me to change mine. FV)i 
now, proposit ions may be identi f ied w i t h sentences in 
English or in various logical languages, but we may later 
take them in the sense of [McCarthy, 1979b] as abstrac­
tions w i th possibly different ident i ty condit ions. We wi l l 
use both logical sentences and English sentences in the 
examples, according to whichever is more convenient. 

Contexts are abstract objects. We don't offer a defi­
n i t i on , but we wi l l offer some examples. Some contexts 
wi l l be rich objects, like sit nations in s i tuat ion calculus. 
For example, the context associated w i th a conversation 
is r ich; we cannot list al l the common assumptions of 
the part ic ipants. Thus we don't pu rpor t to describe such 
contexts completely; we only say something about them. 
On the other hand, the contexts associated w i t h certain 
microtheories are poor and can be completely described. 

Here are some examples. 
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"Holmes LS a detective") 

asserts that it is true in the context of the1 Sherlock 
Holmes stories that Holmes is a detective. We use En-
glish quotations here, because the formal notation is still 
undecided. Here c0 is considered to be an outer context. 
In the context cemtext-ofi"Sherlock Holmes stories"), 
Holmes's mother's maiden name does not have a value. 
We also have 

Since the outer context is taken to be the same as 
above, we will omit it in subsequent formulas until it be­
comes relevant again. In this context, Holmes's mother's 
maiden name has a value, namely Jackson, and it would 
still have that value even if no-one today knew it. 

ist(cl, at {jme, Stan ford)) is the assertion that John 
McCarthy is at Stanford University in a context, in which 
it. is given that jmc stands for the author of this paper 
and that Stanford stands for Stanford University. The 
context c1 may be one in which the symbol at is taken 
in the sense of being regularly at a place, rather than 
meaning momentarily at the place. In another context 
r2, at(jme, Stanford) may mean physical presence at 
Stanford at a certain instant. Programs based on the 
theory should use the appropriate meaning automati­
cally/ 

Besides the sentence ist(c,p), we also want the term 
value(c.,term) where term is a term. For example, 
we may need value[c, time), when c is a context that 
has a time, e.g. a context usable for making asser­
tions about a particular situation. The interpretation 
of value (c, term) involves a problem that doesn't arise 
with ist(e,j)). Namely, the space in which terms take 
values may itself be context dependent. However, many 
applications will not require this generality and will al-
low the domain of terms to be regarded as fixed. 

Here's another example of the value of a term depend-
ing on context: 

whereas 

We can consider sctof-wives(Holmes) as a term for 
which the set of possible values depends on context. In 
the case of the Supreme Court justice, the set consists 
of real women, whereas in the Sherlock Holmes case, it 
consists of fictitious women. 

2 Relations among Contexts 
There are many useful relations among contexts and also 
context valued functions. Here are some. 
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the signal on w i r e l W is 0 or 1. We can then wr i te the 
l i f t i ng re lat ion 

The idea is tha t we can int roduce contexts associated 
w i t h par t i cu la r parts of a c i rcu i t or other system, each 
w i t h i ts special language, and l i f t sentences f rom this 
context to sentences meaningful for the system as a 
whole. 

3 Enter ing and Leaving Contexts 
Suppose we have the sentence i s t ( c ,p ) . We can then 
enter the context c and infer the sentence p. We can 
regard i s t ( c ,p ) as analogous to and the operat ion 
of enter ing c as analogous to assuming c in a system of 
natura l deduction as invented by Gentzen and described 
in many logic texts. Indeed a context is a generalization 
of a col lect ion of assumptions, but there are impor tan t 
differences. For example, contexts contain l inguist ic as­
sumptions as well as declarat ive and a context may corre­
spond to an in f in i te and only par t ia l ly known collect ion 
of assumptions. Moreover, because relations among con-
texts are expressed as sentences in the language, is t (c ,p) 
allows inferences w i t h i n the language that could only be 
done at the meta-level of the usual natural deduction 
systems. 

There are various ways of handl ing the reasoning step 
of enter ing a context . The way most analogous to the 
usual na tura l deduct ion systems is to have an operat ion 
enter c. Hav ing done th is, one could then wr i te any p 
for which one already had i s t (c ,p ) . However, it seems 
more convenient in an interact ive theorem proving to 
use the style of Jussi Ketonen's E K L interact ive theorem 
prover [Ketonen and Weening, 1984]. In the style of that 
system, if one had ist(c,p), one could immediately wr i te 
p, and the system would keep track of the dependence 
on c. To avoid ambigu i ty as to where an occurrence 
of is t ( ,p) came f rom, one might have to refer to a line 
number in the der ivat ion. Having obtained p by entering 
c and then in fer r ing some sentence q, one can leave c and 
get i s t ( c ,q ) . In na tura l deduct ion, this would be called 
discharging the assumpt ion c. 

H u m a n natura l language risks ambigui ty by not. al­
ways specifying such assumptions, rely ing on the hearer 
or reader to guess what contexts makes sense. The 
hearer employs a pr inc ip le of chari ty and chooses an in­
te rpre ta t ion t ha t assumes the speaker is making sense. 
In AI usage we probably don ' t usually want, computers 
to make assertions tha t depend on principles of charity 
for their in te rp re ta t ion . 

Another app l icat ion of enter ing a context has to do 
w i t h quant i f iers. I t involves a dist inguished predicate 
p resen t ( c ,exp ) , where t u p names an object. If we have 

then when we enter c, then a special inference rule asso­
ciated w i t h the predicate present gives 

Likewise if we have shown 

w i th in the context c, we can infer 

We could get similar effects by associating a domain 
(call i t domain(c) ) w i t h each context c. 

I 'm presently doubt fu l tha t the reasoning we wi l l want 
our programs to do on their own w i l l correspond closely 
to using an interact ive theorem prover. Therefore, i t 
isn't clear whether the above ideas for implement ing en­
ter ing and leaving contexts wi l l be what we want. 

Sentences of the form is t (c ,p ) can themselves be t rue 
in contexts, e.g. we can have ist(c i ) , i s t { c l , p ) ) . In 
this draf t , we wi l l ignore the fact tha t if we want to 
stay in f irst order logic, we should reify assertions and 
wr i te something like , where I s t ( c , p ) is 
a term rather than a wff. We plan to fix this up in some 
way later, either by in t roducing terms like ] s t ( c , p ) or 
by using a modif ied logic. Actual ly the same problem 
arises for p itself; the occurrence of p in i s t (c ,p ) might 
have to be syntact ical ly dist inct f rom the occurence of p 
standing by itself. 

4 Rules for L i f t ing 
Consider a context above-theory, which expresses a 
static theory of the blocks world predicates cm and above. 
In reasoning about the predicates themselves it is con­
venient, not to make them depend on si tuat ions or on a 
t ime parameter. However, we need to l i f t the results of 
above-theory to outer contexts that do involve si tuat ions 
or times. 

To describe above-theory, we may wr i te in formal ly 

We want to apply above-theory in a context c in which 
on and above have a th i rd argument denot ing a s i tuat ion. 
In the fol lowing formulas, we pu t the context in which 
the formula is t rue to the left fol lowed by a colon, d) 
denotes an outer context in which formulas not otherwise 
qualif ied are t rue. The next section has more about cO. 
Suppose that in context c we have 
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which abbreviates to 5 Transcending Contexts 

In this derivation we used a function giving a context 
c\{s) depending on the situation parameter s. Contexts 
depending on parameters will surely present problems 
requiring more study. 

Besides that, the careful reader of the derivation will 
wonder what system of logic permits the manipulations 
involved, especially the substitution of sentences for vari­
ables followed by the immediate use of the results of 
the substitution. Then* are various systems that can be 
used, e.g. quasi-qtiotation as used in the Lisp or KIF, 
use of back-quotes, or the notation of [Buvac and Ma­
son, 1993] or the ideas of [McCarthy, 1979b], but all have 
disadvantages. At present we are more attached to the 
derivation than to any specific logical system and con­
sider preferable a system in which the above derivation 
is preserved with as little change as possible. 

As a further example, consider rules for lifting state­
ments like those of section 1 to one in which we can ex­
press statements about Justice Holmes's opinion of the 
Sherlock Holmes stories. 

Human intell igence involves an ab i l i t y tha t no-one has 
yet undertaken to pu t in computer programs namely 
the ab i l i ty to transcend the context of one's beliefs. 

T h a t objects fal l would be expected to be as thor­
oughly bu i l t in to human mental s t ruc ture as any belief 
could be. Nevertheless, long before space t ravel became 
possible, the possibi l i ty of weightlessness was contem­
plated. I t wasn' t easy, and Jules Verne got i t wrong 
when he thought tha t there would be a turn-over po in t 
on the way to the moon when the travel lers, who had 
been experiencing a pul l towards the ear th would sud­
denly experience a pul l towards the moon. 

In fact, this ab i l i t y is required for something less than 
ful l intell igence. We need it to be able to comprehend 
someone else's discovery even if we can' t make the dis­
covery ourselves. To use the termino logy of [McCar thy 
and Hayes, 1969], it is needed for the epistemological par t 
of intell igence, leaving aside the heurist ic. 

We want to regard the system as being at any t ime 
w i th in an imp l i c i t outer context ; we have used cO in this 
paper. Thus a sentence p tha t the program believes w i th ­
out qual i f icat ion is regarded a,s equivalent to ist(c0,p), 
and the program can therefore infer ist(ci),p) f rom p, 
thus transcending the context cO. Per forming this op­
erat ion again should give us a new outer context , call 
it c_ 1. Th is process can be cont inued indef ini tely. We 
might even consider cont inu ing the1 process transf in i te ly, 
for example, in order to have sentences tha t refer to the 
process of successive transcendence. However, I have no 
present use for tha t . 

However, if the only mechanism we had is the one de­
scribed in the previous paragraph, transcendence would 
be pointless. The new sentences would just be more 
elaborate versions of the o ld . The po in t of transcen­
dence arises when we want the transcending context to 
relax or change some assumptions of the o ld . For exam­
ple, our language of adjacency of physical objects may 
imp l ic i t l y assume a grav i ta t iona l held, e.g. by having re­
lat ions of on and above. We may not have encapsulated 
these relat ions in a context.. One use of transcendence is 
to permi t re laxing such imp l i c i t assumptions. 

The formal ism might be further extended to provide 
so tha t in c_1 the whole set of sentences t rue in c() is an 
object truths(c0). 

Transcendence in this formal ism is an approach to for­
mal iz ing something tha t is done in science and philoso­
phy whenever it is necessary to go f rom a language tha t 
makes certain assumptions to one tha t does not . It also 
provides a way of formal iz ing some of the human abi l i ty 
to make assertions about one's own thoughts . 

The usefulness of transcendence wi l l depend on there 
being a suitable col lect ion of nonmonoton ic rules for lift­
ing sentences to the higher level contexts. 

As long as we stay w i th in a fixed outer context , it 
seems tha t our logic could remain ord inary f irst order 
logic. Transcending the outermost context seems to re­
quire a changed logic w i t h what Tarsk i and Montague 
call reflexion principles. They use them for sentences 
like true(p*) = p, e.g " 'Snow is wh i te . ' is t rue if and 
only if snow is wh i te . " 
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The above discussion concerns the epistemology of 
t ranscending contexts. The heuristics of transcendence, 
i.e. when a system should transcend its outer context 
and how, is ent i re ly an open subject. 

6 Relat ive Decontextual izat ion 
Quine [1969] uses a not ion of "eternal sentence11, es­
sential ly one tha t doesn't depend on context. Th is 
seems a doub t fu l idea and perhaps incompat ib le w i th 
some of Quine's other ideas, because there isn' t any lan­
guage in wh ich eternal sentences could be expressed that 
doesn't involve contexts of some sort. We want to mod­
i fy Quine's idea in to something we can use. 

The usefulness of eternal sentences comes f rom the fact 
tha t o rd inary speech or w r i t i ng involves many contexts, 
some of wh ich , l ike pronoun reference, are val id only for 
parts of sentences. Consider, "Yes, John McCar thy is 
at Stanford Univers i ty , but he's not at Stanford today" . 
The phrase "at S tan fo rd" is used in two senses in the 
same sentence. If the in fo rmat ion is to be put (say) in 
a book to be read years later by people who don' t know 
McCar thy or S tanford , then the in format ion has to be 
deeontextual ized to the extent of replacing some of the 
phrases by less contextual ones. 

The way we propose to do the work of "eternal sen­
tences" is called relative: decontextualization. The idea is 
tha t when several contexts occur in a discussion, there is 
a common context above all of them into which all terms 
and predicates can be l i f ted. Sentences in this context 
are " re lat ive ly e te rna l " , but more th ink ing or adaptat ion 
to people or programs w i t h different presupposit ions may 
result in this context being transcended. 

7 Menta l States as Outer Contexts 
A person's state of m ind cannot be adequately regarded 
as the set of proposi t ions tha t he believes at least not 
if we regard the proposi t ions as sentences that he would 
give as answers to questions. For example, as I wr i te this 
I believe, that George Bush is the President of the Uni ted 
States, and if I were enter ing in format ion in a database, 
1 might wr i te 

president(U.S.A) = George.Bush. 

However, my state of m ind includes, besides the aser-
t ion itself, my reasons for bel ieving i t , e.g. he has been 
referred to as President in today's news, and 1 regard 
his death or incapaci ta t ion in such a short interval as 
improbable. The idea of a T M S or reason maintenance 
system is to keep track of the pedigrees of all the sen-
tences in the database and keep this in format ion in an 
aux i l ia ry database, usual ly not in the form of sentences. 

Our proposal is to use a database consisting entirely of 
outer sentences where the pedigree of an inner sentence1 

is an aux i l ia ry parameter of a k ind of modal operator 
sur round ing the sentence. Thus we might have the outer 
sentence 

believe(president(U.S.A.) = George.Bush, because . .), 

where the dots represent the reasons for believing tha t 
Bush is President. 

The use of formalized contexts provides a convenient 
way of realizing this idea. In an outer context , the sen­
tence w i th reasons is asserted. However, once the system 
has commi t ted itself to reasoning w i t h the proposi t ion 
that Bush is President, i t enters an inner context w i t h 
the simpler assertion 

president (U.S. A) — GeorgeBush. 

If the system then uses the assertion tha t Bush is Pres­
ident to reach a fur ther conclusion, then when it leaves 
the inner context, this conclusion needs to acquire a suit­
able pedigree. 

Consider a belief revision system that revises a 
database of beliefs solely as a funct ion of the new be­
lief being introduced and the old beliefs in the system. 
Such systems seem inadequate even to take in to account 
the in format ion used by TMS's to revise beliefs. How­
ever, it might, tu rn out that such a system used on the 
outer beliefs might be adequate, because the consequent 
revision of inner beliefs would take reasons in to account. 

8 Short Term Appl icat ions 
We see the use of formalized contexts as one of the essen­
t ia l tools for reaching human level intell igence by logic-
based methods. However, we see formalized contexts as 
having shorter te rm applicat ions. 

• Guha has put contexts into Cyc, largely in the form 
of microtheories. The above - theory example is 
a microtheory. See [Guha, 1991.] for some of the 
details. 

• Suppose the A i r Force and General Electr ic Co. 
each have databases that include prices of je t en­
gines and associated equipment. The items over­
lap in that jet engines that General Electr ic sells to 
the A i r Force are included. Suppose fur ther that 
the databases are not entirely compat ib le because 
the prices are based on different assumptions about 
spare parts and warranty condit ions. Now suppose 
that the databases are to be used together by a 
program tha t must check whether the A i r Force 
database is up-to-date on General Electr ic prices. 
Our idea is that corresponding to each database is a 
context, e.g. context- G E-engine-priccs and context-
AF-engine-prices. The program, however, must 
work w i t h a context we may call context-GE-AF-
cngme-prices. I ts language allows statements w i th 
auxi l iary in format ion about what is included in the 
price of an i tem. Suitable lifting rides al low trans­
lat ing the sentences of the two other databases in to 
this more comprehensive context. 

9 Remarks 
1. We have mentioned various ways of get t ing new 

contexts from old ones: by specializing the t ime 
or place, by specializing the s i tuat ion, by mak ing 
abbreviat ions, by specializing the subject mat ter 
(e.g. to U.S. legal h is tory) , by mak ing assumptions 
and by specializing to the context of a conversa­
t ion. These are all specializations of one k ind or 
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another. Getting a new context by transcending an 
old context, e.g. by dropping the assumption of a 
gravitational field, gives rise to a whole new class of 
ways of get ting new contexts. 
These are too many ways of getting new contexts to 
be treated separately. 

2. We have used natural language examples in this ar­
ticle, although natural language is not our main con­
cern. Nevertheless, I hope that formalizing context 
in the ways we propose may be useful in studying 
the semantics of natural language. Natural lan­
guage exhibits the striking phenomenon that con­
text may vary on a very small scale; several contexts 
may occur in a single sentence. 
Consider the1 context of an operation in which the 
surgeon says, ''Scalpel". In context, this may be 
equivalent to the sentence, "Please give me the num-
ber 3 scalpel". 

3. ist(c,p) can be considered a modal operator de­
pendent on c applied to p. This was explored in 
[Shoham, 1991]. 

4. It would be useful to have a formal theory of the 
natural phenomenon of context, e.g. in human life, 
as distinct from inventing a form of context useful 
for AI systems using logic for representation. This 
is likely to be an approximate theory in the sense 
described in [McCarthy, 1979a]. That is, the term 
"context" wil l appear in useful axioms and other 
sentences but will not have a definition involving "if 
and only if". 

5. Useful nonmonotonic rules for lifting will surely be 
more complex than the examples given. 
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