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Abstract 

We describe a new approach to default, reason­
ing, based on a pr inciple oi indifference among 
possible wor lds. We interpret default rules as 
extreme stat ist ical statements, thus obta in ing a 
knowledge base KB comprised of stat ist ical and 
f i rst-order statements. We then assign equal 
p robab i l i t y to all worlds consistent w i th KB in 
order to assign a degree of belief to a state­
ment φ. The degree of belief can be used to de­
cide whether to defeasibly conclude φ. Various 
natura l patterns of reasoning, such as a prefer­
ence for more specific defaults, indifference to 
irrelevant in fo rmat ion , and the abi l i ty to com­
bine independent pieces of evidence, tu rn out to 
follow natura l ly from this technique. Further­
more, our approach is not restricted to default 
reasoning; it supports a spectrum of reasoning., 
f rom quant i ta t i ve to qual i ta t ive. It is also re­
lated to other systems for default reasoning. In 
par t icu lar , we show that the work of |Gold-
szmidt et al., 1990], which applies max imum 
entropy ideas to --semantics, can be embedded 
in our f ramework. 

1 In t roduc t ion 

Default reasoning, i.e., reasoning to plausible but. de­
duct ively inval id conclusions, has been an important re­
search area in AI for over a decade. Work in this area 
shows us how, given that we accept the default "Birds 
typ ica l ly f ly" and the fact "Tweety is a b i r d " , we can ar­
rive* at the reasonable (al though possibly incorrect) belie! 
that "Tweety f l ies". 
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A different reasoning paradigm, which has been stud­
ied for an even longer per iod, is direct inference. Di-
rect inference is concerned wi th reasoning to conclu­
sions about part icular individuals f rom general s tat is t i ­
cal knowledge. For example, f rom a knowledge base con­
sisting of the stat ist ical in format ion "90% of birds f ly" 
and the fact "Tweety is a bird11, theories of direct infer­
ence would allow us to conclude that our degive of belief 
in "Tweety files" should be 0.9. Different systems for d i ­
rect inference that have been suggested i n c l u d e [Bacchus, 
1990; Bacchus et al, 1992; K y b u r g , 1974; Lev i , 1980; 
Pollock, 1990; Reichenbaeh, 1949, Salmon, 1971]. 

Direct inference ana default reasoning share a number 
of important characteristics. F i rs t , neither is a logically 
sound inference system. Neither stat ist ical knowledge 
nor defaults about the class of all birds permi t us to de­
duce anyth ing for certain about a part icular b i rd such as 
Tweety: Bo th "Tweety flies" and "Tweety does not, fly" 
are logically consistent w i th "90% of birds fly" or "birds 
typical ly fly - Second, both direct inference and default 
reasoning are nonmonotonic. If we learn that penguins 
do not fly, and that Tweety is a penguin, direct inference 
would generate a different degree of belief in Tweety fly­
ing. Similar ly, default reasoning systems would retract 
the conclusion that Tweety flies. And t h i r d , various 
properties, such as ignor ing irrelevant in format ion and 
preferring more specific in format ion , are considered to 
be desirable in both default reasoning and direct infer­
ence. 

So how deep is the connection between direct infer­
ence and AI default reasoning? Some appl icat ions of 
defaults seem to have l i t t le to do w i th statist ics [Mc­
Carthy, 1986]. But equally often, defaults have .some 
basis in statistics. For example, the default "Bi rds typ­
ically f ly" appears to have as one of its just i f icat ions 
the stat ist ical fact that most birds fly. Thus, it seems 
reasonable to adapt techniques f rom direct inference to 
reason w i th defaults of this type. Cur theme in this 
paper is that this plausible connection between direct 
inference and default reasoning can be made precise. In 
part icular , we show in Section 3 that a new method for 
direct inference, first introduced in [Bacchus et al., 1992; 
Grove et al., 1992b), can provide many of the features 
considered desirable in default reasoning. Among other 
things, it provides a preference1 for more specific defaults 
as well as the abi l i ty to ignore irrelevant in fo rmat ion . 
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This is par t icu lar ly impor tan t a,s there is a tension 
between these, two requirements. Most theories of de­
fault reasoning fai l to capture both of them simulta­
neously (sec, for example, [Geffner and Pearl , 1990; 
Lehmann and Magidor , 1992; Pear l , 1990; Reiter, 1980]). 
Wha t is even more impor tan t is that for us these prop­
erties fol low di rect ly f rom an independently motivated 
semantics; they are not the result of adopt ing an ad hoe 
theory of irrelevance. 

In our method, we presume that there is a knowledge 
base that consists of in format ion about the wor ld , in 
the form of f i rst-order statements (such as " A l l penguins 
are b i rds" ) and stat ist ical in fo rmat ion . The stat ist ical 
in fo rmat ion might be quant i ta t i ve , e.g., "90% of birds 
fly"", or it might be in the form of qual i ta t ive default 
in fo rmat ion . We interpret a default statement such as 
"B i rds typ ica l ly f l y " as the stat ist ical assertion "Almost 
al l birds f l y " , which is given a precise semantic interpre­
ta t ion w i t h i n our formal ism. Th is in terpretat ion of de­
faults has a number of benefits. The first is simply that 
we understand what our knowledge base means. Many 
default theories wi l l tell us how to reason wi th "B i rds 
typ ica l ly f l y " . Bu t , as pointed out by [Neufeld, 1989], 
there is far less work te l l ing us when we should adopt 
this default in the f irst place. Specifically, what is there 
about the wor ld that makes this a good default? f o r 
us, the t rue propor t ion of f ly ing birds offers a guide to 
how reasonable our approx imat ion "A lmost al l birds f ly" 
really is. In add i t i on , the semantics imposes natura l con­
straints on the defaults. For example, in our formal ism 
the default "B i rds typ ica l ly f ly " is inconsistent w i th both 
the default "B i rds typical ly do not f ly" and the logical 
assertion "No b i rd f l ies". 

A ma jo r advantage of our approach is that it allows 
for rich knowledge bases, w i th a rb i t ra ry f i rst-order in­
format ion and stat is t ical in fo rmat ion . Thus, i t can sup-
por t both quan t i ta t i ve and qual i ta t ive reasoning. In Sec­
t ion 4, we demonstrate the advantages of being able to 
per form both types of reasoning in a unif ied f ramework, 
by considering bo th the Lo t te ry Paradox and the Nixon 
D iamond example. 

We are cer ta in ly not the first to apply a probabil is­
tic semantics to nonmonotonic logic (see [Pearl, 1989] 
for an overv iew). However, whi le al l the other prob­
abi l ist ic approaches we are aware of use the stat is t i -
cal in terpre ta t ion as a mot ivat ion for using probabi l ­
it ies, none make expl ic i t use of stat ist ical assertions. 
Nevertheless, there are close technical connections be­
tween our approach and E-semantics [Adams, 1975; 
Geffner and Pear l , 1990]. In par t icu lar , we show in 
Section 5 that the approach of Goldszmidt , Mor r i s , 
and Pearl [1990], which extends e-semantics by apply­
ing ideas of max imum entropy, can be embedded in our 
f ramework. Besides prov id ing fur ther jus t i f ica t ion for 
the use of m a x i m u m entropy in [Goldszmidt et al. , 1990], 
this embedding allows us to use the a lgor i thms they have 
developed to calculate degrees of belief for formulas in a 
fragment of our fu l l language. 

2 The Formal ism 

We assume that the knowledge base consists of sentences 
wr i t t en in a formal language that allows us to express 
both stat ist ical in fo rmat ion and f i rst-order in fo rmat ion . 
We use the probab i l i t y logic presented in [Grove et al,, 
1992b], which is a var iant of logics developed in [Bacchus, 
1990; H a l p e m , 1990]. 

Th is logic augments f i rst-order logic by a l lowing pro-
portion expressions of the form Th is te rm de­
notes the propor t ion of domain elements sat isfy ing 
We actual ly allow an arb i t ra ry set of variables in the sub­
script. Thus, for example, describes, for a 
fixed y. the propor t ion of domain elements tha t are sons 
of y; describes, for a f ixed r, the p ropor t ion 
of domain elements whose son is x, and 
describes the propor t ion of pairs of domain elements tha t 
are in the son re lat ion. We also al low condi t iona l pro­
por t ion expressions of the form which de­
notes the propor t ion of domain elements sat isfying ψ 
f rom among those elements sat isfying A rat ional 
number is also a propor t ion expression, and the set of 
propor t ion expressions is closed under add i t i on , subtrac-
t ion , and mul t ip l i ca t ion . 

1 We discuss the issue of conditioning on an event wi th 
probability zero in the full paper. 

2 In [Bacchus et al., 1992] the use of approximate equality 
was suppressed in order to highlight other issues. 
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approx imate ly equals relat ion , since the approach of 
[Goldszmidt et al., 1990] uses the same E for all default 
rules. Moreover, they al l involve only unary predicates. 
Under this t rans la t ion , we can prove the fo l lowing theo­
rem, using techniques simi lar to [Grove et al., 1992b). 

T h e o r e m 5 . 1 : Let c be a constant symbol. Using the 
t ranslat ion described above, f o r any set R of defeasible 
rules, is an ME-plausible consequence of R i f f 

Thus, al l the computa t iona l techniques and results de­
scribed in [Goldszmidt. et al. , 1990] carry over to this 
special case of our approach. 

It is very encouraging tha t the results of [Gold­
szmidt et al. , 1990] can be arr ived at in two quite differ­
ent ways. Our result formalizes a connection between en-
tropy and indifference, well known in other contexts like 
stat ist ical thermodynamics , in the context of an agent 
reasoning by default . It shows that if one feels that it is 
reasonable* for an agent to be indifferent between possi­
bi l i t ies left open by its knowledge, then one has an in­
dependent reason for accepting the theory of irrelevance 
generated by max imum entropy. 

It should also be noted that our approach, which does 
not appeal to entropy max imiza t ion direct ly, has the ad­
vantage of being much more general. Most impor tan t ly , 
it can deal sensibly w i t h languages that have predicates 
of a rb i t ra ry ar i ty . It is unl ikely tha t an approach that 
uses entropy di rect ly could be extended to deal such lan­
guages. Once we have even a single b inary predicate in 
the language, all connection between our approach and 
max imum entropy disappears. As discussed in [Grove et. 
a/., 1992b], we cannot even f ind a suitable probabi l i ty 
space to take entropy over. Results of [Grove et a/., 
1992a] showing tha t , w i t h a b inary predicate in the lan­
guage, degrees of belief are in general uncomputable sup­
por t the conjecture tha t there is none to be found. 

6 Discussion and conclusions 
We have shown that a logic that allows stat ist ical and 
f irst-order assertions, together w i t h a pr incipled ap­
proach for ob ta in ing degrees of belief f rom a knowl­
edge base expressed in this logic, can give a general ap­
proach for cap tu r ing many aspects of default reasoning. 
Our f ramework has the added advantage of being able 
to deal w i t h both default (quant i ta t ive) and stat ist ical 
(quant i ta t ive) in fo rmat ion . Our results demonstrate the 
close connection between default reasoning and direct 
inference. 

We close by brief ly discussing two cr i t ic isms that have 
been made of entropy-based reasoning systems: language 
and syntax dependence, and the t reatment of causali ty 
[Pearl, 1988]. Wh i l e the random-wor lds method is not 
entropy-based, the relat ionship we observed in Section 5 
suggests tha t s imi lar problems may arise. 

W i t h regard to causality, [Goldszmidt et a/., 1990; 
Pearl , 1988] and [Hunter , 1989] h ave observed that 
knowledge about causal relat ionships great ly affects our 
in tu i t ions concerning the " r i gh t " answers to various 
problems, and tha t the naive max imum entropy ap­
proaches do not take this causal in fo rmat ion in to consid-

erat ion. We would argue tha t this only shows that this 
in format ion is not proper ly captured by the straightfor­
ward encoding of defaults, and that we may therefore 
have to include in format ion about causal i ty when ex­
pressing defaults in the knowledge base. [Hunter , 1989] 
presents one possibi l i ty for encoding causal in fo rmat ion 
wi th in the max imum entropy approach. In [Bacchus et 
al., 1993], we present a more general approach w i t h i n the 
random-wor lds f ramework, and show that i t deals w i th 
many of the problemat ic aspects of causal reasoning. 

The language problem is more subt le. M a x i m u m -
entropy methods can draw different conclusions f rom 
knowledge bases that seem to reflect the same in forma­
t ion about the wor ld . 'Phis is a serious issue, because 
the choice of the " r i gh t " representat ion of our in forma­
t ion is not always clear. In general, we believe tha t the 
form in which our in format ion is w r i t t en down encodes 
knowledge it reveals our biases and expectat ions. It is 
perfectly reasonable that our bias should affect induct ive 
reasoning. In certain cases, our bias is suff iciently clear 
that the choice of representation becomes obvious. In 
physics, for example, the choice of language is sometimes 
based on the cr i ter ion of t ime- invanance. Moreover, in 
physics and in many other appl icat ions of max imum en­
tropy, there is an object ive ' ' real i ty check" -we can com­
pare the answers given by the formal ism to real i ty, and 
thus independently verify the reasonableness of our rep­
resentation. In many AI appl icat ions, however, there 
might not be an obvious representat ion, nor an appro­
priate real i ty check. In these cases, we wi l l have to for­
mulate cr i ter ia for choosing the right formal knowledge 
base, given a natural- language specif ication of our knowl­
edge. Th is is an impor tan t research prob lem, which we 
intend to investigate. The fact that our approach can 
deal w i th causality leads us to hope that it w i l l be able 
to deal w i th the language problem as well in a satisfac­
tory way. 
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