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Abst rac t 
In this paper we present a terminological language 
which includes defaults, and a definition of default 
subsumption based on the notion of skeptical in­
heritance in default reasoning. Except for the in­
clusion of defaults the language is limited when 
compared to most terminological logics. However 
defaults are a necessary construct in many applica­
tions and we suggest that the language presented 
here is a useful tradeoff between different types of 
expressivity We present an algorithm for classify­
ing new concepts into the default hierarchy repre­
senting the taxonomy, and in addition an algorithm 
for what we call default classification, suitable for 
interactive reasoning about individuals. We de­
scribe a diagnosis application which has been im­
plemented using this language and reasoning mech­
anisms. We present an evaluation of the diagnosis 
application on the basis of comparison with 63 pa­
tient protocols. We conclude that the language pre­
sented is in fact adequate for the application pre­
sented here and hypothesize that it i.s interesting 
for a significant group of applications. 

1 In t roduc t i on 
Taxononi ic representations and reasoning have been 
popular in A . l . for a long t ime , largely because they 
provide an efficient way of representing knowledge and 
organising i t for reasoning purposes. The two main 
kinds of taxononi ic reasoning to be found in the l i tera­
ture are classif ication (e.g. [Brachinan ei al., 1991]) and 
default inher i tance reasoning (e.g. [Hor ty et a/., 1987; 
Fahhnan, 1979]). Classif icat ion in systems w i th st r ic t 
inher i tance hierarchies has been used in a number of ap­
pl icat ions. However the k ind of classif ication systems 
used here have also been crit icised for not hav ing the 

•necessary expressivi ty of defaults [Doyle and Pa t i l , 1991]. 
Defaul t reasoning on the other hand has been used very 
l i t t l e in real appl icat ions since the early work w i t h N E T L 
[Fah lman, 1979]. 

Recently there has been increased interest in incorpo­
ra t ing defaults and pr inc ip led defaul t reasoning reason­

ing in to classif ication systems. Some problems have been 
ident i f ied [Padgham and Nebel, 1993] and some theo-
ries for in tegra t ing defaul t reasoning in termino log ica l 
logics1 have been developed [Padgham and Nebel , 1993; 
Quantz and Royer, 1992; Baader and Hol lunder , 1992]. 
In th is work we define a language which is re lat ively s im­
ple compared to most termino log ic logics (e.g. [Patel-
Schneider et a l . , 1990]), but which also contains impor ­
tant constructs not (usual ly) found in other languages of 
this type - namely defaults and features w i t h predicate 
values. (The lat ter is however not the concern of this 
paper) . In the search for computa t iona l l y manageable 
but suff iciently expressive languages to at tack real wor ld 
problems [Don in i et al., 1991] we hypothesize t ha t th is 
sort of language meets the needs of many appl icat ions -
for instance some appl icat ions in na tu ra l language and 
certain k inds of medical appl icat ions. 

We have used the language and associated reason­
ing mechanisms to bu i ld an interact ive medical d i ­
agnosis system in the sub-domain of diseases of the 
geni to-ur inary system. A l t hough th is is a l im i t ed do­
ma in it is one in which diagnosis is a genuine problem 
[T impka , 1989]. The knowledge base is bu i l t by tak­
ing in fo rmat ion di rect ly f r om medical texts [Wor, 1977; 
Findel et a l . , 1981; Braunwald et a l . , 1981] and using 
our defined language, representing th is i n fo rma t i on as a 
defaul t inher i tance taxonomy. 

We have evaluated this system by using mater ia l f r om 
a medical s tudy on diagnosis of pat ients w i t h gen i to-
ur inary diseases.2 The evaluat ion shows our system as 
behaving comparably to doctors on the avai lable pat ient 
sample. 

The fo l lowing sections describe the language and the 
associated reasoning mechanisms which have been de­
veloped in the context of the diagnosis app l i ca t ion . The 
appl icat ion is presented brief ly and the results of an em­
pir ical evaluat ion are summar ised. 

2 The DTL Language 

In designing the language to be used we begin w i t h the 
defaul t theory of [Padgham, 1989]. T h i s theory relies on 

*This work is supported by funds from the Swedish Insti­
tute for Technological Development, 

Alternative names are description logics or KL -ONE like. 
2 The protocols were collected by Dr Toomas Timpka, and 

are discussed in [Timpka, 1989]. 
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< D T L > 
< terminology > 
< concept-introduction > 
< concept > 

< feature > 
< predicate > 
< relop > 
< set-domain > 
< atomic-concept > 
< probable > 
< restr ict ion > 
< default-reachable > 

::=: {< terminology > | < default-reachable > } * 
::= {< concept-introduction > \ < restrict ion > } * 
::= {< atomic-concept > = < concept > \ < atomic-concept > < < concept >} 
::= A n y t h i n g | < atomic-concept > | ( A n d < concept >+ ) | 

( E x i s t A l l < feature > < predicate >) | ( A l l < feature > < predicate >) 
::= < ident i f ier > 
::= < relop > < real > | in < set-domain > 
::= < | > | < = | > = | = 
::= < str ing >* 
::= < probable > (< ident i f ier >) 
::= core | defau l t 
::= (d is jo in t < atomic-concept > < atomic-concept >) 
::= (defaul t - reachable < atomic-concept > < concept >) 

Figure 1: BNF definition of the D T L language 

the no t ion tha t each type is represented by two nodes 
in an inher i tance graph - a default node representing the 
typ ica l propert ies of the type, and a core node represent­
ing the necessary propert ies of the type. Consequently 
we int roduce the not ion of an atomic type being either 
a core or a defaul t . An impo r tan t semantic constraint 
is tha t the core of a concept is always subsumed by the 
defaul t of tha t concept. 

The syntax of D T L fol lows the style used in [Nebel, 
1990] and is given in figure 1. We note that there are no 
roles ( re la t ional constructs), but tha t we instead allow 
features w i t h numer ical ranges or sets of str ings as val­
ues. Th i s is extremely impo r tan t in the medical domain 
(e.g. RBC-coun t 50). Features w i th numeric values 
add signif icant expressivity and are not problemat ic for 
the subsumpt ion a lgor i thms. 

Due to space restr ict ions we do not here define the for­
mal semantics of the language. However, w i th the excep­
t ion of the defaul t reachabi l i ty construct, the language 
can be defined in the usual set-theoretic way [Nebel, 
1990] w i t h the add i t ion of an ax iom which states tha t the 
extension of the defaul t is always a superset of the ex­
tension of the core. The default reachabi l i ty construct is 
an outcome of a defaul t reasoning process applied to the 
termino logy. Th i s process is intensional ly, rather than 
extensional ly defined. The defaul t - reachabi l i ty process 
which we employ is tha t defined in [Padgham, 1989] as 
skeptical defaul t inher i tance. Th is process gives for any 
node (or A N D e d combinat ion of nodes) in the te rmino l ­
ogy, a set of nodes which are considered to be default-
reachable. Th is set is essentially those conclusions sanc­
t ioned by the skeptical extrusion defined by e.g. [Horty et 
al., 1987].3 

Al though the D T L language is richer than typ ica l in­
heritance network formal isms, it is nevertheless possible 
to capture i t using only a s l ight ly extended network lan-

uage. We base our network language on that used in 
adgham, 1989] which uses core and default nodes (rep 

resented by a letter w i t h subscripts " d " and respec­
t i ve ly ) , plus s t r ic t posi t ive l inks and str ic t negative 
l inks To th is we add the not ion of defined nodes 
(core or defau l t ) and property nodes. Defined nodes are 

represented by an encircled letter plus subscript and are 
assumed to be defined by the conjunction of all nodes 
reachable by a single strict positive link. Property nodes 
are represented by a letter enclosed by a square, and 
represent an (Al l . . . ) or an (Ex is tA l l . . . ) clause. This 
network language can also (usually)4 be mapped into 
a form using both strict links and default links (writ­
ten and "—►") from a combined core/default node. 
This alternative form wil l be used in some examples as it 
requires fewer nodes and is therefore sometimes simpler 
to understand. 

3 Reason ing M e c h a n i s m s 
In order to have a terminological logic system, as op­
posed to simply a language we must also define the rea­
soning mechanisms which can operate on this language. 
Classification is the primary reasoning facility offered by 
T.L. systems, with subsumption being the most signif­
icant aspect of classification. We define a default sub­
sumption relation, which together with strict subsump­
tion can be used for classifying new concepts into the 
hierarchy. We also describe a method suitable for doing 
some limited reasoning about individuals with respect to 
this taxonomy. 

3.1 Subsumpt ion 
At the centre of classification is the notion of subsump­
tion. By testing whether the description to be classified 
subsumes or is subsumed by certain concepts in the net­
work we establish the set of most specific subsumers and 
most general subsumees. Strict subsumption in our sys­
tem is defined in an identical way to subsumption in 
standard terminological languages (e.g. [Nebel, 1990]). 
Subsumption between features is defined in the obvious 
way (e.g. "blood-count > 50" subsumes "blood-count > 
60"). 

In addition to strict subsumption which is quite 
straightforward we also want to define a default sub­
sumption relationship which takes into account the spe­
cial semantic and structural relationship between the de­
fault and the core of a concept. In order to do this we 

3SubtIe differences are explained and motivated in 
[Padgham, 1989]. 

4 The only case where the mapping does not work is when 
we have a relationship originating in a default node. This 
extra expressivity is not needed in the examples in this paper. 
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rely on the default reachability relationship determined 
by the default inheritance reasoner. 

The definition of default subsumption between atomic 
concepts is as follows: 
De f i n i t i on : For two atomic concepts X,Y, X default-
subsumes Y iff X is default reachable from Y. 

Figure 2: Illustration of default subsumption. 

The full process of determining default-subsumption 
between arbitrary concept definitions is then analogous 
to that used in standard subsumption algorithms (e.g. 
[Nebel, 1990]), where the concept definition is unfolded 
and normalised and each part of the concept definition 
(in our case A N D e d concepts. A l l clauses, E x i s t A l l 
clauses and feature definitions) is tested separately The 
only difference is that, for comparison of atomic concepts 
default-subsumption rather than strict subsumption is 
used. 

The intuition behind default-subsumption is that if 
the object being classified is fully typical, then all 
default-subsumption relationships will also be subsump­
tion relationships. Jf a strict inheritance hierarchy is 
coerced so that all the inheritance relations became de­
faults, default-subsumption on this network should give 
the same relationships as subsumption did on the origi­
nal strict network. 

3.2 Class i f icat ion 
The role of classification in terminological logic systems 
is to correctly place new concepts into the taxonomy so 
that they can be used for reasoning. We describe briefly 
the classification process used for adding new core and 
default concepts into our system. 

The basic steps in a standard classification algorithm 
can be described as follows: X is the concept to be clas­
sified. 

1. Traverse hierarchy collecting most specific sub-
sumers of X. 

2. Traverse hierarchy starting at children of one of 
the most specific subsumers, collecting most general 
subsumees of X. 

3. Link X as child of most specific subsumers. 
4. Link X as parent of most general subsumees. 
5. Modify parent and child links in most specific sub­

sumers and most general subsumees, if necessary. 

Our algorithm is identical to this at a high level. How­
ever the definition of which are most specific subsumers 
(and most general subsumees) differs in our system. Just 
as in standard systems subsumers of X are those con­
cepts which (strictly) subsume X. In a standard system 
the most specific subsumers of X, are those subsumers 
which do not subsume some other subsumer of X. In our 
system the most specific subsumers of a default concept 
are those which do not default-subsume some other sub­
sumer. For a core concept the most specific subsumers 
are defined in the standard way. This allows default 
definitions to rely on default inheritance, while core def­
initions require guaranteed inheritance of properties. 

Similarly the most general subsumees of a concept are 
defined to be those which are not default-subsumed by 
any other subsumee. 

The rationale for using strict rather than default sub­
sumption to determine which are the most specific sub­
sumers for a core concept is that core concepts contain 
(by definition) strictly necessary properties. Thus the 
representation should ensure that these properties (or 
inheritance relationships) cannot be overriden. 

Figure 3 shows an example of classification of a core 
and a default concept. 3a shows the links which would 
be inserted if the concept description was introduced as 
core(E), while 3b shows the situation that would arise 
with the introduction of the same concept description 
as default(F). In both cases the new concept descrip­
tion is (strictly) subsumed by default(A) and core(B). 
In the case of introducing a new core concept these links 
are simply added as there is no strict subsumption rela­
tionship between default(A) and core(B). However when 
the concept being introduced is a default only the link 
to default(A) is added as core(B) default-subsumes de­
fault(A), and is thus not regarded as one of the most spe­
cific subsumers. In the resulting taxonomy E objects wil l 
always inherit x from core(B) and z from core(A), via de-
fault(A) and core(E), and y from default(B) via core(E). 
F objects will by default inherit these same properties, 
via default(F). 

The modification of parent and child links in most 
specific subsumers and most general subsumees follows 
the same principle as described above. 

We note that if one adds information which in some 
way changes already defined concepts, then both strictly-
subsumed and default-subsumed children can be af­
fected. This is a common problem in terminological sys­
tems but is beyond the scope of the current paper. 

3.3 Reasoning abou t I nd i v i dua l s 

Classification is often used not only to classify new con­
cepts but as an important component in the reasoning 
about individuals. The task here is to establish which 
classes the individual belongs to. In accordance with the 
use of defaults we want to establish which classes the 
individual probably belongs to. We call this default clas­
sification. This process actually requires interaction be­
tween default reasoning and classification which is non-
trivial (see [Padgham and Nebel, 1993]). However a sim­
pler approach can be suitable for either interactive ap­
plications where wrong assumption of defaults can be 
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Figure 3: Classif ication of a new concept - core and default 

discovered interact ively (as in our diagnosis appl icat ion) 
or for appl icat ions where the s t ructura l nature of con 
fi icts is s imple.5 

In defaul t classif ication of ind iv iduals we rely more 
heavily on defaul t subsumpt ion than we do in concept 
classif ication. As the hierarchy is traversed we collect all 
default-subsumers of the ind iv idua l . (In concept classifi­
cat ion we collected only strict subsumers). Th is ensures 
that, the reasoning process is pushed further down in the 
hierarchy, mak ing use of default knowledge. However it 
incorporates only one level of default assumptions. In 
order to have fu l l default, classification we would need 
to continue fur ther f rom the result of this step, mak ing 
fur ther defaul t assumptions on the basis of our default 
classif ication, fol lowed by fur ther approx imate default 
classif ication and defaul t reasoning unt i l we reached a 
(possibly inconsistent) f ix -po in t . Confl icts would then 
need to be resolved. However for the purposes of this pa­
per we l i m i t ourselves to the in i t ia l approx imat ion which 
is compu ta t i ona l l y and conceptual ly simpler and is suf­
ficient for the appl icat ion discussed 

4 The Diagnosis Appl icat ion 

We now describe our diagnosis appl icat ion and the way 
in which it used the language and reasoning mechanisms 
described. Many domains represent t l ie ir knowledge in 
a hierarchical or semi-hierarchical fo rm e.g. medi­
cal textbooks are often organised according to disease 
hierarchies. If we assume that we have hierarchically or­
ganised doma in knowledge and that a problem can be 
described in the language of the knowledge base, then 
diagnosis can be seen as conceptually quite s imi lar to 
classif ication. If the problem descript ion is complete we 
can find the set of possible diagnoses which are subsumed 
by the p rob lem, and then take the m i n i m u m cover of 

this set. For example in figure 4 the diagnosis wou ld 
be "chronic pyelonephri t is and acute cys t i t i s " . 6 T h e as­
sumpt ion in tak ing the m i n i m u m cover is here tha t a 
diagnosis must explain (or cover) al l aspects of the dis­
ease descript ion. However it should also be a m i n i m a l 
explanat ion so we do not s imply take the entire set of 
subsumees as a diagnosis. 

The not ion of diagnosis as essentially a classificatory 
process is in tu i t ive ly appeal ing. It appears logical and it 
uses a taxonomical representation of the domain which 
we know is a common way for humans to organize knowl ­
edge. It also explains one general purpose reasoning 
strategy, in terms of another simpler such strategy — 
diagnosis is classification plus m i n i m u m cover. 

However if we now move f rom the ideal case to a more 
real-world s i tua t ion , there are a number of problems w i t h 
this approach, a l though the basic model is s t i l l p romis -
ing. The two major dif f icult ies are the fo l lowing: 

• Problem descriptions in the real wor ld are seldom 
complete. 

• Taxonomies in the real wor ld are seldom str ic t hier­
archies. They are thus not a sui table representation 
for t rad i t iona l classification approaches. 

The latter of these two problems we address by us­
ing the language and reasoning mechanisms described 
above. The former problem we address by the no t ion of 
an interactive diagnosis system where the system seeks 
further in fo rmat ion in a pr inc ip led and directed way. We 
make an approximate and tentat ive defaul t classif ication 
of the problem descript ion and then ask questions to 
determine the value of features contained in subsumee 
nodes but, unknown in the problem descr ipt ion. We use 
techniques f rom in fo rmat ion theory in order to ask f i rst 
those questions whose answers w i l l best d iscr iminate be­
tween possibil i t ies. Th is lat ter technique we hypothesize 

5Due to space limitations we cannot here go into details 
about the nature of the structural constraints required. 

6 The disease descriptions used here are incomplete - both 
to save space and to simplify. 
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Figure 4: The diagnosis should he a m i n i m a l cover of the prob lem 

may well s imulate the "compi led knowledge' ' of experts 
who "know" which are the most te l l ing questions to ask 
or lab tests to request. A detai led discussion of the m u ­
tual i n fo rma t ion analysis is however beyond the scope 
of this paper. By rerunn ing our approx imate default 
classification a lgo r i t hm fo l lowing the col lect ion of new 
in fo rmat ion we ensure that in i t ia l (possibly) faul ty as­
sumpt ions are modi f ied as the process progresses. 

4 .1 T h e K n o w l e d g e B a s e 

The knowledge base was bu i l t using the DTL language. 
The knowledge base is thus a default inheri tance hierar­
chy over disease classes of the fo rm used in [Padgham, 
1989; Padgham, 1992]. Th is i n fo rmat ion was taken d i ­
rectly f rom the standard medical text [Wor, 1977]. 

Each disease is characterised by a set of propert ies 
describing such th ings as symptoms and results on lab 
tests. Each proper ty was determined to be typical, nec­
essary ox possible.' The propert ies w i th which diseases 
were annotated were taken f rom [Braunwald et al., 1981; 
Findel et al. , 1981]. A medical doctor checked the repre-
sentation and in par t icu lar indicated whether propert ies 
were typ ica l , necessary or possible. 

A l l diseases were entered as p r im i t i ve concepts (i.e. 
using the < fo rm for concept i n t roduc t ion ) . The rat io­
nale for this was tha t the represented in fo rmat ion about 
a disease cannot be expected to fu l ly define tha t disease. 
As a result of th is the classifier never added new sub-
sumpt ion l inks — however it d id check for consistency 
and max imize inher i tance. 

Possible properties are not part of the original theory of 
[Padgham, 1989], or of the language defined in figure 1. How­
ever they were found to be necessary for this application and 
were added to the language simply as an alternative form for 
the < probable > construct. A discussion of why these were 
necessary and how they can be integrated with the original 
theory can be found in [Zhang, 1993]. 

4 .2 T h e D i a g n o s t i c E n g i n e 

The diagnosis in our system is a non-monoton ic interac­
t ive process consist ing of two ma in parts. There is f i rst 
the approx imate defaul t classif ication of the presenting 
problem and then an analysis regarding which in fo rma­
t ion i t is most relevant to request.8 The expectat ion 
is tha t add i t ion of the new in fo rma t ion w i l l enable spe­
cial isat ion of the in i t i a l classif ication on the next t ime 
through the loop. However it is also possible tha t the 
new in fo rmat ion w i l l lead to different defaul t subsump-
t ion relat ionships and an or thogonal classif icat ion, thus 
mak ing the process non-monoton ic in nature. Eventu­
al ly the classif ication reaches a single te rm ina l node in 
the disease hierarchy (or in the case of mu l t i p l e diseases, 
a set of te rm ina l nodes, none of wh ich is sufficient in 
i tsel f) and the diagnosis is complete. 

In the appl icat ion one signif icant change was made to 
the approx imate defaul t classif ication a lgo r i t hm as de­
scribed in section 3.3. We note t ha t as al l of the concepts 
are declared as p r im i t i ve , none of them can actual ly sub­
sume the prob lem descr ipt ion unless they are exp l ic i t l y 
or imp l i c i t l y declared to do so. However this assumpt ion 
appears to be inappropr ia te for the use we are mak ing of 
classif ication in this app l ica t ion . We hard ly want to re­
quire tha t we can only make diagnoses which we have ex­
p l i c i t l y stated in the prob lem descr ipt ion! Consequently 
in our use of approx imate defaul t classif ication we dis­
regard the fact tha t concepts are declared as p r im i t i ve , 
and t reat them as defined. 

Once we have established which classes the prob lem 
descr ipt ion probab ly belongs to , We use th is i n fo rma­
t ion to determine which concepts to consider in seeking 
fur ther i n fo rmat ion about the p rob lem. We bu i ld wha t 
we call a pursuit set of nodes which could reasonably be 

8This analysis also relies on a knowledge base represen­
tation which uses defaults, but the details of these steps are 
beyond the scope of this paper. For full details see [Zhang, 
1993] 
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pursued. We then analyse these tak ing in to account cer­
ta in heuristics (e.g. t ha t a prob lem is more l ikely to be a 
typ ica l disease mani festat ion than an atypical one) and 
develop an ordered l ist of i n fo rmat ion to be sought. 

5 Empi r ica l Evaluat ion of System 
One way to evaluate our system is to ascertain how often 
i t obtains the correct diagnosis. However i t is not always 
easy to say wha t is a correct diagnosis. We therefore 
compared our system to medical doctors' diagnosis us­
ing pat ient protocols f r om 63 pat ients. The patients were 
seen by a general pract i t ioner at a commun i t y health cen­
tre and forms were f i l led in regarding symptoms, signs, 
lab tests, etc. The GP 's diagnosis was also recorded. 
The 63 pat ient descr ipt ion protocols (w i thou t diagnosis) 
were then given to each of 9 different specialists who were 
asked to make a diagnosis on the basis of the recorded 
pat ient i n fo rma t ion . Fol lowing this the nine doctors dis­
cussed each case together and where possible agreed on a 
diagnosis (referred to as panel diagnosis 'PA ' ) . We then 
ran these same 63 cases on our system.9 

There was considerable disagreement between doctors 
on the diagnosis for a signif icant number of pat ients. 
On only 18 of the 63 pat ients did all 10 doctors (GP 
+ 9 specialists) agree on the diagnosis. Our system also 
agreed w i t h the doctors for all these patients. 

There were an add i t iona l 22 patients where the spe­
cialist group after discussion amongst themselves came 
to the same diagnosis as the general pract i t ioner. Of 
these 22 patients our system obtained the same diagno­
sis as the GP and panel for 20 cases. For the various 
specialists the comparable figure ranged f rom 9-20. It 
is wor th no t ing tha t on two of the cases where our sys­
tem failed to ob ta in the same result as the panel and the 
GP, none of the specialists obtained this result either. In 
three of the 20 cases where the system, the GP and the 
panel were in agreement, the system also suggested an 
a l ternat ive diagnosis suggested by 2-3 of the specialists. 

Th is s tudy seems to indicate that at least for those 
cases where the medical commun i t y itself can agree on a 
diagnosis, our system performs wel l . We note that only 
about hal f of these cases were so clear that all doctors 
reached the same in i t ia l diagnosis. The remain ing half 
required discussion amongst the panel before agreement 
was reached. Even on such cases our svstem performed 
well . 

In order to evaluate the effectiveness of the a lgor i thm 
we logged the run t ime behaviour of the system. The 
a lgor i thm led to a quick focussing (w i th in 3 loops) on the 
r ight d i rect ion to pursue in the taxonomy. Only in cases 
where no diagnosis was found did the system wander al l 
over the taxonomy. 

6 Discussion and Conclusions 

There are a number of interest ing conclusions that can 
be drawn as a result of the work presented here. Most 
impo r tan t l y the DTL language appears to be one useful 

9The full results of the evaluation summarised here can 
he found in [Zhang, 1993]. 

var iant of a terminologica l language w i t h defaults. A l ­
though t rad i t iona l expressivity is l im i t ed the language 
includes defaults, which are necessary in a number of 
appl icat ions inc lud ing the one described here. A default 
subsumpt ion relat ion is described which combines p r in ­
cipled default reasoning w i t h classif ication, and i t is i n ­
dicated how this can be used in the T -box 1 0 component 
of a terminologica l reasoner in order to bu i ld the defaul t 
taxonomy. The default subsumpt ion is also used in an 
interact ive a lgor i thm for gu id ing A-box reasoning. Th is 
work can also be regarded as an appl icat ion which uses 
default reasoning techniques in a real system. To date 
there has been a large amount of work on theoret ical 
aspects of default reasoning, but extremely l im i ted i m ­
p lementat ion or appl icat ion of theories developed. 

In add i t ion to ind ica t ing tha t the suggested language 
is in fact a useful trade-off in different k inds of expres­
siv i ty, th is work suggests tha t the d is t inct ion between 
p r im i t i ve and defined concepts, (which is well established 
in terminological logics) is not always appropr iate when 
using the system in an appl icat ion doma in . Th is could 
be an interest ing aspect for fur ther study. We observed 
tha t in th is par t icu lar appl icat ion the structure of the 
knowledge base was such tha t almost al l stated inher i ­
tance relat ionships between concepts were between core 
concepts (concepts were l inked by str ict l inks in a mixed 
l ink graph) . At the same t ime most properties were de­
fined for defaul t , rather than core concepts. It should be 
investigated whether this is a common pat tern and if so 
what ramif icat ions it has for terminological systems. 

A l though the approx imate default classification algo­
r i t h m presented here was adequate for this appl icat ion, 
it should clearly be developed fur ther to give a more 
complete a lgo r i thm. 

The results of this work are also interest ing f rom the 
point of view of diagnostic models or architectures for 
diagnosis systems. Wh i le our approach is in some ways 
close to abduct ive diagnosis (e.g. [?]) the hierarchic na­
ture of the knowledge base in our system is an impor ­
tant d i f ferent iat ing factor. The use of an inheritance 
hierarchy in a diagnosis system is not in i tself new, and 
has been used w i t h notable success in systems such as 
Internist [Pople, 1977]. However the level of detai l in 
our system is much coarser, and therefore much more 
readily available w i thou t large amounts of expert inpu t . 
Internist relies heavily on probabi l i t ies for every feature 
in a disease descript ion in order to dr ive the diagnostic 
process, whereas we have a much simpler 3 po in t scale 
(necessary, typ ica l , possible). The fact tha t the diag­
nostic engine relies heavily on general purpose reason­
ing mechanisms rather than tai lored rules is also signif­
icant for general isabi l i ty and main ta inab i l i t y . Doma in 
specific heuristics can undoubtedly give better perfor­
mance in many cases, but it is an advantage if these can 
be added on top of a relat ively stable base architecture. 
The good diagnostic results despite lack of any domain 
specific heuristics, indicates tha t the combinat ion of de­
fault reasoning and classification gives a powerful general 

10The terms "T-box" and "A-box" refer to the components 
of a terminological system which reason about the terminol­
ogy and about individuals respectively. 
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purpose reasoning tool. 
The model of diagnosis as an interactive process which 

includes a principled search for information is a more re-
alistic model in many situations than one which assumes 
complete information regarding the problem description. 

A terminological logic framework was shown to be ap­
propriate for implementing this medical diagnosis appli­
cation. However it would not have been possible without 
the inclusion of defaults in the representational formal­
ism. 
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