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Abst ract 

As d is t r ibu ted systems of computers play an 
increasingly i m p o r t a n t role in society, i t w i l l 
be necessary to consider ways in which these 
machines can be made to interact effectively. 
Especial ly when the in teract ing machines have 
been independent ly designed, i t is essential t ha t 
the interaction environment be conducive to 
the aims of the i r designers. These designers 
m igh t , for example, wish their machines to be­
have eff iciently, and w i t h a m i n i m u m of over­
head required by the coord inat ion mechanism 
itself. The rules of in teract ion should satisfy 
these needs, and others. Formal tools and anal­
ysis can help in the appropr ia te design of these 
rules. 

We here consider how concepts f r om fields such 
as decision theory and game theory can provide 
standards to be used in the design of appropr i ­
ate negot ia t ion and in teract ion envi ronments. 
Th is design is h igh ly sensitive to the doma in 
in which the in teract ion is tak ing place. Differ­
ent in teract ion mechanisms are sui table for dif­
ferent domains, i f a t t r ibu tes l ike efficiency and 
s tab i l i t y are to be ma in ta ined . 

1 Machines Cont ro l l ing and Sharing 
Resources 

Computers are mak ing more and more decisions in a rel­
at ively autonomous fashion. Telecommunicat ions net­
works are control led by computers tha t decide on the 
rou t ing of telephone calls and da ta packets. Electr ical 
grids have decisions made by computer regarding how 
their loads w i l l be balanced at t imes of peak demand. 
S imi lar ly , research is being done on how computers can 
react to , and cont ro l , au tomot ive and airplane traff ic in 
real t ime . 

Some of the decisions tha t these computers are gen­
erat ing are made in concert w i t h other machines. Of­
ten, th is in ter-machine consul tat ion is crucial to the task 
at hand. For example, w i t h Personal D ig i t a l Assistants 
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( P D A s ) , the ind iv idua l ' s pa lm top computer w i l l be ex­
pected to coordinate schedules w i t h others ' PDAs (e.g., 
my software agent determines whether my car has been 
f ixed on t ime at the garage; i f no t , i t contacts the tax i 
company, reschedules my order for a cab, and updates 
my day's schedule). No scheduling w i l l take place w i t h ­
out in ter-machine commun ica t ion . Rarely w i l l i t take 
place w i t hou t the resolut ion of inter-machine confl ict 
(because the humans tha t these machines represent have 
conf l ic t ing goals). 

S imi lar ly , the concept of intel l igent databases relies on 
sophist icated interact ions among autonomous software 
agents. A user's request for a piece of i n fo rmat ion may 
require col lect ing and synthesizing i n fo rma t ion f rom sev­
eral d is t r ibu ted databases. Machines need to formulate 
the necessary col lect ion of requests, arrange access to the 
data (which may be par t ia l l y restr icted), and cooperate 
to get the i n fo rma t ion where i t is needed. 

Even when a computer 's tasks do not have to in ­
volve other machines, i t may be beneficial to involve 
t hem. Sometimes, for example, we f ind automated sys­
tems cont ro l l ing resources ( l ike the te lecommunicat ions 
network ment ioned above). I t is of ten to the benefit of 
separate resource-control l ing systems to share their re­
sources (e.g., f iber opt ic l ines, short and long te rm stor­
age, swi tch ing nodes) w i t h one another. 

A l l o f th is inter-machine coord inat ion w i l l be tak­
ing place w i t h i n some k ind of interaction environment. 
There w i l l inev i tab ly be "protoco ls" for how machines 
deal w i t h one another. W h a t concerns us here are not 
the detai ls of how to stuf f i n fo rma t ion in to a packet on 
the network; i t ' s not even the higher-level issue of how 
agents w i l l communicate w i t h one another ( in a common 
language, or perhaps using t rans la t ion f i l ters). Rather, 
once we assume tha t agents can communicate and un­
derstand one another, how w i l l they come to agree­
ments? These " in teract ion rules" w i l l establish the basis 
for in ter-machine negot ia t ion , agreement, coord inat ion, 
and cooperat ion. 

I f the inter-machine protocols are p r im i t i ve and inca­
pable of cap tur ing the subtlet ies of cooperat ive oppor tu ­
ni t ies, the machines w i l l act ineff iciently. They w i l l make 
the wrong decisions. The people who depend on those 
decisions w i l l suffer. 
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2 Heterogeneous, Self-motivated 
Agents 

In the f ie ld o f d is t r ibu ted ar t i f ic ia l intell igence ( D A I ) , 
researchers explore methods tha t enable the coher­
ent in teract ion of computers in d is t r ibuted systems. 
One of the ma jo r d ist inct ions in D A I is between re­
search in D is t r i bu ted Prob lem Solv ing (DPS) [Smi th , 
1978; Conry et a/., 1988; Durfee, 1988; Clark et al . , 
1992], in which the d is t r ibu ted system has been cen­
t ra l l y designed, and Mu l t i -Agen t ( M A ) Systems [Kraus 
and Wi l ken fe ld , 1991; Eph ra t i and Rosenschein, 1991; 
Krei fe l ts and von M a r t i a l , 1990; Sycara, 1989], in which 
the d is t r ibu ted system is made up of independently de­
signed agents. In DPS, there is some global task tha t the 
system is per fo rming , and there exists (at least impl ic­
i t l y ) a global no t ion of u t i l i t y tha t can constrain or direct 
agent ac t iv i ty . In MA systems, each agent is concerned 
only w i t h i ts own goals ( though different agents' goals 
may over lap), and there is no global not ion of u t i l i t y . 
The MA system agent, concerned w i t h its own welfare 
( i .e., the welfare of i ts designer [Doyle, 1992]), acts ac­
cordingly to increase tha t welfare. 

The approach of MA system research is par t icu lar ly 
appropr ia te for the k inds of scenarios mentioned above. 
When the A T & T and M C I computers communicate w i th 
the purpose of load balancing their message traff ic, each 
is concerned w i t h i ts own company's welfare. Any inter­
act ion env i ronment must take in to account that each of 
these software agents, in coming to an agreement, w i l l 
be p r ima r i l y concerned w i t h its own increased benefit 
f rom tha t agreement. We are not looking for benevo-
lent or a l t ru is t ic behavior f r om these machines. S imi ­
lar ly, these systems of in teract ing machines tend to be 
"open" [Gasser, 1991], in the sense tha t the system com­
posi t ion is not f ixed. W i t h PDAs , for example, new 
agents (and even new types of agents) w i l l constantly 
be enter ing the env i ronment . My P D A , to be effective 
in negot ia t ion and coord inat ion, must be able to deal 
w i t h these open, dynamic , configurat ions of agents. Re­
search in mul t i -agent systems is thus the appropr iate 
model w i t h which to analyze these independent software 
agents and their interact ions. 

3 The A i m of the Research 
The purpose of the research described in this paper is 
to consider how we m igh t bu i ld machines tha t are ca­
pable of mak ing construct ive agreements. We want our 
machines to interact f lexibly. We want them to repre­
sent our interests, and compromise when that is to our 
advantage. We may want them to be secretive at t imes, 
not revealing a l l thei r i n fo rma t i on , and we most l ikely 
want them to recognize dup l ic i t y on the par t of others, 
when possible. In shor t , we want our agents to fa i th fu l ly 
act as our surrogates in encounters w i t h other agents. 

3 .1 S o c i a l E n g i n e e r i n g f o r M a c h i n e s 

W h e n humans in teract , they do not do so in a vacuum. 
There are social conventions and laws that constrain 
their behavior; the purpose of social conventions and 
laws is to do exact ly tha t . A tax levied on a company 

tha t pol lutes the air is intended as a disincentive to a 
certain k ind of behavior. Posit ive pub l ic i ty showered on 
a phi lanthropic company provides it w i t h benefit for its 
behavior. One can th ink of a compl icated system of laws 
and conventions as a k ind of social engineering, intended 
to produce certain behavior among people. 

We are interested in social engineering for machines. 
We want to understand the kinds of negot iat ion pro to-
cols, and puni t ive and incentive mechanisms, tha t would 
mot iva te ind iv idua l designers to bu i ld machines tha t act 
in ways tha t all those designers f ind beneficial. The de­
velopment of "social laws" has parallels w i t h the work 
of [Shoham and Tennenholtz, 1992]. There, however, the 
social laws are for central ly designed systems of agents 
(DPS) , and w i l l not necessarily make sense for indepen­
dently designed agents. For example, a rule m igh t en­
courage efficient behavior i f everyone followed i t , but i f 
any single agent could benefit more by not fo l lowing the 
rule, the system as a whole w i l l not be stable. Since each 
of our agents w i l l do what is necessary to maximize its 
benefit, s tabi l i ty is a cr i t ical issue—we need rules that 
agents w i l l independently f ind in their best interests to 
fol low. We w i l l return to this issue of s tab i l i ty below. 

3.2 T h e S e t t i n g o f S t a n d a r d s 

The scenario we consider is as fol lows. Imagine repre­
sentatives of various companies (agent designers) com­
ing together to agree on interact ion protocols for their 
automated agents. Given a part icular domain (such as 
balancing telecommunications traff ic among Wide Area 
Networks, or meeting scheduling), they are presented 
w i t h various interact ion mechanisms, and shown that 
each mechanism has certain provable properties. For ex­
ample, one mechanism might arr ive at guaranteed glob­
al ly op t ima l solutions, but at the cost of one agent possi­
bly doing very badly. Another mechanism m igh t ensure 
that the gap between agents' benefits are m in im ized , but 
at the cost of everyone doing a l i t t le worse. Moreover, 
it is shown to these company representatives tha t Pro­
tocol A is immune to deception: it w i l l be in no one's 
interest to design a cheating agent tha t deviates f rom the 
protocol in any way (e.g., by repor t ing higher, or lower, 
network traffic than is actual ly present). The represen­
tatives consider the various opt ions, and decide among 
themselves which protocol to bu i ld in to their agents. The 
meeting adjourns, agents are bu i l t , and beneficial agree­
ments are reached among them. 

It turns out tha t the at t r ibutes of a given mechanism 
are highly sensitive to the domain in which the agents 
are operat ing. The rules of interact ion tha t might be 
appropriate in one domain m igh t be quite inappropr i ­
ate in another. When those company representatives 
sit down at the meet ing, they need to be to ld " In this 
domain , Protocol A has properties 1, 2, and 3, and is 
immune to deception. Protocol B has properties 2, 4, 
and 5, and is not immune to deception." Our research 
explores the space of possibi l i t ies, analyzing negot iat ion 
mechanisms in different domains. When the designers of 
automated agents meet, th is is the k ind of in format ion 
they w i l l need. The al ternat ive to having th is analysis is 
to wander in the dark, and to bu i ld negot iat ion modules 
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without understanding their properties. Wi l l they re­
sult in good deals? Could our machines do better? Wi l l 
someone build a deceptive agent that takes advantage of 
mine? Should I, myself, design my agent to be secre-
tive or deceptive? Wi l l this further my own goals? Our 
research is intended to answer these kinds of questions. 

The builders of complex distributed systems, like in­
terconnected networks, shared databases, assembly line 
monitoring and manufacturing, and distributed process­
ing, can broaden the range of tools that they bring 
to bear on issues of inter-agent coordination. Existing 
techniques generally rely on the goodwill of individual 
agents, and don't take into account complex interactions 
of competing goals. New tools can be applied to the 
high-level design of heterogeneous, distributed systems 
through the creation of appropriate negotiation proto-
cols. 

4 Protocol Design 
How can machines decide how to share resources, or 
which machine wil l give way while the other proceeds? 
Negotiation and compromise are necessary, but how do 
we build our machines to do these things? How can 
the designers of these separate machines decide on tech­
niques for agreement that enable mutually beneficial be­
havior? What techniques are appropriate? Can we make 
definite statements about the techniques' properties? 

The way we have begun to address these questions is 
to synthesize ideas from artificial intelligence (e.g., the 
concept of a reasoning, rational computer) with the tools 
of game theory (e.g., the study of rational behavior in 
an encounter between self-interested agents). Assuming 
that automated agents, built by separate, self-interested 
designers, wil l interact, we are interested in designing 
protocols for specific domains that wil l get those agents 
to interact in useful ways. 

The word "protocol" means different things to differ­
ent people. As used to describe networks, a protocol is 
the structure of messages that allow computers to pass 
information to one another. When we use the word pro-
tocol, we mean the rules by which agents wil l come to 
agreements. It specifies the kinds of deals they can make, 
as well as the sequence of offers and counter-offers that 
are allowed. These are high-level protocols, dealing not 
with the mechanisms of communication but with its con­
tent. Protocols are intimately connected with domains, 
by which we mean the environment in which our agents 
operate. Automated agents who control telecommunica­
tions networks are operating in a different domain (in a 
formal sense) than robots moving boxes. Much of our 
research is focused on the relationship between different 
kinds of domains, and the protocols that are suitable for 
each. 

Given a protocol, we need to consider what agent strat­
egy is appropriate. A strategy is the way an agent be­
haves in an interaction. The protocol specifies the rules 
of the interaction, but the exact deals that an agent pro­
poses is a result of the strategy that his designer has 
put into him. As an analogy, a protocol is like the rules 
governing movement of pieces in the game of chess. A 
strategy is the way in which a chess player decides on 

his next move. 

4.1 T h e Game T h e o r y / A u t o m a t e d Agen t 
M a t c h 

Game theory is the right tool in the right place for the de­
sign of automated interactions. Game theory tools have 
been primarily applied to analyzing human behavior, but 
in certain ways they are inappropriate: humans are not 
always rational beings, nor do they necessarily have con­
sistent preferences over alternatives. Automated soci­
eties, on the other hand, are particularly amenable to 
formal analysis and design. Automated agents can ex­
hibit predictability, consistency, narrowness of purpose 
(e.g., no emotions, no humor, no fears, clearly defined 
and consistent risk attitude), and an explicit measure-
ment of ut i l i ty (where this can have an operative mean­
ing inside the program controlling the agent). 

Even the notion of "strategy" (a specification of what 
to do in every alternative during an interaction), a clas­
sic game theory term, takes on a clear and unambiguous 
meaning when it becomes simply a program put into a 
computer. The notion that a human would choose a 
fixed strategy before an interaction, and follow it with­
out alteration, leads to unintuitive results for a person. 
Moreover, it seems to be more a formal construct than a 
realistic requirement—do humans consider every alter­
native ahead of time and decide what to do? On the 
other hand, the notion that a computer is programmed 
with a fixed strategy before an interaction, and follows it 
without alteration, is a simple description of the current 
reality. 

Of course, neither humans nor computer programs are 
ideal game theory agents. Most importantly, they are 
not capable of unlimited reasoning power, as game the­
ory often assumes. Nevertheless, it seems that in certain 
ways automated agents are closer to the game theory 
idealization of an agent than humans are. The work de­
scribed here, the design of interaction environments for 
machines, is most closely related to the field of Mech­
anism Design in game theory [Fudenberg and Tirole, 
1991]. 

5 A t t r i bu tes of Standards 
What are the attributes that might interest those com­
pany representatives when they meet to discuss the in­
teraction environment for their machines? This set of 
attributes, and their relative importance, wil l ultimately 
affect their choice of interaction rules. 

We have considered several attributes that might be 
important to system designers. 

1. Ef f ic iency: The agents should not squander re­
sources when they come to an agreement; there 
should not be wasted ut i l i ty when an agreement is 
reached. For example, it makes sense for the agree­
ments to satisfy the requirement of Pareto Opti­
m a l l y (no agent could derive more from a different 
agreement, without some other agent deriving less 
from that alternate agreement). Another considera­
tion might be Global Optimality, which is achieved 
when the sum of the agents' benefits are maximized. 
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Neither kind of optimality necessarily implies the 
other. Since we are speaking about self-motivated 
agents (who care about their own utilities, not the 
sum of system-wide utilities—no agent in general 
would be will ing to accept lower uti l i ty just to in­
crease the system's sum), Pareto Optimality plays 
a primary role in our efficiency evaluation. Among 
Pareto Optimal solutions, however, we might also 
consider as a secondary criterion those solutions 
that increase the sum of system-wide utilities. 

2. S tab i l i t y : No agent should have an incentive to 
deviate from agreed-upon strategies. The strategy 
that agents adopt can be proposed as part of the in­
teraction environment design. Once these strategies 
have been proposed, however, we do not want indi­
vidual designers (e.g., companies) to have an incen­
tive to go back and build their agents with different, 
manipulative, strategies. 

3. S imp l i c i t y : It wil l be desirable for the overall in­
teraction environment to make low computational 
demands on the agents, and to require little com­
munication overhead. This is related both to effi­
ciency and to stability: if the interaction mecha­
nism is simple, it increases efficiency of the system, 
with fewer resources used up in carrying out the ne­
gotiation itself. Similarly, with stable mechanisms, 
few resources need to be spent on outguessing your 
opponent, or trying to discover his optimal choices. 
The optimal behavior has been publicly revealed, 
and there is nothing better to do than just carry it 
out. 

4. D i s t r i b u t i o n : Preferably, the interaction rules will 
not require a central decision maker, for all the obvi­
ous reasons. We do not want our distributed system 
to have a performance bottle-neck, nor collapse due 
to the single failure of a special node. 

5. S y m m e t r y : We may not want agents to play differ­
ent roles in the interaction scenario. This simplifies 
the overall mechanism, and removes the question of 
which agent wil l play which role when an interaction 
gets under way. 

These attributes need not be universally accepted. In 
fact, there wil l sometimes be trade-offs between one at­
tribute and another (for example, efficiency and stability 
are sometimes in conflict with one another [Zlotkin and 
Rosenschein, 1993b]). But our protocols are designed, 
for specific classes of domains, so that they satisfy some 
or all of these attributes. Ultimately, these are the kinds 
of criteria that rate the acceptability of one interaction 
mechanism over another. 

As one example, the attribute of stability assumes 
particular importance when we consider open systems, 
where new agents are constantly entering and leaving 
the community of interacting machines. Here, we might 
want to maintain stability in the face of new agents who 
bring with them new goals and potentially new strategies 
as well. If the mechanism is "self-perpetuating," in that 
it is not only to the benefit of society as a whole to fol­
low the rules, but also to the benefit of each individual 
member, then the social behavior remains stable even 

when the society's members change dynamically. When 
the interaction rules create an environment in which a 
particular strategy is optimal, beneficial social behavior 
is resistant to outside invasion. 

6 Domain Theory 
I have several times alluded to the connection between 
protocols and domains—for a given class of interactions, 
some protocols might be suitable while others are not. 
We have found it useful to categorize domains into a 
three-tier hierarchy of Task Oriented Domains, State 
Oriented Domains, and Worth Oriented Domains. This 
hierarchy is by no means complete, but does cover a 
large proportion of the kinds of real-world interactions 
in which we are interested. 

6.1 Task Or ien ted Domains 
These are domains in which an agent's activity can be 
defined in terms of a set of tasks that it has to achieve. 
These tasks can be carried out without concern about 
interference from other agents; all the resources neces­
sary to accomplish the tasks are available to the agent. 
On the other hand, it is possible that agents can reach 
agreements where they redistribute some tasks, to ev­
eryone's benefit (for example, if one agent is doing some 
task, he may, at little or no cost, be able to do another 
agent's task). The domains are inherently cooperative. 
Negotiation is aimed at discovering mutually beneficial 
task redistribution. 

The key issue here is the notion of task, an indivisible 
job that needs to be carried out. Of course, what consti­
tutes a task will be specific to the domain. Many kinds of 
activity, however, can be conceived of in this way, as the 
execution of indivisible tasks. For example, imagine that 
you have three children, each of whom needs to be deliv­
ered to a different school each morning. Your neighbor 
has four children, and also needs to take them to school. 
Delivery of each child can be modeled as an indivisible 
task. Although both you and your neighbor might be 
interested in setting up a carpool, there is no doubt that 
you will be able to achieve your tasks by yourself, if nec­
essary. The worst that can happen is that you and your 
neighbor won't come to an agreement about setting up 
a carpool, in which case you are no worse off than if you 
were alone. You can only benefit (or do no worse) from 
your neighbor's existence. 

Assume, though, that one of my children and one of 
my neighbor's children both go to the same school (that 
is, the cost of carrying out these two deliveries, or two 
tasks, is the same as the cost of carrying out one of 
them). It obviously makes sense for both children to be 
taken together, and only my neighbor or I will need to 
make the trip to carry out both tasks. 

What kinds of agreements might we reach? We might 
decide that I will take the children on even days each 
month, and my neighbor will take them on odd days; 
perhaps, if there are other children involved, we might 
have my neighbor always take those two specific children, 
while I am responsible for the rest of the children (his 
and mine). Another possibility would be for us to flip a 
coin every morning to decide who wil l take the children. 
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An important issue, beyond what deals can be reached, 
is how a specific deal wi l l be agreed upon (see Section 7.2 
below). 

Consider, as further examples, the Postmen Domain, 
the Database Domain, and the Fax Domain (these do­
mains are described in more detail, and more formally, in 
a paper [Zlotkin and Rosenschein, 1993a] that appears 
in these proceedings). In the Postmen Domain, each 
agent is given a set of letters to deliver to various nodes 
on a graph; starting and ending at the Post Office, the 
agents are to traverse the graph and make their deliv­
eries. There is no cost associated with carrying letters 
(they can carry any number), but there is a cost asso­
ciated with graph traversal. The agents are interested 
in making short trips. Agents can reach agreements to 
carry one another's letters, and save on their travel. 

The Database Domain similarly assigns to each agent 
a set of tasks, and allows for the possibility of bene­
ficial task redistribution. Here, each agent is given a 
query that it wil l make against a common database (to 
extract a set of records). A query, in turn, may be 
composed of subqueries (i.e., the agent's tasks). For ex­
ample, one agent may want the records of "Al l female 
employees making over $30,000 a year," while another 
agent may want the records of "Al l female employees 
with more than three children." Both agents share a 
sub-task, the query that involves extracting the records 
of all female employees (prior to extracting a subset of 
those records). By having only one agent get the female 
employee records, another agent can lower its cost. 

The third example is the Fax Domain. It appears very 
similar to the Postmen Domain, but is subtly different. 
In the Fax Domain, each agent is given a set of faxes to 
send to different locations around the world (each fax is 
a task). The only cost is to establish a connection. Once 
the connection is made, an unlimited number of faxes 
can be sent. Of course, if two agents both have faxes 
to send to Paris and to London, they may redistribute 
their faxes, with one sending all the faxes to Paris and 
the other sending all the faxes to London. 

Despite the seemingly minor differences in these do­
mains, the attributes of suitable protocols are very dif­
ferent for each. 

6.2 State O r i e n t e d Doma ins 

The State Oriented Domain (SOD) is the type of do­
main with which most AI research has dealt. The Blocks 
World, for example, is a classic State Oriented Domain. 
SODs are a superset of TODs (i.e., every TOD can be 
cast in the form of an SOD). 

In an SOD, each agent is concerned with moving the 
world from an init ial state into one of a set of goal 
states. There is, of course, the possibility of real con­
flict here. Because of, for example, competition over re-
sources, agents might have fundamentally different goals. 
There may be no goal states that satisfy all agents. At 
other times, there may exist goal states that satisfy all 
agents, but that are expensive to reach—and which re-
quire the agents to do more work than they would have 
had to do in isolation. Mechanisms for dealing with State 
Oriented Domains are examined in [Zlotkin and Rosen­

schein, 1990]. Again, negotiation mechanisms that have 
certain attributes in Task Oriented Domains (e.g., ef­
ficiency, stability) do not necessarily have these same 
attributes in State Oriented Domains. 

6.3 W o r t h O r i e n t e d Doma ins 
Worth Oriented Domains (WOD) are a generalization of 
State Oriented Domains, where agents assign a worth 
to each potential state, which establishes its desirabil­
ity for the agent (as opposed to an SOD, in which the 
worth function is essentially binary—all non-goal states 
have zero worth). This establishes a decision theoretic 
flavor to interactions in a WOD. One example of a WOD 
is the The World, as discussed in [Pollack and Ringuette, 
1990]. The key advantage of a Worth Oriented Domain is 
that the worth function allows agents to compromise on 
their goals, sometimes increasing the overall efficiency 
of the agreement. Every SOD can be cast in terms of 
a WOD, of course (with binary worth function). Ne­
gotiation mechanisms suitable for an SOD need not be 
suitable for a WOD (that is, the attributes of the same 
mechanism may change when moving from an SOD to a 
WOD). 

7 The Bu i ld ing Blocks of a Negot ia t ion 
Mechanism 

Designing a negotiation mechanism, the overall "rules 
of interaction," is a three-step process. First, the agent 
designers must agree on a definition of the domain, then 
agree on a negotiation protocol, and finally propose a 
negotiation strategy, 

7.1 D o m a i n D e f i n i t i o n 
The complete definition of a domain should give a precise 
specification to the concept of a goal, and to the agent 
operations that are available. For example, in the Post-
men Domain, the goal of an agent is the set of letters 
that the agent must deliver (as in any TOD, the goal 
is the set of tasks that need to be carried out), along 
with the requirement that the agent begin and end at 
the Post Office. 

The specification of agent operations that are available 
define exactly what an agent can do, and the nature of 
those actions' cost. In the Postmen Domain, again, it is 
part of the domain definition that an agent can carry an 
unlimited number of letters, and that the cost of a graph 
traversal is the total distance traveled. 

This formal domain definition is the necessary first 
step in analyzing any new domain. If agents are negoti­
ating over sharing message traffic in telecommunications 
networks, it is necessary to specify completely what con­
stitutes a goal, and what agent operations are available. 
Similarly, PDAs involved in negotiations over schedules 
need their goals and operators precisely defined. 

7.2 Nego t i a t i on P r o t o c o l 
Once the domain has been specified, we need to spec­
ify the negotiation protocol, which establishes the rules 
of interaction among agents. Here, we need to be con­
cerned both with the space of possible deals, and with 
the negotiation process. 
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• Space of Possible Deals: First, we must spec­
ify the set of candidate deals. Specifically, what 
kinds of agreements can the agents come to? For 
example, we might restrict our agents to only dis­
cussing deals that do not involve redundant work 
(e.g., in the carpool example, the parents will not 
consider deals that have two parents visiting the 
same school). Similarly, we might specify that deals 
cannot involve tossing a coin. 

• Nego t i a t i on Process: Given a set of possible 
deals, what is the process that agents can use to 
converge to agreement on a single deal? In other 
words, what are the rules that specify how consen­
sus wi l l be reached? How wil l one agreed-upon deal 
be differentiated from the other candidates? In the 
carpool example, we might specify that each par­
ent wil l in turn offer a delivery schedule and assign­
ments; the next parent can either accept the offer, 
or reject it and make his own counter-offer. We 
might also allow as part of the negotiation process 
that any parent can, at any point, make a "take-it-
or-leave-it" proposition, that wil l either be accepted 
or end the negotiation without agreement. 

7.3 Nego t i a t i on St ra tegy 

Given a set of possible deals and a negotiation process, 
what strategy should an individual agent adopt while 
participating in the process? For example, one strat­
egy for a parent in the carpool scenario is to compute a 
particular delivery schedule and present it as a "take-it-
or-leave-it" deal. Another strategy is to start with the 
deal that is best for you, and if the other parent rejects i t , 
minimally modify it as a concession to the other parent. 

The specification of a negotiation strategy is not 
strictly part of the interaction rules being decided on 
by the designers of automated agents. In other words, 
the designers are really free to build their agents as they 
see fit. No one can compel them to build their agents in 
a certain way (having a certain strategy), and such com­
pulsion, if attempted, would probably not be effective. 
However, we can provide strategies with known prop­
erties, and allow designers to incorporate them. More 
specifically, we may be able to bring to the table a given 
strategy, and show that it is provably optimal (for the 
agent itself). There will be no incentive for any designer 
to use any different strategy. And when all agents use 
that strategy, there wil l be certain (beneficial) global 
properties of the interaction. So a negotiation strategy 
is provided to the designers as a service; if a compelling 
case is made, the designers wil l in fact incorporate that 
strategy into their agents. We generally are interested 
in negotiation protocol/strategy combinations. 

8 Three Classes of TODs 

As mentioned above, the domain examples given in Sec­
tion 6.1 are all TODs, and seem to have a great deal 
in common with one another. There are, however, criti­
cal differences among them, all focused on the domains' 
cost functions. To demonstrate these differences, we cat­
egorize TODs based on three possible attributes of the 

cost function: subadditivity, concavity, and modularity. 
This is a hierarchy; modularity implies concavity, which 
in turn implies subadditivity. Protocols and strategies 
that are stable in one kind of TOD are not necessar­
ily stable in other kinds. These issues are discussed at 
greater length in [Zlotkin and Rosenschein, 1993a]. 

8.1 Subaddi t ive 

In some domains, by combining sets of tasks we may re-
duce (and can never increase) the total cost, as compared 
with the sum of the costs of achieving the sets separately. 
The Postmen Domain, for example, is subadditive. If X 
and Y are two sets of addresses, and we need to visit 
all of them then in the worst case we will be 
able to do the minimal cycle visiting the X addresses, 
then do the minimal cycle visiting the Y addresses. This 
might be our best plan if the addresses are disjoint and 
decoupled (the topology of the graph is against us). In 
that case, the cost of visiting all the addresses is equal 
to visiting one set plus the cost of visiting the other set. 
However, in some cases we may be able to do better, and 
visit some addresses on the way to others. That's what 
subadditivity means. 

As another example, consider the Database Query Do­
main. In order to evaluate two sets of queries, X and 
y, we can of course evaluate all the queries in X, then 
independently evaluate all the queries in Y. This, again, 
might be our best course of action if the queries are dis­
joint and decoupled; the total cost will be the cost of 
X plus the cost of Y. However, sometimes we will be 
able to do better, by sharing the results of queries or 
sub-queries, and evaluate X U Y at lower total cost. 

A relatively minor change in a domain definition, how­
ever, can eliminate subadditivity. If, in the Postmen Do­
main, the agents were not required to return to the Post 
Office at the end of their deliveries, then the domain 
would not be subadditive. 

8.2 Concave 

In a concave domain, the cost that arbitrary set of tasks 
Z adds to set of tasks Y cannot be greater than the 
cost Z would add to a subset of Y. The Fax Domain 
and the Database Query Domain are concave, while the 
Postmen Domain is not. Intuitively, a concave domain 
is more "predictable" than a subadditive domain that is 
not concave. There is an element of monotonicity to the 
combining of tasks in a concave domain that is missing 
from non-concave domains. You know, for example, that 
if you have an original set of tasks (X ) , and are faced 
with getting an additional outside set (Z) , you will not 
suffer greatly if you enlarge the original set—the extra 
work that Z adds will either be unaffected or reduced 
by the enlargement of the original set. In a non-concave 
domain, even if it is subadditive, you might find that the 
extra work that Z adds is much greater than it would 
have been before the enlargement. 

8.3 M o d u l a r 
In a modular domain, the cost of the combination of two 
sets of tasks is exactly the sum of their individual costs 
minus the cost of their intersection. This is, intuitively, 
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the most well-behaved subaddi t ive domain category of 
a l l . When task sets are combined, i t is on ly their over­
lap tha t ma t te rs—al l other tasks are extraneous to the 
negot ia t ion. On ly the Fax D o m a i n f r o m the above T O D 
examples is modu la r . 

9 Incomplete In fo rmat ion 
Much of the research tha t we have been conduct ing on 
th is model of negot ia t ion considers issues re la t ing to 
agents t ha t have incomplete i n fo rma t i on about their en­
counter [Z lo tk in and Rosenschein, 1991]. For example, 
they may be aware of their own goal w i t hou t knowing 
the goal of the agent w i t h w h o m they are negot ia t ing. 
Thus , they may need to adapt their negot iat ion strategy 
to deal w i t h th is uncerta inty. 

One obvious way in wh ich uncer ta inty can be explo i ted 
can be in misrepresenting an agent's t rue goal. In a Task 
Or iented D o m a i n , such misrepresentat ion m igh t involve 
h id ing tasks, or creat ing false tasks (phantoms, or de­
coys), a l l w i t h the in tent of imp rov ing one's negot iat ion 
pos i t ion. The process of reaching an agreement gener­
al ly depends on agents declar ing thei r i nd iv idua l task 
sets, and then negot ia t ing over the g lobal set of declared 
tasks. By declar ing one's task set falsely, one can in p r i n ­
ciple (under certain circumstances), change the negotia­
t ion outcome to one's benefi t . Much of our research has 
been focused on negot ia t ion mechanisms tha t disincen-
t iv ize deceit. These kinds of negot ia t ion mechanisms are 
called " incent ive compat ib le " mechanisms in the game 
theory l i te ra ture . W h e n a mechanism is incentive com­
pat ib le , no agent designer w i l l have any reason to do 
any th ing bu t make his agent declare his t rue goal in a 
negot ia t ion. A l t h o u g h the designer is free to bu i ld his 
agent any way he pleases, te l l ing the t r u t h w i l l be shown 
to be the op t ima l strategy. 

Th is concern for honesty among agents, and for en­
couraging tha t honesty by the very s t ructure of the ne­
got ia t ion env i ronment , is an absolutely essential aspect 
of work on M u l t i - A g e n t systems. Si tuat ions in which 
agents have an incentive to lie are, in general, not stable. 
A l t hough agent designers may discuss a strategy, they 
w i l l then be mot iva ted to go back and bu i l d their agents 
dif ferently. Th is w i l l u l t ima te l y result in less efficient 
systems (and outcomes tha t are worse for the ind iv idua l 
agents). F i rs t , agents m i g h t reasonably expend a great 
deal of energy in discovering the t rue goal of the other 
negot iator , and al l of th is effort lowers the s imp l i c i t y and 
efficiency of the system. Second, they w i l l be tempted 
to risk strategies tha t may result in infer ior outcomes. 
T w o agents, coming together, each t r y i n g to outguess 
the other, w i l l sometimes make choices tha t benefit no 
one. 

Thus efficiency and s tab i l i t y are closely related. There 
is no po in t , in M u l t i - A g e n t systems, in considering effi­
ciency w i t h o u t considering s tab i l i t y . 1 W i t h o u t s tab i l i t y , 
efficiency cannot be guaranteed, as agents are tempted 
to deviate f r o m the efficient strategy. 

1Though in Distributed Problem Solving systems, where 
there is a central designer of all the agents, stability need not 
be a serious issue [Shoham and Tennenholtz, 1992]. 

10 Conclusions 

Computers are mak ing an increasing number of deci­
sions autonomously , and in teract ing machines, capable 
of reaching mu tua l l y beneficial agreements, have an i m ­
por tan t role to play in da i ly l i fe. T h e f ie ld of dis­
t r i bu ted ar t i f ic ia l intel l igence, and par t i cu la r ly i ts sub-
f ie ld of mul t i -agent systems, provides an appropr iate 
model for s tudy ing these systems of heterogeneous, self-
mot iva ted agents. 

To provide the agents w i t h a sui table in teract ion en­
v i ronment in which they can coordinate, i t is necessary 
to establish high-level protocols, t ha t mot i va te social ly 
beneficial (and ind i v idua l l y beneficial) behavior. Game 
theory can provide tools appropr ia te to the design of 
these d is t r ibu ted systems. Some of the a t t r ibutes tha t 
designers m igh t l ike to see in in teract ion environments 
are efficiency, s tab i l i ty , and s impl ic i ty . 

The design of sui table protocols is closely connected 
to the doma in in which agents w i l l be act ing. Cer ta in 
protocols m igh t be appropr ia te for one doma in , and in ­
appropr ia te for another. In a lmost al l cases, i t is impor ­
tan t to provide protocols t ha t can deal w i t h incomplete 
in fo rmat ion on the par t of agents, whi le ma in ta in ing the 
s tab i l i t y of the overal l mechanism. 
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