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Abstract 
A Corpus-Based Chinese-Korean Abstracting 

Translation System is designed and imple
mented. Firstly, a text indexing method called 
Natural Hierarchical Network(NHN) is intro
duced, and then a Corpus-Based Word Seg
mentation algorithm is developed with the 
segmentation correctness of 98% for open test. 
Based on a words weighting function and a 
sentence importance weighting function which 
can dynamically calculate the importance of 
words and sentences by using the word fre
quency both in corpus and context, word 
length, sentence length and so on, an abstract
ing system is implemented to produce ab
stracts of texts in deferent languages and do
mains by any abstracting rate. Experiments 
show that generally abstracts produced by 
10% to 20% abstracting rates can cover 90% 
of the important sentences of the input texts. 
Finally, combines with an Example-Based 
Chinese-Korean Machine Translation System, 
the generated abstracts are translated into tar
get language with the correctness of transla
tion of more than 70% by the important words 
oriented machine translation strategy. 

1 In t roduc t ion 
Automatic Abstracting System is a very attractive, 
historical and difficult topic of Natural Language Proc
essing. Its aim is to identify and select the central con
tent or user inquired content from the given original 
texts to form the summarized output with the sentences 
identical to the original input text or new generated. 
There are three kinds of methods on developing Ab
stracting System: the first one is based on the surface-
clues of the current context such as the word frequency 
[Luhn, 1958], sentence position, word clue or indica
tion , title sentence[Watanabe,1996], word association 
or rhetorical relations[Ono et al. ,1994] and linear heu
ristic sentence weighting function [Zechner, 1996].Its 
advantages are simple and domain unconstrained, its 
shortcoming is inaccuracy in sentence abstracting due 
to the uncertain valve of word frequency for key 
words, varied distribution of important sentences and 
heuristic function itself. The second one is based on 
the knowledge-based natural language processing tech

niques, such as Script-based summarization system for 
given texts with multilingual output[Tait, 1985], CD-
based domain constrained abstracting system with in
complete syntactic and semantic analysis [Dejong, 
1979], rule-based summarization system with forward 
and backward scanning schema [Danilo,1982]etc. Its 
advantages are more accurate and in depth language 
analysis and generation. Its shortcomings are domain 
constrained and difficulty in knowledge base mainte
nance. The third one is the corpus based methods [L i 
and Wang, 1995; L i , 1995]. The corpus based sentence 
segmentation, non-linear sentence weighting function , 
collocation computation based word and sentence im
portance analysis and efficient raw corpus and text 
indexing method, give this method a prospective fu
ture. 

Example Based Machine Translation system(EBMT) 
is essentially translation-by-analogy: given a source-
language passage S and a collection of aligned 
source/target text(or sentence) pairs, find the "best" 
match for S in the source -language half of the text 
collection, and accept the target-language half of that 
match as the translation[ Brown, 1996]. 

In this paper, we firstly introduce the methodology 
of Automatic Abstracting System and Example-based 
MT system, and then in section 2, a corpus indexing 
method called Natural Hierarchical Network(NHN) is 
illustrated. In section 3, the corpus based word seg
mentation algorithm is introduced. In section 4, the 
word weighting function and sentence weighting func
tion as well as abstract generation algorithms are intro
duced in detail. In section 5, an EBMT system called 
EBMT/CK is illustrated which is to translate Chinese 
abstracts into Korean. Finally the experimental results 
and conclusion are given in the section 6 and 7. 

2 Natura l Hierarchical Network 
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The meaning of NHN is that every language 
unit(character, word, sentence, paragraph) have a vec
tor to corresponds to its every occurrence in texts, and 
in turn, the texts(or raw corpus) can be indexed and 
represented by all the occurrences of elements in a 
certain level m (say character level) represented by the 
vectors as above. Certainly, we can omit some levels to 
make the vector shorter, however that wi l l lose some 
useful information of text structure and language us
age. 

In practice, according to the sentence and sub-
sentence ending symbols(i.e., punctuation such as ". , : 
? !") and the format of text(such as writing rules or 
custom of paragraph, chapter , title and subtitle), 
the input text can be automatically converted into a 
series of vectors as (pp, pa, sn, ss, wd, ct, c i), where 
pp, pa,sn, ss, wd and ct are respectively represent the 
sequential numbers of paper, paragraph, sentence, sub-
sentence,word and character that character c, appears 
in. 

For Chinese(similar to Japanese and Korean), on in
dexing the non-segmented texts, the "wd" element of 
the above vector wi l l always be 1 if this element is 
considered useful for the later application, otherwise 
we may just omit the "wd" element. 

Algorithm createNHN(t) 
{ 
/♦given a input text t, transform it into NHN represen
tation by analyzing text structure and yield NHN for 
each character and sentence and store them into data 
base. 
*/ 

Step 0. Initialization. Assign the paper number pp an 
identical value for the current input text. Let paragraph 
number pa=l,sentence number sn=l, sub-sentence 
number ss=l,word number wd= 1,character number 
ct=l.Let sentence buffer be empty. Read the input text 
into memory. 

Step 1. let Ch be the current processing character . 
Step 2. If the character is a sentence ending symbol 

such as ". ? ! " , store the current sentences and its 
NHN vector (pp,pa,sn,ss) into the sub-sentential index-
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There are also other interesting factors such as digi
tal numbers, sentence locations and word clues, this 
kind of factors is often user- oriented and text style 
related, and if used properly, it wi l l make good effect. 

4.3 Abstract Generation 
The abstracts(or summaries) are generated by selecting 
the important sentences with higher sentence weight 
from the input text, and keeping their original sequen
tial orders in the text. 
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There is one exception to the above procedure for 
retrieving and aligning chunks. If any of the chunks 
cover the entire input string and the entire source-
language half of a corpus sentence pair, then all other 
chunks are discarded and target-language half of the 
pair is produced as the translation. 

6 Exper iment 

6.1 Corpus Indexing 
In practice, we give each character an entry and its 
every occurrence in texts is described by a vector as 
(paper number, paragraph number, sentence number, 
sub-sentence number, word number and character 
number), the indexing speed by algorithm Cre-
ateNHN(t) is about 2000 characters/sec on IBM PC-
486. Apparently, storage space for the NHN data is 
about the six times of the original texts data space. 

6.2 W o r d Segmentat ion 
The corpus used for word segmentation is a collection 
of texts without restrictions on domain, style and 
length. 

One experiment shows that the number of abstracted 
words by using algorithm Segment(s) is increased 
along with the size increment of corpus, for example 
when the size of corpus is 27000 characters, the aver
age coverage rate of abstracting(which is calculated by 
(number of characters in abstracted words )/(number of 
characters in tested texts)) is about 86%, while most of 
the left 14% of unprocessed strings are already words, 
therefore further increment of the corpus size wil l not 
increase the coverage rate too much, and in general, 
the size of corpus around 50000 characters is enough 
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to obtain a realistic and steady coverage rate of ab
stracting. 

Another experiment shows that the correctness of 
abstracting (which is calculated by l-(the number of 
wrong abstracted words)/(the number of total ab
stracted words)) is about 98% with the above coverage 
rate of abstracting and does not changed too much 
when the coverage rate of abstracting go beyond 80%. 

An comparison of 30000 word dictionary based 
Backwards Maximum Matching(BMM) algorithm and 
the Non-dictionary Word Segmentation(NWS) algo
rithm, shows that the number of wrong segmented 
words of BMM is four times of that of NWS for open 
test. 

The running speed is 2000 characters/min for the 
corpus with 40000 characters. The computational com
plexity of time for the algorithm is 0(m*n), m is the 
size of input text, n is the size of the corpus . 

6.3 Abs t rac t Generat ion 
In order to evaluate the machine-made abstracts, we 
selects tens of articles from different domains with 
different styles and lengths. 

One experiment shows that 90% of the abstracts of 
these articles with 5%-10% abstracting(or summariz
ing) rate can contain the title sentence and some sub
title sentences and topic sentences, although we do not 
give particular attentions and weights to those sen
tences in our word and sentence weighting function. 

Another experiment shows that 90% of the important 
sentences neither title sentences nor topic sentences 
can also be abstracted by the abstracting rates less than 
20%. 

We have test our system on Chinese and Korean lan
guage texts, although most of the above experiments 
are conducted to Chinese texts, the Korean texts proc
essing have the similar results on a small scale of test, 
since the methods we used are not language oriented. 

6.4 Example-Based Abstracting Transla
tion 

We use a bilingual example corpus with 5000 Chinese-
Korean sentence pairs, a Chinese-Korean dictionary of 
5000 most frequently used words and a Chinese -
Korean Character Transformation Table with each 
entry corresponding to a Chinese character. 

An experiment shows that based on a small scale of 
text data, the correctness of word alignment is 80% and 
more than 70% of the important words can be correctly 
translated. 

7 Conclusion 
we have illustrated the detailed algorithms of Abstract
ing Translation System(ATS) and shown some of the 
experimental data. The key techniques include the 
NHN(Natural Hierarchical Network) raw corpus(and 
text) indexing method, the corpus- based word segmen
tation and word weighting function, dynamic sentence 
weighting function, and abstract generation algorithm, 
an Example-Based Chinese-Korean MT system with 
algorithms in pattern sentence finding, important word 
oriented word alignment and target sentence genera
tion, etc.. The algorithms and ideas of our system are 

also quite meaningful for Multilingual Information 
Retrieval and Corpus-based Natural Language Process
ing. 
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Abst rac t 

W i t h rapid development of the Internet, de
mand is rising high for a personal tool to sup
port wr i t ing foreign language document such 
as e-mail. However, translation result of an 
automatic MT system is often not satisfac
tory for this purpose and requires post-editing. 
In addit ion, a purely rule-based system does 
not necessarily provide a satisfactory result for 
specific expressions because of lack of corre
sponding rules, nor purely example-based sys
tem for expressions not covered by examples. 
A hybr id approach is worthwhile to pursuit, 
where automatic and interactive approaches, 
as well as rule-oriented and data-oriented ap
proaches are integrated. In this article, we pro
pose a hybrid interactive machine translation 
method that combines rule-based, corpus-based 
and example-based approach wi th an interac
tive man-machine interface. We show that the 
previously proposed rule-based model can be 
natural ly integrated wi th different translation 
paradigms. The interactive operations, previ
ously introduced and shown to be useful for 
disambiguation in the rule-based transfer, are 
shown to be also useful to control covering by 
and selection of the matching examples, two 
major decisions in the example-based transla
t ion method. We also mention an online learn
ing scheme of translation pairs from the user 
interaction. 

1 I n t r o d u c t i o n 
W i t h the rapid development of the Internet, demand for 
a supporting tool for reading and wr i t ing foreign lan
guage document is rising high these days. Whi le conven
tional automatic machine translation systems are useful 
for reading support where quick and rough translation 

* Current Address: NEC Research Institute, U.S.A. 

does its job, they are not necessarily appropriate for wr i t 
ing support where the main task is to create a short 
original document such as e-mail. Since the final quality 
is far more important, such tool is better to offer some 
interactive means to control the translation result. 

W i t h this in mind, an incremental interactive 
machine-aided translation method was introduced and 
a realization as an English wri t ing support tool was 
shown[Muraki et al., 1994; Yamabana et al, 1997]. In 
this method, the source sentence is translated incremen
tally in a bottom-up manner, from a smaller part to a 
larger structure. In respective steps, the user can inter
actively control the process through simple operations 
of translation area correction and translation equivalent 
selection. A rule-based transfer engine provides trans
lations obeying user's specification and shows them on 
a selection window. The partial results obtained in this 
manner are repeatedly combined to a larger expression 
in the subsequent translation steps, unt i l the whole input 
is converted into a target language expression. 

This method offers an interactive means to combine 
the word dictionary information wi th grammar rules to 
obtain a direct translation of the input sentence. How
ever, rule-based method is not the only and desirable 
means for translation, especially considering its cost in 
describing and keeping the consistency of highly specific 
linguistic phenomena. Although various paradigms of 
machine translation such as rule-based, statistics-based 
and example-based method have been advocated these 
days, there now seems to be a consensus that none of 
these paradigms are uniformly adequate in all aspects of 
the translation task. 

In this article, we propose a hybrid interactive ma
chine translation method that integrates various trans
lation paradigms wi th an interactive man-machine inter
face. In section 2, we review the rule-based interactive 
translation method on which the proposed method is 
buil t . In section 3, the hybrid interactive machine trans
lation method is described, and its basic architecture 
and the algorithm is presented. In section 4, the cur-
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rent implementation status is described. Section 5 is for 
discussions, and the final section concludes this article. 

2 An In terac t ive Japanese to Engl ish 
Trans la t ion M e t h o d 

An interactive machine-aided translation method was 
introduced to support non-natives of English to write 
English material [Muraki et a/., 1994; Yamabana et a/., 
1997]. The target user of the method is those people 
who have difficulty in wr i t ing down English sentences 
directly, in spite of the fact that s/he has a basic knowl
edge of English to read and understand i t . In this section 
we show how the method works by an example. 

Suppose the user is wr i t ing e-mail in English, work
ing on an editor of a mail program. Our tool is running 
background as a daemon, watching the keyboard input 
by the user. While the user is typ ing English characters, 
the system lets them through to the editor window. The 
tool awakens when the user toggles on the Japanese in
put. As soon as the first Japanese character is typed in , 
the tool detects and fetches it f rom the input queue of 
the operating system, opens the main translation win
dow, and puts it there. A l l the subsequent characters 
are captured in that window, instead of the editor win
dow. Succeeding translation is performed in this main 
translation window. 

Suppose the input sentence is the one shown in fig
ure 1 (a)1 . As soon as (a) is entered, dictionary look-up 
process is started automatically. First the morphologi
cal analyzer recognizes word boundaries in the sentence, 
looks up corresponding entries in the system dictionary, 
and shows the result on the main window (b). At this 
t ime, content words are replaced by one of its translation 
equivalents assumed most plausible by the system, while 
functional words are left unchanged. 

This representation step, in which English words (con
tent words) and Japanese words (functional words) are 
mixed, is one of important characteristics of the method. 
This step separates steps into word translation and later 
s t ructura l . transfer, making translation steps clearer. 
Since word order and functional words carrying gram
matical functions are unchanged, the user can easily rec
ognize the skeleton of the sentence, and clearly grasp 
the correspondence between the original word and its 
translation equivalent. This representation also carries 
all interactive operations of the method on i t , and has 
a double role in interactive operations, showing the in
formation by the system and providing the objects for 
interactive manipulation. 

Translation equivalent alternatives for the cursor po
sit ion word (focus word) are displayed in an alternatives 

hereafter, slanted characters represent Japanese words 
in Japanese characters. 

Figure 2: Alternatives Window for ronbun 

window, appearing nearby that word. Figure 2 is a snap
shot of the alternatives window for ronbun (paper). The 
second line is highlighted to show that it is the current 
selection. The user can change the selection simply by a 
cursor movement or a mouse click on this window, then 
corresponding translation equivalent on the main win
dow changes synchronously. To see the alternatives for 
another word, the user has only to move the cursor to 
that word on the main window. In addit ion, the user can 
choose an inflection in a similar manner on an inflection 
selection window, opened by the user's request. 

If the user needs only the result of dictionary lookup, 
s/he can signal the end of translation at this point. If 
syntactic transformation is necessary, the user needs to 
proceed another step. At the same t ime as the ini t ia l 
prediction of the translation equivalent, the system pre
dicts an appropriate area for syntactic transformation, as 
shown by an underline in (b). Just like the translation 
equivalent selection, the area can be freely changed by 
the user. After the user confirms the selection of transla
t ion equivalents and translation area on (b), s/he invokes 
translation. The system performs syntactic transfer us
ing syntactic information in the dictionary such as ver
bal case frame and transfer rules encoded in the system, 
shows the result on the main window, and replaces the 
original sentence w i th the result (c). If there are more 
than one possible translations, they are shown in an al
ternatives window similar to figure 2, allowing the user 
to choose among them. When the user triggers the end 
of translation, the result is sent to the original editor 
window. 

Figure 3 shows translation steps for a sentence w i th 
a relative clause. This sentence has a dependency am
biguity, so we also show how to resolve it through the 
interactive operation. The original sentence (a) contains 
a relative clause wi th verb kau (buy) w i th an antecedent 
hon (book). Since Japanese is head-final, the sentence-
ini t ia l case element kare-ga (he-SUBJ) can be the sub
ject of either kau (buy) or yomu (read), causing syntactic 

978 NATURAL-LANGUAGE PROCESSING A N D GRAPHICAL PRESENTATION 



Figure 3: Relative Clause and Syntactic Ambiguity 

ambiguity. 
First, let's suppose kare-ga is assumed to be the sub

ject of the relative clause. Then the system pauses show
ing (b), as soon as (a) is input. In (b), the translation 
area is assumed to be "he-ga buy-ta book". After trans
lation trigger, the system pauses showing (c). Please 
note that the underlined part in (b) is replaced by its 
equivalent English expression "the book he bought", and 
the whole sentence is underlined now. After another 
translation trigger, (d) is obtained, w i th missing subject 
filled by some default word. 

Suppose just after obtaining (d) the user noticed that 
this interpretation is not what s/he wants, and the case 
element kare-ga should be the subject of the verb of the 
matr ix sentence. Then the user triggers undo of trans
lation twice, returning to (b). Then s/he notices that 
"he -ga buy -ta book" is treated as one phrase, against 
his/her interpretation. Then s/he changes the under
lined area to "buy -ta book", excluding "he -ga" from the 
area (e), because this is the "correct meaningful phrase" 
in the user's interpretation. After translation trigger, (f) 
follows. Note that the subject of the relative clause is 
augmented by a default element. Finally (g), what the 
user wanted, follows. 

3 A H y b r i d App roach to In teract ive 
Mach ine -A ided Trans lat ion 

This section describes the model and the algorithm of 
the proposed method. First, the basic model of step
wise bottom-up interactive translation is described in the 
subsection 3.1. Then the next subsection describes how 
different translation paradigms can be integrated in this 
model. There are also shown a brief description of re
spective translation modules. The subsection 3.3 shows 
that the basic interactive operations of the method are 
capable of controll ing the example-based translation pro
cess as well as the rule-based translation process. This 
close connection between the interactive operation and 
the translation method is one of most important charac
teristics of this method. In the last subsection an online 
learning scheme is introduced. 

3.1 Basic M o d e l o f I n te rac t i ve T rans la t i on 
The basic model of the interactive translation method 
as described above is a bottom-up evaluation scheme 
of syntax-directed translation. In this scheme, the at
tr ibute of a syntax tree node is calculated from that of 
the children nodes by a semantic rule paired wi th the 
syntax rule used to build the node from the children. 
Attr ibutes represent a partial translation result for the 
structure below the node, and the at t r ibute calculation 
proceeds from the lexical nodes to the root node in a 
bottom-up manner. User interaction is associated with 
the attr ibute calculation at each node. Before each cal
culation, the tool pauses to show an interpretation of the 
underlying structure, and allows the user to examine and 
change it if necessary. Interactive translation proceeds 
from a smaller component to a larger component in a 
bottom-up and inductive manner. As translation mech
anism, any method can be used as long as it is compati
ble wi th the general scheme. In the current system, the 
node at which the system automatically pauses for inter
action are restricted to contain at most one predicate in 
order to reduce the operation cost, while this restriction 
is not applied to the user operations. The system looks 
for a lowest such node, then pauses there for user oper
ation. When user triggers translation, the at tr ibute of 
the focus node and below are calculated in a bottom-up 
mariner, then the result replaces the tree rooted by the 
focus node. The node serves as a k ind of lexical node in 
the subsequent translation. 

3.2 Hybr id Translation Module 
The basic idea about how to integrate different transla
tion paradigms into the above basic model is to use re
spective translation submodules in parallel at each trans
lation step, while each submoduie processes the input in
dependently. A l l the results are sorted according to the 
priority, then presented to the user. By unifying the data 
structure of input and output of all submodules, the re
sults can be freely combined in a subsequent translation 
step. 

The algorithm can be described as follows. 

Repeat the following unt i l the whole sentence is trans
lated. 

1. Find a minimal area for translation. 

2. Show the area to the user. S/he can change the 
presented area if it is not appropriate. 

3. Obtain possible translations of the area using re
spective translation modules. Calculate priorities 
of the results. 

4. Show the results to the user in the order of priority. 
S/he may change the selection or even directly edit 
the results. 
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5. Replace the area wi th the selected/modified result. 

Ru le -based M o d u l e 
The rule-based transfer module is the backbone of the 
whole translation module. It provides a default result for 
all kind of inputs. For some linguistic constructs, it is the 
default translation method. For example, translation of 
a simple sentence is performed by a case frame transfer 
rule that reorders the case elements of the main verb us
ing the verb case frame correspondence encoded in the 
dictionary. Generally speaking, the skeleton of a sim
ple sentence made of a main verb and its case elements 
are well described by the verbal case frame, and a rule-
based treatment is suitable. For this kind of linguistic 
constructs, the corpus-based or example-based method 
would be rather useful in building the knowledge base, 
than being applied directly in the translation process. 

Corpus -based M o d u l e 
A corpus-based method wil l be mainly used for lexical 
translation. Although words are translated using a bi l in
gual dictionary, corpus-based, more precisely statistics-
based, method enters here for the translation equivalent 
selection through the D M A X method [Doi and Murak i , 
1992; 1993]. This method uses the word cooccurrence 
frequencies gathered from independent source and tar
get language corpora, and combines them in terms of 
the word to word correspondence in the bilingual dictio
nary, to eliminate an accidental cooccurrence between 
the translation equivalents of non-cooccurring words. A 
major advantage of this method is that the corpora need 
not to be parallel. 

Examp le -based M o d u l e 
An example-based method wi l l be mainly used to trans
late a syntactically uniform structure such as compound 
noun or noun phrase. Since these structures often lack 
a clear syntactic feature useful for the rule-based anal
ysis or translation, example-oriented methods such as 
[Sumita and l ida, 1992; Hisamitsu and Ni t ta , 1995] have 
been proposed to capture their semantic and idiosyn
cratic property better. Although the rule-based method 
provides the baseline, these example-based method can 
offer a better result that depends on appearance of a 
particular word. 

An example wi l l be stored as a pair of the source 
language expression and the target language expression, 
wi th word to word correspondences wherever possible. It 
also keeps the information about the head word, which 
determines the behavior of the phrase as a whole. The 
input phrase to be translated is expressed as a sequence 
of words, where respective word is associated wi th the 
translation determined by the previous bottom-up trans
lation steps, if any. This is the common data structure 
used by all the translation modules of the method. A 

constituent sub-phrase is just ly identified wi th its head 
word, since translation of that phrase is already fixed. 
The transfer module looks for the best matching exam
ples, and outputs the target language expression, replac
ing the constituents wi th the translation specified in the 
matched phrase when necessary. 

Example-oriented method is also used in order to de
termine the translation equivalents of strongly cooccur-
ring words, such as an idiomatic expression. This aug
ments the statistics-based translation equivalent selec
tion described before. 

I d i o m a t i c Express ions 
There are some words that have special syntac
tic/semantic behavior, when appearing simultaneously. 
An example is denwa-wo kakeru, which usually means 
"make a phone cal l " , not a l iteral word-by-word trans
lation "hang a telephone". Possible translations include 
"make a phone cal l " , "telephone" or expressions wi th 
similar meaning, but no literal translation can convey 
the proper meaning of the original expression. Since the 
proper translation for an idiomatic expression is not pre
dictable from the individual behavior of the constituent 
words, they are seemingly exceptions to the bottom-up 
compositional scheme of the method. However, they can 
be handled without modifying the method, by combining 
an example-oriented method and a rule-based method. 

The key idea is to separate the step of translation 
equivalent selection for each constituent word from the 
syntactic transfer step, and at t r ibute the idiomatic prop
erty entirely to the former. The former can be han
dled by an example-oriented augmentation of translation 
equivalent selection method, whereas the latter wil l be 
performed by a purely rule-based method. This separa
tion is justif ied as long as the structure of the resulting 
expression obeys the common rules of the target lan
guage grammar. For example, the characteristics of the 
correspondence between denwa-wo kakeru and "make a 
phone call" can be reduced to particular correspondence 
between kakcru and "make". When the system detects 
cooccurrence between denwa and kakeru, it adds a trans
lation equivalent "make" to the window of kakeru. The 
user can choose an idiomatic interpretation of this ex
pression simply by choosing this alternative. Later pro
cess can proceed entirely by a general transfer rule. Sim
ilarly, the same expression can be translated into a verb 
"telephone" simply by giving translation "telephone" to 
kakeru, while denwa-wo is left wi thout translation equiv
alent so that it disappears in the result. Thus the essen
t ial task of idiom translation is reduced to an example-
oriented method of translation equivalent selection. 

3.3 Interactive Operations 
As described before, the basic interactive operations of 
the method are translation area correction and trans-
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