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1 I n t r oduc t i on 

Automatically generating textual descriptions of numer
ical data is a particularly useful task with the explosion 
of accessible online information. A textual description 
allows people to absorb key features more easily, espe
cially when there are large amounts of data involved. 
Some work has been done in automatically generating 
text from data; e.g. Mittal et al. [1995] and Robin and 
McKeown [1996]; in these cases, apart from simple runs 
in the data, more complicated temporal features of the 
data have not been described. However, a great deal of 
data is time-varying in nature: e.g. stockmarket prices, 
government figures, patient medical records, computer 
network statistics and weather data, and phenomena 
such as trends and dramatic changes in the data are of 
interest. 

2 Content De te rm ina t i on 

Working out what to say in Natural Language Gener
ation is an important problem. When generating de
scriptions of time-varying data, as well as commenting 
on the standard properties of max, min and mean, what 
is of interest is the behaviour of the variable over time 
such as dramatic changes, trends and degree of variabil
ity in the data. For example, in an expert description 
of monthly temperature, the "general decrease" over the 
whole month was mentioned along with "a steady recov
ery" in the second week of the month and a "general 
downward trend" in the last two weeks of the month. 
Identifying trends like these at different scales of analy
sis is a difficult problem. This research will address the 
content selection problem when generating descriptions 
of time-varying data using the mathematical techniques 
of wavelets and scale space theory. Wavelets and scale 
space theory can analyse a signal at multiple granulari
ties and extract the perceptually salient features in the 
data. These perceptually salient features are worth in
cluding in a description. 

3 Pre l im ina ry Exper iments 
A prototype system has been implemented in Mat-
lab which extracts the four most significant dramatic 
changes in a time-varying signal using the multi-
scale edge detector wavelet described in Mallat and 
Zhong [1992] and scale space theory [Witkin, 1983]. This 
system has been tested on ten sets of monthly tempera
ture data and the forty features automatically extracted 
were compared to handwritten descriptions of the same 
datasets. 18/19 features chosen by the expert were also 
extracted automatically. 

4 Future W o r k 
Future work is planned in three broad areas: 

I)language analysis — analysing real texts to confirm 
the types of phenomena described and how they are re-
alised. 

2) inferencing theory — determining appropriate tech
niques to infer descriptions at appropriate scales of detail 
for different datasets and comparing these chosen tech
niques with existing methods such as statistical mod
elling. 

3)system development — implementing the techniques 
and integrating with real language output. 
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