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Abstract

This paper presents a simple yet principled ap-
proach to boosting the robustness of the residual
network (ResNet) that is motivated by a dynam-
ical systems perspective. Namely, a deep neural
network can be interpreted using a partial differ-
ential equation, which naturally inspires us to char-
acterize ResNet based on an explicit Euler method.
This consequently allows us to exploit the step fac-
tor h in the Euler method to control the robustness
of ResNet in both its training and generalization.
In particular, we prove that a small step factor h
can benefit its training and generalization robust-
ness during backpropagation and forward propa-
gation, respectively. Empirical evaluation on real-
world datasets corroborates our analytical findings
that a small h can indeed improve both its training
and generalization robustness.

1 Introduction

Deep neural networks (DNNs) have reached an unprece-
dented level of predictive accuracy in several real-world ap-
plication domains (e.g., text processing [Conneau et al., 2017;
Zhang et al., 2015], image recognition [He er al., 2016a;
Huang ef al., 2017], and video analysis due to their capa-
bility of approximating any universal function. However,
DNNs are often difficult to train due in a large part to the
vanishing gradient phenomenon [Glorot and Bengio, 2010;
Toffe and Szegedy, 2015]. The residual nerwork (ResNet) [He
et al., 2016a] was proposed to alleviate this issue using its key
component known as the skip connection, which creates a
“bypass” path for information propagation [He et al., 2016b].

Nevertheless, it remains challenging to achieve robustness
in training a very deep DNN. As the DNN becomes deeper,
it requires more careful tuning of its model hyperparameters
(e.g., learning rate, number of layers, choice of optimizer) to
perform well. This issue can be mitigated using normaliza-
tion techniques such as batch normalization (BN) [Toffe and
Szegedy, 2015], layer normalization [Lei Ba et al., 2016],
and group normalization [Wu and He, 20181, among which
BN is most widely used. BN normalizes the inputs of each
layer to enable robust training of DNNs. It has been shown
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that BN provides a smoothing effect of the optimization land-
scape [Santurkar et al., 2018], thus ameliorating the issue of
a vanishing gradient [Ioffe and Szegedy, 2015].

Unfortunately, we have observed in our experiments (Sec-
tion 4.1) that a very deep DNN can potentially (and surpris-
ingly) experience exploding gradients in shallow layers in
early training iterations, even when it is coupled with BN. As
a result, its weights change drastically, which in turn causes
violent feature transformations, hence impairing its robust-
ness in training. Our subsequent experiments [Zhang et al.,
2019a] also show that the gradients are large and bumpy in
deep layers in the later training iterations, which destabilizes
the training procedure. Besides, noisy data (e.g., images with
mosaics and texts with spelling errors) can adversely impact
the training procedure, in which the noise may be amplified
through forward propagation of features, thus degrading its
robustness in generalization.

This paper presents a simple yet principled approach to
boosting the robustness of ResNet in both training and gen-
eralization that is motivated by a dynamical systems perspec-
tive [Chen et al., 2018; Lu et al., 2018; Ruthotto and Haber,
2018; Weinan, 2017]. Namely, a DNN can be interpreted
using a partial differential equation, which naturally inspires
us to characterize ResNet based on an explicit Euler method.
This consequently allows us to exploit the step factor A in
the Euler method to control the robustness of ResNet in both
its training and generalization. In our work here, training
robustness refers to the stability of model training with an
increasing depth, a larger learning rate, and different types
of optimizer, while generalization robustness refers to how
well a trained model generalizes to classify test data whose
distribution may not match that of the training data. To
analyze the effects of step factor h, we prove that a small
h can benefit the training and generalization robustness of
ResNet during backpropagation and forward propagation, re-
spectively. Empirical evaluation on real-world vision- and
text-based datasets corroborates our analytical findings that a
small & can indeed improve both its training and generaliza-
tion robustness.

2 Background and Notations

Before delving into a robust ResNet (Section 3), we re-
view the necessary background information which includes
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ResNet, batch normalization, and partial differential equa-
tions.

A residual network (ResNet) is a variant of the DNN that
exhibits competitive predictive accuracy and convergence
properties [He et al., 2016al. The ResNet comprises many
stacked residual blocks with a key component called the skip
connection, each of which has the following structure:

Xn+1 é I(yn) (l)

for layer n where x,, and x,11 are, respectively, the input
and output of residual block n, F is a residual block per-
forming feature transformations (e.g., convolutional opera-
tions or affine transformation), and / is a component-wise op-
eration (e.g., ReLU function [Nair and Hinton, 2010] or iden-
tity mapping [He er al., 2016b]). Based on the core idea of the
skip connection, variants of ResNet have been proposed for
specific tasks such as DenseNet for image recognition [Huang
et al., 2017] and VDCNN with shortcut connections for text
classification [Conneau et al., 2017].

Batch normalization (BN) has been widely adopted for
training DNNs [Toffe and Szegedy, 2015] and normalizes the
input of a layer over each mini-batch of the training data.
Specifically, for the input x £ (z*))[_,  of a layer with
dimension d, BN first normalizes each scalar input feature
20 & (z) — (®))/5F) for k = 1,...,d independently
where £ (u®) 2 E[f(k)DZ:L...,d and 0 & (c®) £

Var[z(®]),[_, , are computed over a mini-batch of size
m. Then, it performs an affine transformation of each normal-
ized scalar input feature £(*) by BN(2(*)) £ () 3(k) 4. (k)
where 7 £ (0)[_,  and 3 & ()], are leamed
during training. BN has been shown to smooth the optimiza-
tion landscape of DNNs [Santurkar et al., 2018]. This of-
fers more stable gradients for the robust training of DNNss,
thus ameliorating the issue of a vanishing gradient [Ioffe and
Szegedy, 2015].

A DNN performs nonlinear feature transformations of the
input such that the transformed features can match the cor-
responding target output (e.g., categorical labels for classifi-
cation and continuous quantities for regression). To achieve
this, a DNN transforms the input through multiple layers such
that the transformed features in the last layer become linearly
separable [Haber and Ruthotto, 2017].

Let us now consider the dynamical systems perspective: A
PDE can characterize the motion of particles [Ascher, 2008;
Atkinson, 2008]. This motivates us to characterize the feature
transformations in a DNN as a system of first-order PDEs:

ynéxn—’_f(xn)a

Definition 1. The feature transformations in a DNN can be
characterized by a first-order PDE f : T x X — R% where
T CRTU{0} and X C RY:

x 2 0x/0t = f(t,%)

where t € T is the time along the feature transformations and
x € X is a feature vector of dimension d.

Let x(t) denote a transformed feature vector at time ¢.
Given an initial input feature vector x(0), a PDE x = f (¢, x)
gives rise to the initial value problem (IVP). A solution to an
IVP is a function of time ¢. For example, consider the IVP:

IVP: & = —2.3x. l(0> =10
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Figure 1: The analytic solution (AS) of an IVP and its approxima-
tions by an explicit Euler method with different step factors h.

# = —2.3z and 2(0) = 1. Then, its analytic solution can
be derived as x(t) = exp(—2.3t), as shown in Fig. 1. For
more complicated PDE:s, it is not always possible to derive
an analytic solution. So, their solutions are approximated by
numerical methods, of which the explicit Euler method (see
Definition 2 below) is the most classic example.

3 Towards Robust ResNet

A ResNet can naturally be described by the explicit Eu-
ler method (Definition 2), which gives us an Euler view of
ResNet (3). Inspired by the stability of the Euler method, the
step factor h for ResNet can enable smoother feature trans-
formations due to gradual feature transitions at every consec-
utive block during forward propagation. The benefits of such
smoothness are two-fold: (a) preventing information explo-
sion over a large depth (Section 3.2) and (b) mitigating the
adverse effect of noise in the input features (Section 3.3), both
of which can significantly boost the robustness of ResNet.

3.1 Connections of ResNet with the Euler Method

Definition 2. The explicit Euler method [Atkinson, 2008;
Ascher, 2008] can be represented by

Xn+1 éxn'f'hf(tnaxn) )

where xg £ x(0) and x,, is an approximation of X(t,,).

Given the solution x(¢,,) at time t,,, the PDE X = f(¢,x)
intuitively indicates “in which direction to continue”. At
time t,,, the explicit Euler method computes this direction
f(tn,x,) and follows it over a small time step from ¢,, to
tn + h. To obtain a reasonable approximation, the step fac-
tor h in the Euler method has to be chosen to be “sufficiently
small”. Its magnitude depends on the PDE and its given ini-
tial input. For instance, in Fig. 1, we use the Euler method
with various step factors h to approximate the solution of the
IVP: & = —2.3z and x(0) = 1. It can be observed that the
approximation of x improves with a smaller h.

By setting h = 1 and f(tn,x,) = F(X,), it can be
observed that the Euler method (2) characterizes the for-
ward propagation of the original ResNet structure (1) [Haber
and Ruthotto, 2017]. To generalize ResNet using the Eu-
ler method (2), we characterize the forward propagation of
an Euler view of ResNet in the following way: Following
the convention in [He et al., 2016b], ResNet stacks multiple
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residual blocks with step factor h € R*, each of which has
the following structure:

Yn £ Xn, +h -F(Xna Wn»BNn) ; Xn+1l = I(Yn) 3)

for layer n where batch normalization BN,, applies directly
after (or before) the feature transformation function param-
eterized by weights W,, (e.g., convolutional operations or
affine transformation matrix).

For any fixed ¢, the Euler method provides a more refined
approximation with a smaller h, as analyzed in [Butcher,
2016]. Can a small h also improve the robustness of a deep
ResNet in training and generalization? To answer this ques-
tion, we will prove that a small i can prevent information
explosion during backpropagation over a large depth (Sec-
tion 3.2) and mitigate the adverse effect of noise in the input
features during forward propagation (Section 3.3).

3.2 Training Robustness: Effect of Small / on
Information Backpropagation
To simplify the analysis, let I in (3) be an identity mapping,
that is, x,,+1 = y,. Then, by recursively applying (3),
N-1
XN =Xn +h Y F(xi, Wi, BN;) )
for any block N deeper than any shallower block n. We will

use (4) to analyze the information backpropagation. Let the
loss function be denoted by L. Using chain rule,

oL OL Oxyx OL o N1
0%, Oxy Oxn 8XN<1+haXn§]:(Xi;Wi,BNi)

&)
where 1 denotes an identity matrix. From (5), the
backpropagated information OL/0x, can be decom-
posed into two additive terms: (a) The first term
OL/0xx propagates information directly without going
through the weights of any layer, and (b) the sec-
ond term h(aL/axN)a(ZjV:;f F(x;, Wi, BN;))/0x,, prop-
agates through the weights of layers n, ..., N — 1. The first
term ensures that information 9L/0x,, does not vanish [He
et al., 2016b]. However, the second term can blow up the
information OL/0x,, especially when the weights of layers
n,...,IN —1are large. A standard approach to resolving this
issue is to apply BN after the feature transformation func-
tion [Toffe and Szegedy, 2015].

Let us first study the effect of BN. To ease analysis,
we examine the residual block n where N = n + 1,
F(Xp, Wy,,BN,,) 2 BN, (x, £ W,x,), and BN,,(x},) £
~v(x), — p)/o + 3 is a component-wise operation. Let o, de-
note the smallest component in o. Then, ||0F (x,)/0x,| <
(YWl / oy. Consequently, it follows from (5) that

oL
<
axn+1

h

As observed in [Santurkar et al., 2018], o tends to be large.
So, BN has the effect of constraining the explosive backprop-
agated information (6). However, as a ResNet grows deeper,
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o tends to be highly uncontrollable in practice and the back-
propagated information still accumulates over a large depth
and can once again blow up. For example, Fig. 2 shows that
its gradients are very large and unstable in early training iter-
ations (red line). As a result, when a deep ResNet is trained
on the CIFAR-10 or AG-NEWS dataset, its performance is
much worse than that of its shallower counterparts, as shown
in Fig. 3 (red line). In contrast, Fig. 2 also shows that a re-
duced h can serve to re-constrain the explosive backpropa-
gated information (blue line). In fact, even without BN, re-
ducing h can still serve to stabilize the training procedure, as
detailed in [Zhang et al., 2019a].

Our first theoretical result analyzes the effect of small / on
information backpropagation:

Proposition 1. Let n = 0 and N = D where D is the in-
dex of last residual block. Suppose that ||0F (x;)/0x;|| <
IVINWillfos < W fori=0,...,D — 1. Then,

\/&+hW)D

HaXO HaxD

Its proof is in [Zhang et al., 2019a]. Note that W intuitively
upper bounds the effects of BN. Also, since Vd+ W > 1,
the backpropagated information explodes exponentially w.r.t.
the depth D, which directly affects the gradients and hurts
the training robustness of a ResNet. Fortunately, reducing
h can give extra control of the backpropagated information
since the term (v/d + hWW)P can be constrained by h and the
backpropagated information OL/0x is thus less likely to ex-
plode. This demonstrates that when a ResNet grows deeper,
the step factor h should be reduced to a smaller value.

3.3 Generalization Robustness: Effect of Small /
on Information Forward Propagation

It can be observed from (3) that a reduced & gives extra con-
trol of the feature transformations in a ResNet by making
them smoother, that is, smaller ||x,+1 — X,|. More im-
portantly, as the features propagate forward through a deep
ResNet, the adverse effect of the noise in the input features
can be mitigated over a large depth. In particular, we will
prove that a reduced & can help to stabilize the target output
of a ResNet against noise in the input features.

Let x§ be a perturbation from x¢ (i.e., ||x§ — %ol < €)
and x$; be the corresponding transformed feature vector in
the ResNet. Then, from (4),

N-1 N-1
xG+h Z F(x5)—x0—h Z F(x;)

=0 =0

R Y IF ) - Foxl.
= )

It can be observed from (7) that the noise in the input features
is amplified with an increasing depth of the ResNet. Fortu-
nately, by introducing a reduced h, the noise amplification
can be limited and its adverse effect can thus be mitigated.

Our next theoretical result analyzes the effect of small 4 on
information forward propagation:

Xy — x|l =

IN
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Proposition 2. Consider the last residual block N = D. Let
the noise in the last layer D be denoted by e p = x5 —=xp.
Suppose that | F(x§) — F(x;)|| < Wfori=0,...,D — 1.
Then,

ep < e+ hDW. ®)

Its proof follows directly from (7). It can be observed
from (8) that a small h can mitigate the adverse effect of noise
that is accumulated over a large depth D. Hence, a deeper
ResNet (i.e., larger D) requires a smaller i while a shallower
ResNet allows for a larger h.

Note that for a given depth of ResNet, the step factor h
cannot be reduced to be infinitesimally small. In the limiting
case of h = 0, though the noise after the feature transforma-
tions would be perfectly bounded, there is no transformation
of the initial input feature vector X, that is, all feature trans-
formations are smoothed out.

4 Experiments and Discussion

In this section, we conduct experiments on the vision-based
CIFAR-10 dataset [Krizhevsky and Hinton, 2009] and the
text-based AG-NEWS dataset [Zhang et al., 2015]. We
also employ a synthetic binary TWO-MOON dataset in Sec-
tion 4.2 to illustrate how the adverse effect of noise in the in-
put features is mitigated along the forward propagation. We
fix our step factor A = 0.1 and compare it with the original
ResNet (i.e., h = 1) in Sections 4.1 and 4.2. We will discuss
how to select the step factor h in Section 4.3.

For the vision-based CIFAR-10 dataset, the residual block
F contains two 2D convolutional operations [He et al.,
2016a]. For the text-based AG-NEWS dataset, the residual
block F contains two 1D convolutional operations [Conneau
et al., 2017]. For the synthetic TWO-MOON dataset, the
residual block F contains two affine transformation matrices.

To tackle the dimensional mismatch in the shortcut connec-
tions of ResNet, we adopt the same practice as that in [He et
al., 2016a] for the CIFAR-10 dataset and in [Conneau et al.,
2017] for the AG-NEWS dataset by using convolutional lay-
ers with the kernel of size one to match the dimensions. Un-
less specified otherwise, the default optimizer is SGD with
0.9 momentum. We train a ResNet using the CIFAR-10
dataset for 80 epochs with an initial learning rate (LR) of
0.1 that is divided by 10 at epochs 40 and 60. We train an-
other ResNet using the AG-NEWS dataset with a fixed LR of
0.1 for 15 epochs.

4.1 Small h Improves Training Robustness

Small h on Stable Gradients and Smaller Weights
To illustrate why a small h can give extra training robust-
ness as compared with the original ResNet (i.e., h = 1.0),
we train a ResNet with depth 218 on the CIFAR-10 dataset
and collect statistics regarding the weights and correspond-
ing gradients of layer 2, as shown in Fig. 2. Such statistics
for ResNets with depths 110 and 218 over different layers are
detailed in [Zhang et al., 2019al.

Fig. 2 and the other figures in the appendix of [Zhang et
al., 2019a] show that in the early training iterations, for the
case of large h (i.e., h = 1), there are exploding gradients
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Figure 2: Dynamics of weights (top) and corresponding gradients
(bottom) of layer 2 of ResNet with depth 218 over training iterations.

which make the weights quickly reach a plateau in a few ini-
tial iterations (red line). In the early training iterations, this
causes violent feature transformations, which may amplify
the noise in the training inputs, thus degrading the perfor-
mance of ResNet. Furthermore, as shown in [Zhang er al.,
2019al, in the later training iterations, a ResNet with a larger
h tends to have larger and bumpy gradients in its deep lay-
ers (red line); this may cause the issue of overshooting, thus
adversely affecting its convergence.

The philosophy of characterizing a ResNet using a PDE is
that the features should transform gradually over a large depth
such that the transformed features in the last layer are linearly
separable. So, we do not favor unstable gradients that cause
the weights to change drastically, which in turn causes violent
feature transformations.

It can also be observed from Fig. 2 that a larger A (e.g.,
h = 1) tends to encourage larger weights during the training
procedure (red line). To show this, we calculate the averaged
weights of layer 2 across all iterations. We repeat these exper-
iments over two different random seeds. The case of h = 1
yields averaged weights of 51.12 and 105.63 while the case
of h = 0.1 yields much smaller averaged weights of 4.54 and
4.10. As shown in [Ketkar, 2017], a trained model with large
weights is more complex than that with small weights and
tends to indicate overfitting to the training data. In practice,
it is preferable to choose simpler models (i.e., Occam’s razor
principle). So, we favor models with smaller weights. In ad-
dition, as stated in [Reed and Marks II, 1999], large weights
make the network unstable such that minor variation or statis-
tical noise in the inputs will result in large differences in the
target output.

To mitigate such an issue, a number of techniques have
been proposed: (a) Warming up the training with a small
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Figure 3: Comparison of training robustness of ResNets with in-
creasing depths.

LR [He et al., 2016a] and gradient clipping can counter the
side effects of the issues of large and bumpy gradients, and
(b) weight decay (e.g., L2 regularizer) can provide an extra
penalty on large weights during training such that it encour-
ages using a simpler DNN represented by smaller weights.
However, these techniques require tedious fine-tuning by
highly trained domain experts (e.g., how many iterations to
run in the warm-up phase of training, how to set LR to
be sufficiently small, how much to penalize weights during
training). Furthermore, adding weight decay introduces ex-
tra computation to train a DNN and choosing a smaller LR
will significantly affect training convergence, which requires
more computational power for convergence. In contrast,
without employing specialized techniques, our proposed use
of a smaller h (e.g., h = 0.1) can serve to stabilize gradients
over all training iterations; it encourages smaller weights for
a deep ResNet, as shown in Fig. 2 (blue line). In addition, a
small h does not introduce extra computation and is compat-
ible with the above techniques.

Small /. Enables Training Deeper ResNets

To verify the training robustness of a small h with an increas-
ing depth of ResNet, Fig. 3 compares a ResNet with a reduced
step factor h = 0.1 with the original ResNet (i.e., h = 1) over
varying depths. Each configuration has 5 trials with different
random seeds. We provide the median test accuracy with the
standard deviation plotted as the error bar.

In both CIFAR-10 and AG-NEWS datasets, our ResNet
with A = 0.1 outperforms that with h = 1 when their depths
increase. In particular, as the depth of the ResNet increases,
the original ResNet with h = 1.0 experiences a performance
degradation while our ResNet with A = 0.1 has an increas-
ing or stabilizing performance. It is also be observed that the
blue shaded area (i.e., h = 0.1) is much thinner than the red
one (i.e., h = 1). This shows that our ResNet with A = 0.1
has a smaller variance of the test accuracy over different ran-
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Figure 4: Illustration of feature transformations through ResNets
with step factors A = 1 (top) and A = 0.1 (bottom).

dom seeds. This demonstrates that a small & offers training
robustness as well.

To summarize, as proven in Section 3.2, a reduced h can
prevent the explosion of backpropagated information over a
large depth, thus making the training procedure of ResNet
more robust to an increasing depth.

In terms of training robustness, a ResNet with a small A
is also robust to larger learning rates and different types of
optimizer. In fact, even without BN, a small A still helps to
stabilize the training procedure while the performance of the
original ResNet (i.e., h = 1.0) degrades significantly. All
these results are reported in [Zhang et al., 2019al.

4.2 Small h Improves Generalization Robustness

Synthetic Data for Mitigating Adverse Effect of Noise

To give insights on why a small h can improve the general-
ization robustness of ResNet, let us first consider a synthetic
data example of using ResNet for a binary classification task,
that is, by separating noisy “red” and “blue” points in a 2D
plane. We train a vanilla ResNet (without BN) with A = 1
and a ResNet with i = 0.1 on the training data in the top left
of Fig. 4 and perform feature transformations on the test data
in the bottom left of Fig. 4 using the learned ResNets.

The series of figures at the top of Fig. 4 illustrate that the
features are transformed through forward propagation in the
vanilla ResNet (i.e., no BN, h = 1), which shows that the
noise in the input features leads to the mixing of red and
blue points, hence sabotaging the generalization capability
of ResNet. The reason for this phenomenon is that with a
large h, the features experience violent transformations be-
tween consecutive blocks due to larger weights and the ad-
verse effect of noise is amplified over a large depth.

On the other hand, with a small h, the features experience
smooth transformations at every consecutive residual block
and the adverse effect of the noise is thus gradually mitigated,
which entails correct classifications (see the series of figures
at the bottom of Fig. 4). As mentioned in Section 3.3, a small
h can help to mitigate the adverse effect of noise in the input
features. With a small A, the noise amplification is effectively
limited over a large depth.

Real-world Data for Mitigating Adverse Effect of Noise

To verify the effectiveness of a small h on the generaliza-
tion robustness of ResNet, we train on noisy input data with
varying noise levels; illustrations of noisy input are detailed
in [Zhang er al., 2019al. We provide the test accuracy of
ResNets with depths 218 and 49 on the clean input data of
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Figure 5: Effect of h = 1 and h = 0.1 on generalization robustness
of ResNet.

CIFAR-10 and AG-NEWS datasets, respectively. For the AG-
NEWS dataset, LR is fixed to 0.01. We compare test accuracy
of the ResNet with reduced step factor = 0.1 and the origi-
nal ResNet (i.e., h = 1.0); other hyperparameters remain the
same. Each configuration has 5 trials with different random
seeds. The standard deviation is plotted as an error bar.

Fig. 5 shows that at different noise levels, our ResNet
with reduced h = 0.1 consistently outperforms the original
ResNet (i.e., h = 1). It can also be observed that our ResNet
with reduced h = 0.1 has a smaller variance than its coun-
terpart under different noise levels. Hence, our ResNet with
h = 0.1 is robust to training on noisy input by mitigating the
adverse effect of noise. By making smooth transformations,
it gradually mitigates the adverse effect of noise in the input
features along the forward propagation of ResNet. So, our
ResNet with & = 0.1 offers better generalization robustness.

4.3 How to Select Step Factor h

We perform a grid search of h from 0.001 to 20 for the
CIFAR-10 dataset and from 0.001 to 1.0 for the AG-NEWS
dataset to optimize h. We train ResNets over different step
factors h. We provide the median test accuracy with each
configuration having 5 trials with different random seeds. The
standard deviation is plotted as an error bar.

Fig. 6 shows that the optimal A is near 0.1 for ResNet-110
and ResNet-218 and in [0.1, 2] for ResNet-20 for the CIFAR-
10 dataset. For the AG-NEWS dataset, the optimal h is near
0.3 for ResNet-49 and 0.5 for ResNet-17.

When h is small, the error bar is small as well (i.e., per-
formance variance is small). In comparison, when h is very
large (e.g., h > 5 for ResNet-110 for the CIFAR-10 dataset),
training becomes unstable and often fails. In ResNet-17 and
ResNet-49 for the AG-NEWS dataset, when 2 > 0.8, 3 out
of 5 training procedures fail in our experiments.

In addition, we observe that when h is very small (e.g., h =
0.001), generalization performance degrades even though the
training variance is very small. This confirms our claim in
Section 3.3 that an overly small i would smooth out the fea-
ture transformations.

To summarize, the guideline for the selection of A is that
it should be small but not too small. Our experiments reveal
that for a deep ResNet, h should be smaller (e.g., h = 0.1
for ResNet-218 for CIFAR-10 dataset) while for a shallow
ResNet, a larger h (e.g., h = 2.0 for ResNet-20 for CIFAR-
10 dataset) can be tolerated. In addition, once the depth of
ResNet is fixed, the chosen h should not be too small (e.g.,
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Figure 6: Selection of step factor & for ResNet with varying depths.

h = 0.001 and 0.01) so as not to smooth out the feature trans-
formations.

5 Conclusion

This paper describes a simple yet principled approach to
boost the robustness of ResNet. Motivated by the dynam-
ical system perspective, we characterize a ResNet using an
explicit Euler method. This consequently allows us to ex-
ploit the step factor A in the Euler method to control the ro-
bustness of ResNet in both its training and generalization.
We prove that a small step factor h can benefit its training
and generalization robustness during backpropagation and
forward propagation, respectively. Empirical evaluation on
real-world datasets corroborates our analytical findings that a
small & can indeed improve both its training and generaliza-
tion robustness. For future work, we plan to explore several
promising directions: (a) how to transfer the experience of
a small h to other network structures (e.g., RNN for natu-
ral language processing [Cho er al., 2014]), (b) how to han-
dle the noisy target output labels [Han er al., 20181, and (c)
other means to choose the step size h (e.g., using Bayesian
optimization [Dai et al., 2019; Daxberger and Low, 2017;
Hoang et al., 2018; Ling et al., 2016; Zhang et al., 2017,
Zhang et al., 2019b]).
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