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Abstract

Graph neural networks (GNNs) have emerged due
to their success at modeling graph data. Yet, it is
challenging for GNNs to efficiently scale to large
graphs. Thus, distributed GNNs come into play.
To avoid communication caused by expensive data
movement between workers, we propose SANCUS,
a staleness-aware communication-avoiding decen-
tralized GNN system. By introducing a set of novel
bounded embedding staleness metrics and adap-
tively skipping broadcasts, SANCUS abstracts de-
centralized GNN processing as sequential matrix
multiplication and uses historical embeddings via
cache. Theoretically, we show bounded approx-
imation errors of embeddings and gradients with
convergence guarantee. Empirically, we evaluate
SANcUS with common GNN models via different
system setups on large-scale benchmark datasets.
Compared to SOTA works, SANCUS can avoid up
to 74% communication with at least 1.86x faster
throughput on average without accuracy loss.

1 Introduction

The success of Graph Neural Networks (GNNs) [Kipf and
Welling, 2017] has laid the foundation of recent advancement
in the state of the art to model real-life graphs. In essence,
GNNSs are structure-aware models that construct the network
architectures adapted to the original topology of the input
graphs. By iteratively aggregating the neighbors of the tar-
gets, GNNs can exploit the structure and feature information
at the same time. Despite the promising performance, the ma-
jor challenge that limits the adoption of GNNSs to large-scale
graphs lies in the inability to utilize all data in finite time and
the scalability of the algorithm itself. To mitigate the mem-
ory requirement with ever-increasing data and model size,
distributed GNN processing is the inevitable remedy.

*This is an abridged version of a paper that won the Best Re-
search Paper Award at VLDB 2022 [Peng et al., 2022].
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Figure 1: Distributed full-GNN example: nodes in same color are on
same GPU. On the left, a 6-node graph is stored on 4 GPUs. On the
right are the computational graphs of a 2-layer GNN for Node A and
E. During GNN neighborhood aggregation, intensive cross-device
visits (10 times to update Node A and 9 for E) to fetch neighbor data
cause expensive communication overhead.

Compared to traditional graph processing or machine
learning, new issues have emerged for distributed full-GNNs
from the system perspective. Aside from the substantial
memory footprint, distributed GNN’s are memory-intensive as
well as compute-intensive [Wang et al., 2020; Thorpe et al.,
2021] due to coupled irregular neighbor fetching and itera-
tive learning procedure. Consequently, the intensive commu-
nication, including not only gradients or parameters but also
embeddings, makes efficient distributed GNN training more
challenging. As exemplified by Figure 1, the training process
needs to constantly query the target nodes, their neighbors,
and their farther neighbors, to transfer both embeddings and
gradients among workers. Thus, by virtue of such data move-
ment, cross-device data communication can be one archen-
emy of efficient GNN processing. The incurred communi-
cation cost may account for 80% and even more of the total
training time [Tripathy ef al., 2020; Gandhi and Iyer, 2021;
Cai et al., 2021].

In distributed training, the underlying system architec-
ture of how workers communicate is crucial, especially for
GNNs with substantial communication overhead. In gen-
eral, two approaches exist: centralized and decentralized.
Though most distributed GNN systems [Ma et al., 2019;
Zhu et al., 2019; Jia et al., 2020; Zheng et al., 2020;
Gandhi and Iyer, 2021; Min et al., 2021] work in the popular
centralized parameter server (PS) scheme, they often pay the
price of heavy preprocessing and complex workflow, in pur-
suit of efficiency and scalability. By nature of GNNs, the in-
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tensive communication between all the workers and the cen-
tral PS plus the waiting time for stragglers may lead to high
communication overhead [Cai et al., 2021]. Decentralized ar-
chitectures, however, can be more robust and easier to deploy,
by avoiding the inconvenience in implementing and tuning a
PS and centralized bottleneck bandwidth [Li ef al., ]. Hence,
Tripathy et al. [Tripathy et al., 2020] offer CAGNET - so far
the only SOTA decentralized parallel algorithms [Gholami et
al., 2018] adapted to GNNs. However, it calls for redundant
and unnecessary broadcasts of all embeddings and gradients.
Besides, all the workers must wait for stragglers to synchro-
nize, leading to extra communication overhead.

In this paper, to fill this gap in efficient GNN process-
ing, we propose SANCUS, a staleness-aware communication-
avoiding decentralized GNN training system via adaptively
skipping broadcast and caching historical embeddings with
bounded staleness. To bypass the irregular communication
between GPUs, we firstly revisit the parallel algorithms to
distribute GNNSs [Tripathy et al., 2020] and decrease commu-
nication overhead in a fundamentally distinct way. As Fig-
ure 2 shows, each GPU loads the split submatrices without
taking the semantic meaning into account, regarding the de-
centralized GNN processing purely as a sequence of matrix
multiplication operations. The excessively large adjacency
and embedding matrices are sliced into A; and H; (i € [1,4])
and distributed to GPU;_; with the full weight matrix W.
Then H; to H, are sequentially one-to-all broadcast to all
GPUs in parallel. After 4 broadcasts, the whole H updates
for a layer. By moving intact sub-matrices, SANCUS takes ad-
vantage of data parallelism to avoid communication of inten-
sive neighbor fetching in Figure 1. Secondly, to further avoid
communication under a decentralized scheme, we propose
to cache and skip-broadcast the histrocial embeddings. We
define historical embeddings as the embedding sub-matrices
from earlier epochs in each distributed process, i.e., the sub-
matrix H; individually computed on GPU;_; in Figure 2. We
utlize caching and design a novel skip-broadcast operator to
support historical embeddings in SANCUS. Thirdly, to man-
age the system staleness caused by using mixed-version emb-

GPU 1

GPU 2 GPU3

Figure 2: A toy 2-layer GNN example on SANCUS: GPU;_; keeps
its shards of H; and A;, with a full W; H; are sent to all GPUs in
order via one-to-all broadcast (arrows omitted without loss of gen-
erality). After 4 sequential broadcasts —,—,—, ~ and on-device
computation, since the broadcasts are in parallel, all H; updates for
GPU;_;. Next, SANCUS may tolerate H3 to skip 1 broadcast as
shown by --». In total, only 4 4+ 3 = 7 broadcasts are needed.

eddings on each GPU, we propose the generalization of
the widely-used bounded gradient staleness in centralized
schemes [Cipar et al., ], to historical embeddings. We in-
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troduce a set of novel bounded embedding staleness metrics
in decentralized GNNs. Particularly, to directly avoid com-
munication, SANCUS adaptively skip-broadcasts embeddings
within bounds and automatically reuses cached historical em-
beddings; otherwise, if embeddings become too stale, the re-
sults are broadcast and updated in cache among GPUs to keep
the system staleness within bounds. Taking Figure 2 as a toy
example, the embeddings Hs is not too stale, then SANCUS
can skip broadcast once, now SANCUS only needs 7 broad-
casts to update all embeddings in the 2-layer GNN. Again, it
should be emphasized that there is no individual embedding
fetching in GNN aggregation with SANCUS. Compared to
the conventional distributed GNN in Figure 1, only to obtain
the embeddings for node A and E, 10 and 9 request-and-send
operations are needed. To update all, 59 request-and-send
operations are needed. However, SANCUS only needs as less
as 7 broadcasts in total as Figure 2 shows. Also, it should
be pointed out that SANCUS has few burden of preprocessing
and can be easily applied to any distributed GNNs based on
arbitrary matrix blocking and direct matrix operations.

In summary, our major contributions are: (1) Problem Ex-
ploration. We share a new perspective to accelerate GNNs
by introducing historical embeddings with bounded staleness
to decentralized GNNs, treating GNN processing purely as
sequential matrix operations. (2) Novel Metrics. We intro-
duce a set of novel bounded embedding staleness metrics in
decentralized GNNs to effectively manage the system stale-
ness caused by historical embeddings. (3) New Criterion.
We provide the communication cost bound of SANCUS. We
prove the approximation errors of the embeddings and gradi-
ents are bounded with convergence guarantee. (4) Prominent
Performance. We evaluate SANCUS on large-scale bench-
mark datasets with prevalent GNN models via different sys-
tem setups, to show its ability to generalize and superiority
in efficiency while preserving effectiveness. SANCUS’s per-
formance with little or no accuracy loss demonstrates consis-
tency with our theoretical findings.

2 Preliminaries

In this section, we introduce the related concepts of node-
level graph representation learning. Let G = (V,€&) be an
undirected graph of order /N with a set of edges £ C V x V
and nodes V = {v1, v, ..., vn }. Consider the graph adjacency
matrix A, where the element A;; in the matrix specifies the
relation between the nodes v; and v; with A;; = 1 if there ex-
ists an edge (v;,v;) € € or otherwise A;; = 0. A is symmetric
since G is undirected. Denote A = D 2AD" = as the ad-
jacency matrix after symmetric normalization in GCN [Kipf
and Welling, 2017], where A = A + Iy denotes the adja-
cency matrix with self-connections and D € RV*N = D+1y
denotes the diagonal node degree matrix.

Without loss of generality, the ¢-th layer propagation pro-
cess of such GNNs [Abadal et al., 2022; Wu et al., 2021] can
be formulated in matrix form as:

HY — o (H(Zfl),A;W(Zfl)) (1)

where o denotes the activation function such as ReLLU and
W € RF*F denotes the weight matrix. Initially, H® = X
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where X € RV*F is the node embedding matrix whose i-th

row represents the length-F' embedding vector of node v;.

3 The SANCUS Framework

In this work, we propose SANCUS, an adaptive staleness-
aware communication-avoiding decentralized GNN system.
Fundamentally, SANCUS is simple yet effective which caches
and reuses the stale historical embeddings and skips broad-
cast accordingly during the decentralized GNN training,
based on a general communication-avoiding matrix blocking
algorithm for parallel computing. The details can be referred
in the original paper [Peng et al., 2022].

We provide the overview of SANCUS in Figure 3. Primar-
ily, there are five steps: (1) data loading, (2) staleness bound
checking, (3) embedding broadcasting, (4) GNN model com-
puting, and (5) results caching. Here, we briefly clarify these
steps: (1) to begin with, the whole sparse adjacency ma-
trix of the full graph and the dense embedding matrix are
split into matrix blocks, then loaded to individual worker.
Each worker keeps its own replica of the full model; (2) on
each GPU, before broadcasting the last computing results,
we check whether the staleness of historical embeddings are
within proposed bounds. If the staleness is within bounds,
the embedding broadcast is skipped and the cached histori-
cal embeddings are reused for this iteration’s model comput-
ing; (3) otherwise, if the staleness exceeds the limit, the lat-
est results are broadcast to all workers and updated in cache;
(4) thus either latest embeddings or cached historical embed-
dings are loaded to the GNN model to compute; (5) finally,
updated embeddings are dispatched to next iteration’s stale-
ness check before the broadcast.
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Figure 3: The overall architecture.

3.1 Historical Embeddings

Inspired by historical embeddings h® [Chen et al., 2018;
Fey et al., 2021], we generalize the idea to stale intermediate
embedding results computed by other workers in distributed
GNNs. Thus, the embedding matrix H® in Equation (1) con-
sists of two parts — the latest embedding submatrices from ac-
tive workers which just broadcast the results and the historical
embedding submatrices from stale workers whose embedding
variation is small enough to be neglected. Historical embed-
dings are stored in cache on each GPU, preserving only the
fresh ones. Let [| denotes the vertical concatenation of matrix
blocks, then:
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3.2 Skip-Broadcast

We propose a communication primitive Skip-Broadcast that
is efficient to implement and requires no centralized parame-
ter servers. Skip-Broadcast allows seamless reshaping of the
communication topology during training. To realize Skip-
Broadcast, SANCUS keeps the state flag Flag (i) on each
worker ¢ to indicate the corresponding worker status for the
embeddings H; computed on that worker, where ¢ € [1,p].
Specifically, Flag (i) ==ACTIVE means worker ¢ needs to
broadcast its latest version of embeddings H;. During the
broadcast, the latest embeddings H; should be sent to all
other workers and cached there respectively. If Flag (1)
turns to STALE, SANCUS can Skip-Broadcast H; and let
other workers utilize their cached stale embeddings.

3.3 Bounded Embedding Staleness

To manage system staleness, SANCUS supports bounded
embedding staleness. Though bounded gradient staleness
is deeply investigated [Cipar et al., ; Jiang et al., 2017,
Xian et al., 2021] in traditional distributed ML for stochastic
gradient descent (SGD), its main purpose is to help SGD con-
verge, mitigating negative effects from stale gradients. How-
ever, we actively utilize stale embeddings to avoid communi-
cation. By introducing a set of novel bounded embedding
staleness metrics €, we control the errors caused by stale-
ness. We provide three staleness [Peng ef al., 2022] of histor-
ical embeddings, Epoch-Fixed e, Epoch-Adaptive €4, and
Epoch-Adaptive Variation-Gap eg. All metrics are defined
and checked locally on each worker, we need no centralized
or global monitor to break the decentralized scheme. Partic-
ularly, one can easily adapt the general definitions above to
any specific distributed GNN systems as the metrics to study
how the stale results affect the distributed training.

4 Theoretical Results

With SANCUS, we first obtain a tighter communication cost
bound. Then, we bound the approximation errors of the em-
beddings and gradients and guarantee the convergence. The
comprehensive theoretical results can be found in the original
paper [Peng et al., 2022].

5 Experiments

We evaluate SANCUS on five commonly-used [Abadal et
al., 2022] large-scale benchmark datasets Flickr, Reddit,
Amazon, ogbn-products, and ogbn-papers100M [Zeng er al.,
2020; Hu et al.,, . We implement defined bounded stale-
ness ¢g as SCS-E, €4 as SCS-A, and €y as SCS-H cor-
respondingly. Additionally, we implement SkipG [Miao et
al., 2021] on bounded gradient staleness from traditional dis-
tributed training. Our experiments are performed on four dif-
ferent GPU configurations: @ eight RTX 2080 Ti connected
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Figure 4: Communication-avoiding performance using all 8 GPUs. In each subplot, x-axis denotes the methods compared: CAGNET [2020],
SkipG [2021], SCS-E1/E2/E3 with e = {1, 2,3}, SCS-A1/A2/A3 with e4 = {1,2,3}, SCS-HI1/H2/H3 with exz = {0.01,0.02,0.03};
y-xis denotes time proportion during training, blue bar denotes computation cost, and orange bar denotes communication cost.
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Figure 5: The performance with system variants compared to CAGNET. In each subplot, y-axis denotes the time proportion during training,
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configurations in Fig. 5a, method/number of GPUs in Fig. 5b, method/layer number in Fig. 5c, and method/hidden feature size in Fig. 5d.

by PCle 3.0 x 16; @ two servers connected by 10Gbps Eth-
ernet - each has four RTX 2080 Ti via PClIe 3.0; ® four A100
40GB via NVLink; @ four V100 32GB via NVLink.

First, we demonstrate the effectiveness on communica-
tion reduction of SANCUS on different benchmark datasets.
In Figure 4, we show SANCUS results with accuracy loss
within 0.01. Compared to the SOTA CAGNET and bounded-
gradient method SkipG, all our system variants further avoid
communication by at least 35% to 74% with bounded embed-
ding staleness. SANCUS can preserve the GNN performance
on all datasets. Considering the better performance preserv-
ing, the more adaptive SCS-A/H are in fact more robust.

Also, we demonstrate the generality of SANCUS with its
worst-behaved baselines to study the influence of different
system configurations. Figure 5 shows SANCUS achieves
consistent communication avoiding in all configurations.
As Figure 5b shows, with increasing GPU number, the total
cost compared to CAGNET are reduced continually. Though
communication cost increases with the GPU number, with
SCS-H, we can reduce the communication cost using all 8
GPUs to get close to the communication cost of CAGNET
using 2 GPUs, together with 67% reduction on the compu-
tation cost. Importantly, the communication proportion we
avoid increases with the number of GPU used, which is hard
for centralized architectures [Lian et al., 2017] to achieve.

In Section 5, we give an overall throughput comparison of
SANCUS (SCS-Al) to five SOTA distributed GNN systems
over their commonly-used Reddit dataset. The worst-behaved
baseline SCS-A1, in fact, still outperforms all related SOTA
systems. SCS-A1 processes the fastest 10.3 epochs per sec-
ond with an average 1.86x throughput. As compared to Do-
rylus which aims at low-cost training, we are 68.7x faster
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and 80% cheaper. We refer interested readers to the original
paper [Peng et al., 2022] for more experiments.

System | Config | TP | Reference

SCS-A | VI00%4 | 103 | —

CAGNET | V100%4 |9 | Fig112020]

RoC | P100%4 | 5 | Figs[2020]

Dorylus | Lambda on CPU*2 | 0.15 | Sec 7.2 Table 4 [2021]
PaGraph | 1080ti*4 | 5 | Sec525.5; Fig9 [2020]
DGCL | VI00*4 | ~7 | Fig8 [2021]

Table 1: TP is the throughput (epochs/s) of GCN on Reddit dataset
over SOTA distributed GNN systems.

6 Conclusion

We present SANCUS, the first staleness-aware communication
avoiding decentralized GNN system that adaptively avoids
communication by caching historical embeddings and man-
aging embedding staleness, while preserving model perfor-
mance. We propose a set of novel bounded embedding stal-
eness metrics. Then, we integrate the historical embedding
cache and bounded embedding staleness check into decen-
tralized GNNs to adaptively skip broadcast among GPUs. We
present theoretical analysis to bound communication costs
and approximation errors and conduct extensive experiments
over large-scale benchmark datasets to demonstrate the effi-
ciency and effectiveness of SANCUS, as well as the necessity
of the adaptive strategy to manage system staleness.
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