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ABSTRACT: 
 
The vehicle localization is an essential component for stable autonomous car operation. There are many algorithms for the vehicle 
localization. However, it still needs much improvement in terms of its accuracy and cost. In this paper, sensor fusion based localization 
algorithm is used for solving this problem. Our sensor system is composed of in-vehicle sensors, GPS and vision sensors. The 
localization algorithm is based on extended Kalman filter and it has time update step and measurement update step. In the time update 
step, in-vehicle sensors are used such as yaw-rate and speed sensor. And GPS and vision sensor information are used to update the 
vehicle position in the measurement update step. We use visual odometry library to process vision sensor data and generate the moving 
distance and direction of the car. Especially, when performing visual odometry we use georeferenced image database to reduce the 
error accumulation. Through the experiments, the proposed localization algorithm is verified and evaluated. The RMS errors of the 
estimated result from the proposed algorithm are about 4.3 m. This result shows about 40% improvement in accuracy even in 
comparison with the result from the GPS only method. It shows the possibility to use proposed localization algorithm. However, it is 
still necessary to improve the accuracy for applying this algorithm to the autonomous car. Therefore, we plan to use multiple cameras 
(rear cameras or AVM cameras) and more information such as high-definition map or V2X communication. And the filter and error 
modelling also need to be changed for the better results. 
 
 

1. INTRODUCTION 

 
 The vehicle localization is an important component for stable 
autonomous car operation. The most efficient and accurate way 
for positioning is Global Navigation Satellite System (GNSS) 
such as Global Positioning System (GPS). GPS is the most 
common method to get the position for many purpose. However, 
it may not always provide accurate result because of the week or 
wrong signal due to the urban environments. Therefore, many 
researches are focused on supplementing the GPS accuracy. The 
most common method is to use additional sensors. Many 
automobile production companies already developed 
autonomous car positioning algorithm and they are now focusing 
on stability improvement. They developed a high precision 
localization system using high-cost GPS and IMU sensors for 
high performances (Franke et al., 2013). And some companies 
such as Google also use Lidar sensors and radar sensors together 
for precise localization and perception. However, the cost of 
sensors that they used are very high and it is not suitable for 
commercialized cars. 
Therefore, there are many attempts to replace high-priced sensors 
with inexpensive sensors using a sensor fusion algorithm. One of 
the typical attempts is to combine GPS and in-vehicle sensors (Jo 
et al., 2012). In commercial cars, there are some on-board sensors 
such as speed and yaw-rate sensors. And these sensors can 
replace the role of expensive IMU sensors. But still there is 
accuracy problem. Because this method has a problem with the 
error accumulation. 
Some other papers use vision sensors. The price of vision sensor 
is low but the information from them are helpful for estimating 
the vehicle position. The lane marking detection for localization 
is one of the research that can improve the accuracy of the 
localization (Lu et al., 2014). Visual odometry approach can 
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compute the relative poses in the sequential images in real time 
(Nister et al., 2004). Nath et al. (2012) developed an algorithm to 
estimate 3D position of moving platform using least squares 
estimation strategy. The combination of GPS and video camera 
was also studied (Soloview and Venable, 2010). 
Map-based localization algorithm also can be a one of the method 
to reduce errors. For autonomous vehicle, many company made 
an accurate digital map called high definition map (Karlsson and 
Gustafsson, 2017). It contains geographic information such as 
digital elevation model (DEM) and landmarks information such 
as traffic lights or speed-limit signs. There are many studies using 
digital map and geographical information for localization. DEM 
information is used for estimating the positions and attitudes of a 
vehicle (Larnaout et al., 2012) and 3D point cloud database is 
employed for vehicle localization (Yoneda et al., 2014). In 
addition, traffic sign image database or road lane information in 
the digital map is also used for vehicle localization (Vivaqua et 
al., 2018). Furthermore, 3D building map-based localization was 
studied (Shunsuke et al., 2015). It uses 3D building map based 
GNSS Positioning, on-board sensors for localization. And 
monocular camera is used to achieve lane level accuracy. 
This paper presents a car localization method using multiple cost-
effective sensors. For realizing our localization method to 
commercialized car, we adopted the sensors that are cheap and 
easy to get and install such as in-vehicle sensors, a low-cost GPS 
and cameras. And we designed the localization framework based 
on sensor fusion method. The extended Kalman filter is used to 
integrate the information from multiple sensor measurements. To 
check the feasibility of proposed localization method, we built 
the sensory data acquisition system and mounted on the vehicle. 
During the driving on real road, the system gets the sensor data 
and use it as inputs for proposed localization algorithm. As a 
result of the proposed algorithm, there is an accuracy 
improvement compared it with other localization methods. 
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The rest of this paper is organized as follows. Section II describes 
the flow of the localization framework. Section III presents data 
data acquisition and experimental results for the proposed 
algorithm and the conclusions are followed in final section. 
 
 

2. LOCALIZATION FRAMEWORK 

 
Figure 1 represents the overall framework of the positioning 
system using sensor fusion algorithm. The extended Kalman 
filter is used to integrate the sensors information. The process of 
this system is composed of two parts. One part is time update and 
the other part is measurement update. At the time update step, 
vehicle state is predicted which is based on the bicycle model. 
And at the measurement update step, the GPS measurements and 
visual odometry results are used for updating the vehicle position 
estimation. The time update step and measurement update step 
are performed repeatedly. Through the GPS and visual 
information, it can estimate the horizontal and vertical position. 
However, the horizontal position information is more important 
in the autonomous vehicle. And to simplify the estimation model, 
we only consider the horizontal position in this framework. 
 
2.1 Time update 

In the time update step, the system updates the vehicle state using 
bicycle model with in-vehicle sensors inputs (speed and yaw rate). 
The equation (1) is shown how to update the vehicle state. This 
model contains three states: 2D vehicle coordinates (X, Y) and 
vehicle heading (𝜃𝜃). 
  

𝑥𝑥�𝑘𝑘|𝑘𝑘−1 = �
𝑋𝑋𝑘𝑘|𝑘𝑘−1
𝑌𝑌𝑘𝑘|𝑘𝑘−1
𝜃𝜃𝑘𝑘|𝑘𝑘−1

� = �
𝑋𝑋𝑘𝑘−1 + ∆𝑇𝑇 ∙ 𝑉𝑉 ∙ cos(𝜃𝜃𝑘𝑘−1 + ∆𝑇𝑇 ∙ 𝜔𝜔)
𝑌𝑌𝑘𝑘−1 + ∆𝑇𝑇 ∙ 𝑉𝑉 ∙ sin(𝜃𝜃𝑘𝑘−1 + Δ𝑇𝑇 ∙ 𝜔𝜔)

𝜃𝜃𝑘𝑘−1 + ∆𝑇𝑇 ∙ 𝜔𝜔
�  (1) 

 
where  x = state vector 
 𝑋𝑋, Y = vehicle coordinates 
 𝜃𝜃 = vehicle heading 
 𝑉𝑉 = speed 
 ∆𝑇𝑇 = time elapsed 
 𝜔𝜔 = yaw-rate 
 
Through this step, the position and driving direction of the car 
can be estimated continuously with the passage of time. And the 
system can determine the current position and driving direction  
 

 
even if there is no information obtained from the outside of 
vehicle such as GPS. 
 
2.2 Measurement Update 

In this paper, there are two types of measurement update. One is 
a GPS measurement and other is a visual odometry measurement.  
The system monitors which sensor is newly observed. And when 
a new sensor data is measured, the measurement value is 
reflected the system and it update the vehicle state. 
 
2.2.1 GPS Update: In the GPS update step, the system obtains 
the positioning information from GPS receiver. Whenever the 
new GPS signal is received, the car position is updated using this 
information. The measurement vector can be expressed as 
equation (2). 
 
  zk = [𝑋𝑋𝐺𝐺𝐺𝐺𝐺𝐺  𝑌𝑌𝐺𝐺𝐺𝐺𝐺𝐺]𝑇𝑇   (2) 
 
where 𝑋𝑋𝐺𝐺𝐺𝐺𝐺𝐺 and 𝑌𝑌𝐺𝐺𝐺𝐺𝐺𝐺 represent the global position from the GPS 
receiver. 
In this system, we only consider the information about the 
horizontal position. Therefore, we just use the X and Y values 
and ignore the Z value from GPS signal. 
 
2.2.2 Visual Odometry Update: In this step, the system 
updates the position using visual odometry result. Through the 
visual odometry, the system can estimate movement of the car. 
We use LIBVISO2 which is open source library for visual 
odometry (Geiger et al., 2011). This library works well for both 
circumstance mono and stereo front-view camera. The 
measurement vector can be expressed as equation (3). 
 
  zk = [𝑋𝑋𝑉𝑉𝑉𝑉  𝑌𝑌𝑉𝑉𝑉𝑉 𝜃𝜃𝑉𝑉𝑉𝑉]𝑇𝑇  (3) 
 
where 𝑋𝑋𝑉𝑉𝑉𝑉 and 𝑌𝑌𝑉𝑉𝑉𝑉 represent the global position from the visual 
odometry result and 𝜃𝜃𝑉𝑉𝑉𝑉 represent the vehicle driving direction 
also from the visual odometry result. 
Furthermore, the system uses image database estimation for 
estimating the car position more accurately. Dead reckoning in 
time update step, GPS and visual odometry in measurement 
update step are a good solution for estimating a car position. 
However, it is not stable solution. Because dead reckoning 
sensors and visual sensors are noisy, and they have integration 
errors. And GPS outage occur frequently in urban environments. 
Consequently, the localization accuracy is not enough for self-
driving car. To overcome these problems, this system uses geo-
referenced image-based localization algorithm. Before driving, 

Figure 1. Overall framework of the localization algorithm. 
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we acquired images and corresponding geometric information 
such as position and attitude. And the system storing these geo-
referenced image data. The system uses frontal image sequence 
and information of geo-referenced images together to get the 
refined results. In this part, whenever corresponding geo-
referenced image is coming up we load this image information 
and combine it with frontal image. This information works the 
similar role as a map. The concept of localization using geo-
referenced image is shown in figure 2. This Through this process, 
the system can reduce the accumulated errors from vision sensors 
and estimate the car position more precisely. 
 

 
Figure 2. Concept of the localization using image database 
 
 

3. EXPERIMENT 

 
For testing the proposed algorithm, we build a data acquisition 
system. Figure 3 is shown some part of our system. Our sensor 
system is composed of in-vehicle sensors, a low-cost GPS 
receiver and two front-view cameras. Furthermore, the reference 
data measurement equipment is also mounted on the car for 
accuracy evaluation. We estimate the vehicle position using 
proposed localization framework and compare it with the true 
position which is determined by reference equipment. 
 

 
Figure 3. The data acquisition system 

 
3.1 Experimental System Configuration 

We set a test vehicle equipped with data acquisition system. This 
system can acquire the in-vehicle sensors data such as yaw rate 
and vehicle speed using Controller Area Network (CAN) bus. We 
use the Kvaser USBcan Pro interface for logging the in-vehicle 
sensors data. The data from the in-vehicle sensors are used to 
estimate the car motion. A low-cost GPS receiver is also used for 
determining the position of the car. We use a smartphone 
(Samsung Galaxy S6) for GPS receiver and save the signal log to 
the laptop. In addition, we also use the two front-view cameras 

for obtaining driving images. We adopt visual odometry 
algorithm called LIBVISO2 to estimate the relative movement 
and direction of the car. For this visual odometry process, we 
installed two front view cameras (Genie Nano) and suitable lens 
(Pomeas) on the roof of the car. The specifications of the image 
sensors are listed in Table 1. And for the evaluation, we also 
installed Applanix POSLV 210 which is a high-accurate data 
acquisition device. 
 

Parameter Value Unit 

Focal length 12 mm 

Resolution 2592x2048 pixels 

Pixel size 4.8x4.8 ㎛ 
Table 1. The image sensor specification 

 
3.2 Experimental Results 

The proposed localization algorithm is evaluated through the 
experiment. To analyse the proposed localization algorithm, we 
conducted experiment with acquired data. The driving data was 
acquired near the University of Seoul, Korea. The trajectory is 
shown in figure 4. It took around 407 seconds and the driving 
distance was 1.4km. And the GPS data acquisition rate was 1 Hz 
and images from front cameras were captured in every 2 meters 
driving distance. In this experiment, it is assumed that the geo-
referenced images are existed in every 40 meters. The high-
accurate driving data acquisition system was used to evaluate the 
accuracy of proposed method and we regarded it as a reference 
value. The accuracy was evaluated based on the position 
difference between each localization method and the reference 
driving data. The localization estimation results are shown in 
figure 5. The blue line indicates the trajectory from reference 
device. The red line and yellow line are the trajectories 
determined from the in-vehicle sensor information and the GPS 
signal respectively. And the purple line indicates the trajectory 
from proposed localization method. 
Figure 5 shows the distance differences comparing to the 
reference data. The proposed sensor fusion method shows more 
stable and accurate result then other sensors. And the table 2 
indicates the error statistics comparing with the reference data. 
The RMS of the dead reckoning only method and the RMS of the 
GPS only method is about 35.1 meters and 7.2 meters 
respectively. But the RMS of the proposed sensor fusion method 
is only 4.3 meters. The result shows that the estimation 
performance of proposed method is improved about 41% 
compared with GPS only method. 
 

 
Figure 4. The test site and trajectory (red line) 
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Figure 5. Trajectory comparison 

 
 

 
Figure 6. Comparison of position difference 

 
 

Unit [m] Mean STD RMS Min Max 
CAN 4.03 34.8 35.1 -61.8 60.9 
GPS -3.1 6.6 7.2 -19.9 14.4 

Sensor Fusion -2.0 3.8 4.3 -15.8 7.9 
Table 2. Errors of position estimation 

 
 

4. CONCLUSION 

This paper proposed a localization algorithm based on sensor 
fusion algorithm. This algorithm integrates speed sensor, yaw-
rate sensor, GPS and vision sensors using extended Kalman filter 
method. And it also uses image database in visual odometry step 
for reduce the error accumulation. 
The proposed localization algorithm can operate with low-cost 
sensors and it can reduce errors using sensor fusion. However, it 
is still necessary to improve the localization accuracy for the 
autonomous car. In order to reduce the positioning errors, we plan 
to integrate other sensors such as AVM cameras, precise digital 
map and V2X devices. The errors will be reduced when the 
system integrates additional sensors. The filter and error 
modelling will need to be changed for additional sensor 
information. 
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