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Abstract—People counting is an important part of video 

surveillance. In recent years, significant progress has been made 

in the field using the method of feature regression. In this 

context, feature extraction and using a machine learning 

algorithm to establish the relationship of extracted feature and 

the number of people are two basic steps. To extract the feature 

of crowd, methods in the literature either using the statistics 

values of the foreground pixels, or using the number of corners. 

In this paper, in order to obtain a better description of crowd, 

both of the two kinds of features are obtained respectively by 

using the FAST algorithm and VIBE algorithm, and a 

processing of normalization is done to solve the problem of 

perspective distortion. Then, the correspondence between these 

features and the number of people is studied by SVR. In 

addition, in order to avoid the improper selection of parameters 

of SVR, the PSO algorithm is used to select the relevant 

parameters in SVR. The method has been tested on the 

PETS2009 datasets and the self-shooting datasets, and the 

experimental results show the effectiveness of the method. And, 

the method has been extensively compared with the algorithm 

by Albiol et al, which provided the highest performance at the 

PETS 2009 contest on people counting. The results confirm that 

the proposed method improves the accuracy and robustness.

Index Terms—FAST, VIBE, PSO, SVR, People counting

I. INTRODUCTION

Crowd density analysis is a very important research 

direction in the field of pattern recognition, and related 

technology is now widely used in video surveillance field.

People counting is a very effective method to analyze 

crowd density. There are two different ways to count 

people. In the direct approach(also called detection-

based), each person in the scene is individually 

individually detected, using some form of segmentation 

[1] and object detection; This problem has been 

addressed by adopting part-based detectors [2], or by 

detecting only heads [3] or the  -shape formed by 

heads and shoulders. This method is not affected by the 

perspective distortion, and it can obtain a higher accuracy 

in low density crowd. However, the detection of people 

itself is a challenging task, especially in occlusion and 

congestion scenes where accurate detection of the target 

becomes difficult and the results are also not credible.

Recent methods typically bypass the task of detecting 

people and instead focus on the indirect way.

The indirect way is based on feature extraction and 

regression [4]-[7], using the regression algorithm to learn 

the correspondence between the features and numbers of 

people, so as to estimate the number of people in the 

video scenes [8]-[10]. To analysis low and middle density 

crowd, some statistics values of foreground pixels (for 

example, the number of foreground pixels, the number of 

edge pixels of foreground pixels; etc.) or the information

of the crowd(the number or distribution of corner points) 

are often used. In another perspective, some other works 

focus on the study of regression algorithms (e.g. Gaussian 

Process regression, neural network in [11]). Indirect 

method is simpler than direct method, and has better 

robustness.

In this paper, a indirect method is proposed to count 

the people. The main contributions are the following two 

aspects: (1) Unlike other literature, which only extract 

one kind of features of the crowd, or one kind of the 

features is treated as the constraint of another, the method 

constructs feature vectors using both the statistical value 

of the pixels and corners, and a step of weighting the 

features is done to handle the problem of perspective 

distortion. (2)Instead of manually setting the parameters 

in the SVR, PSO is used to optimize the parameter 

selection in SVR to ensure the accuracy of the model.

Due to the above steps, the method has achieved good 

experimental results.

The remainder of the paper is organized as follows: In 

the next Section II, a taxonomy of relevant works to 

people counting is presented. Then, the approach for 

people counting is introduced in Section III. A detailed 

experimental results and analysis follows in Section IV.

Finally, a briefly conclude and an outlook to future work

are given in Section V.

II. RELEATED WORK

Existing counting methods can be classified into three 

categories: counting by detection [12]-[14], counting by 

clustering [15] and counting by regression[16]-[18]. At 

present, counting by regression is the most popular 

method.



  

 

 

  

 

  

  

  

  

 

Journal of Communications Vol. 12, No. 11, November 2017

©2017 Journal of Communications 618

Feature extraction is an important step for regression 

algorithm. For low density crowd, the number of pixels or 

corners is usually used to form the feature vector. Davies  

was one of the earliest researchers who used the statistical 

information of foreground pixels to estimate the number 

of people[19]. In his paper, background subtraction is 

used to obtain the information of foreground pixels of the 

moving crowd, and a view is presented that the number of 

people and the number of foreground pixels present a 

linear relationship in low density. His method was 

applied for CCTV in London. Albiol et al. found a simple 

linear relationship between the number of people and the 

number of Harris corners belong to the crowd, and the 

method provides the highest performance at the PETS 

2009 contest on people counting. Fradi detected the 

corner points using FAST, and add a step to track corner 

points using Robust Local Optical Flow (RLOF), the 

crowd density map is generated to analysis crowd. It is 

worth noting that most of the methods including 

mentioned above, using only one kind of features to 

describe the crowd. The method is also only using the 

corner as a constraint on the number of pixels, rather than 

using all of them to form the feature vector. It means that 

some research work can be carried out in this regard. 

Ideally, there is a simple linear relationship between 

features and the number of people; However, this 

relationship is usually affected by perspective distortion, 

namely, the value of the feature varies with the distance 

of the target from the camera, which affects the accuracy 

of the people counting in a certain degree. Therefore, 

differently from the above aforementioned works, some 

other methods take into account the effects of perspective 

distortions. Fradi weighted the foreground pixels to 

correct the perspective distortion, the results obtained a 

significant improvement than Albiol's algorithm which 

does not consider the perspective distortion. Conte using 

the Inverse Perspective Mapping (IPM) to solve the 

problem of perspective distortion, greatly improving the 

accuracy of the results. Weighting the foreground pixels 

is simple and real-time, and the perspective distortion has 

been solved in a certain degree; IPM need to calibrate the 

parameters of camera, which is complex to calculate, but 

it owns a better accuracy.  

The classifier is also an important part of improving 

the prediction results. Chow proposed a method which 

using RBF neural network to fit the relationship between 

the number of people and the statistical values of 

foreground pixels, the result owns a higher accuracy than 

Davies’s method. The setting of parameter of the 

classifier is very important. In general, PSO and GA can 

be used to optimize the parameters of the classifier [20], 

[21]. 

III. PROPOSED METHOD 

The approach proposed in this paper is based on 

regression. An illustration of the proposed method is 

shown in Fig. 1. The remainder of this section describes 

each of these system components. 

 

Fig. 1. The flow chart of the proposed method 

As shown in Fig. 1, the method respectively using two 

threads to extract pixels and corner points. The two 

threads work in the following way: According to the 

result of clustering feature points, crowd is divided into 

different regions, and then, the number of pixels in the 

same region that generated by VIBE is calculated. Then, 

a feature vector of the region is formed by using the 

above values. Finally, the feature vectors are input into 

the regression algorithm to predict the number of people. 

A. Moving FAST Points Detection 

Detecting corners is a basic step to count people. 

Harris, SIFT and FAST are usually used to detect corners. 

In order to ensure the real-time and reliability of the 

system, the selected corner should have high 

computational performance and reliability. For reliability, 

FAST is used in [22], [23] to detect crowds from aerial 

images, and the results show an excellent performance. 

For computational performance, an experiment is done in 

this section to show the time taken by different 

algorithms. The result is shown in Table I. 

TABLE I: COMPARISON OF THE TIME TAKEN BY DIFFERENT 

ALGORITHMS TO DETECT CORNERS 

Algorithm Time (ms) 

SIFT 284.51 

SUFT 266.37 

FAST 30.25 

 

The conditions for the experiment are as follows: the 

size of the image is 768*576; Intel Core CPU 2.9GHz; 

RAM: 8G. 

The result of the Table I shows that FAST can detect 

corner points in real time. So, under the condition that 

both of the real-time and robustness of the algorithm are 

considered, FAST is used to detect corner points. 

The extracted FAST features are distributed on the 

background and crowd, but we only need the feature 
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points from the crowd. Hence, we need to add in our 

system a separation step between foreground and 

background. It is done by optical flow [24] to detect local 

features in order to distinguish the moving and static ones. 

The static and moving interest points are distinguished on 

the basis of the following rule: 
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where p(x, y) is the interest point at the x, y 

coordinates, ),( yxv  is the magnitude of the motion 

vector calculated in x, y with respect to the previous 

frame; is a bias value (in our experiment,  =0.5). 

B. FAST point Clustering 

Correct clustering of the feature points can help to 

construct the feature vector effectively, and then 

influences the accuracy of the regression model. 

Therefore, the clustering process is a key step in this 

paper. Xu [25] using OPTICS algorithm to cluster the 

feature points to generate the corresponding reachable 

graphs. Conte clustering of feature points using graph 

theory whose parameters is insensitive to the particular 

application [7]. 

In this paper, DBSCAN algorithm is used to cluster 

feature points. DBSCAN algorithm is based on spatial 

density, clustering the regions with higher spatial density 

into clusters. As shown in Fig. 2, point P and point M are 

reachable, point M and point Q are reachable, so point P 

and point Q are also reachable. The circle they owns can 

be treat as a cluster. DBSCAN runs fast and it can find 

the noise in the data, which is the traditional clustering 

algorithm can not do. The result of DBSCAN algorithm 

on some images is shown in Fig. 3, and it shows the 

effectiveness of DBSCAN. 

 
Fig. 2. DBSCAN algorithm schematic 

 
                                                       (A) 

(B) 

Fig. 3. Feature point clustering results using DBSCAN algorithm: (A) 

Beijing Union University campus, middle density crowd; (B) 
PETS2009 S1.L1.13-57(view 1), middle density crowd 

C. Foreground Segmentation and Perspective 

Normalization 

In this paper, the VIBE [26]-[28] is used to segment 

the crowd. VIBE only needs one frame to complete the 

process of model initialization; In addition, it is sensitive 

to noise and needs fewer computational time. At the same 

time, it is very stable for the changes in light and camera 

shake and other effects. The result of the VIBE is shown 

in Fig. 4. 

 

Fig. 4. VIBE Foreground segmentation 

After the foreground objects are obtained, it is 

necessary to compute the statistical information of the 

foreground pixels. And, the method mentioned in [29] is 

used to solve the problem of perspective distortion, which 

weighting each foreground pixel according to a 

perspective map with assigning larger weight for farther 

points in the scene. Perspective correction based on linear 

interpolation is shown in Fig. 5. 

 
Fig. 5. Perspective Correction Based on Linear Interpolation 

In Fig. 5, the weight on the line ab is 1, and the weight 

on the line cd is wn, then the weights of the pixels 

between line ab and line cd are calculated as follows:     
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where b2,b1 is the distance of  line li(the row of the 

object located)between line cd and ab. The number of 

pixels on each line is calculated as follows: 
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where iN  is the total number of foreground pixels in the 

y-th row.  

D. Feature Extraction and Regression 

In this step, the feature vector is extracted and put into 

a regressor. According to the each cluster generated by 

clustering, the number of corners detected by FAST and 

the weighted pixel statistics generated by VIBE algorithm 

are extracted as feature vector and the number of people 

in each frame is given. The SVR optimized by PSO [30] 

is used to learn the relationship between the number of 

people and feature vector. The output of regression is 
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estimated number of people in the group represented by 

the cluster. The relationship between the feature vector 

and the number of people can be formulated as: 

   
）（4),(
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int
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i

pixelsspopeople nnfn                (4) 

where peoplen  is the estimated number of people, m  is 

the total number of cluster in a frame, spon int  is the 

number of interest points within a cluster; pixelsn  is the 

number of pixels within a cluster. The process of training 

is shown in Fig. 6. 

 
Fig. 6. The process of training 

IV.  EXPERIMENTAL RESULTS 

A. Datasets  

The datasets include PETS2009 dataset and the Beijing 

Union University campus datasets. The size of the frame 

is 768*576. First of all, Polus divided the crowd density 

into five levels. In this paper, the definition of the crowd 

density levels is shown in Table II. The condition of 

dataset is shown in Table III. 

To assess our method, we compare the estimated 

number of persons to the ground truth using the Mean 

Absolute Error (MAE) and the Mean Relative Error 

(MRE) metrics which are defined as: 
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where M is the total number of frames in a video 

sequence. E(i) is the estimated number of people in the i-

th frame, G(i) is the ground-truth number of persons in 

the i−th frame. MAE and MRE are also used in [6], [7]. 

TABLE II: CROWD DENSITY LEVEL TABLE 

level 
Range of 

Density(people/m2) 
Range of People 

very low 0~0.2 0~10 

low 0.2~0.5 10~25 

middle 0.5~1 25~50 

TABLE III: EXPERIMENTAL DATASET 

Dataset Video Sequence Length(frame) Conditions Number of people 

PETS2009 
S1.L1.13-57(view 1) 

221 Medium density crowd 5~34 

PETS2009 

S1.L1.13-59(view 1) 
241 Medium density crowd 3~26 

PETS2009 

S1.L3.14-17(view 1) 
91 Medium density crowd 6~41 

PETS2009 
S1.L1.13-57(view 2) 

221 Medium density crowd 8~46 

PETS2009 

S3.MF.12-43(view 2) 
108 Very low density crowd 1~7 

BUU  Video1 1250 Medium density crowd 3~21 

BUU  Video2 2800 Medium density crowd 15~52 

BUU  Video3 1475 Very low density crowd 1~8 
 

B. Experiments Results and Analysis 

For each dataset, 20% are training set, the rest are 

testing set. Comparison of different methods is shown in 

Table IV.  

It can be seen from the above analysis that the method 

of this paper is superior to the method of [4] on the 

specified dataset, and has achieved the similar 

performance like the method in [7]. The main reasons are 

the following two points: (1) The pixels and corners are 

fused to obtain a richer and more precise description of 

the crowd, and perspective distortion is studied. (2) The 

PSO algorithm is used to optimize the SVR, which 

improves the accuracy of the model. The result on BUU 

is shown in Table V. The result on some dataset is shown 

in Fig. 7. 

TABLE IV: COMPARISON OF DIFFERENT METHODS ON PETS2009 

Video 

Sequence 

Albiol et al.[4] Conte et al[7] Our approach 

MAE MRE MAE MRE MAE MRE 

S1.L1.13-57(view1) 2.80 12.6% 1.92 8.7% 1.87 9.58% 
S1.L1.13-59(view1) 3.86 24.9% 2.24 17.3% 2.34 15.4% 

S1.L1.14-17(view1) 2.64 14.0% 1.75 9.2% 2.08 10.6% 

S1.L1.13-57(view2) 29.45 106.0% 11.76 30.0% 11.54 30.5% 

S3.MF.12-43(view2) 12.34 311.9% 0.63 18.8% 2.19 34.8% 
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TABLE V: MAE/MRE ON BUU DATASET 

Video Sequence MAE MRE 

Video1 0.60 7.4% 

Video2 2.23 0.8% 

Video3 0.43 7.4% 
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(A)  PETS2009   S1.L1.13-57(view 1)  
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(B) PETS2009     S1.L1.35-59(view 1) 
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(C) BUU video2 

Fig. 7. Compartion curves of estimated number and the number of 
ground truth on some video sequences in experiment dataset. 

V. CONCLUSION 

In this paper, we propose a method for population 

counting in video surveillance. This method has better 

effect on self-shooting datasets and the PETS 2009 

database. The result of the experimentation is better than 

the algorithm by Albiol et al., This has been confirmed 

that the proposed method owns a higher accuracy. As a 

future work, a more extensive experimentation will be 

performed, trying to use deep learning to fit the 

relationship between features and numbers.  
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