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Abstract: High-resolution images captured by Unmanned Aerial Vehicles (UAVs) play a vital role in
precision agriculture, particularly in evaluating crop health and detecting weeds. However, the de-
tailed pixel information in these images makes classification a time-consuming and resource-intensive
process. Despite these challenges, UAV imagery is increasingly utilized for various agricultural classi-
fication tasks. This study introduces an automatic classification method designed to streamline the
process, specifically targeting cassava plants, weeds, and soil classification. The approach combines
K-means unsupervised classification with spectral trend-based labeling, significantly reducing the
need for manual intervention. The method ensures reliable and accurate classification results by
leveraging color indices derived from RGB data and applying mean-shift filtering parameters. Key
findings reveal that the combination of the blue (B) channel, Visible Atmospherically Resistant Index
(VARI), and color index (CI) with filtering parameters, including a spatial radius (sp) = 5 and a color
radius (sr) = 10, effectively differentiates soil from vegetation. Notably, using the green (G) channel,
excess red (ExR), and excess green (ExG) with filtering parameters (sp = 10, sr = 20) successfully
distinguishes cassava from weeds. The classification maps generated by this method achieved high
kappa coefficients of 0.96, with accuracy levels comparable to supervised methods like Random
Forest classification. This technique offers significant reductions in processing time compared to
traditional methods and does not require training data, making it adaptable to different cassava fields
captured by various UAV-mounted optical sensors. Ultimately, the proposed classification process
minimizes manual intervention by incorporating efficient pre-processing steps into the classification
workflow, making it a valuable tool for precision agriculture.

Keywords: automatic classification; weed mapping; UAV; cassava; very-high-resolution images;
machine learning

1. Introduction

Agriculture has long been a cornerstone of human civilization, with nations like Thai-
land highlighting its importance. Approximately half of the nation’s land area is devoted
to agricultural activities [1]. As the global population is projected to surpass 9 billion by
2050 [2], food production must increase significantly, with projections estimating a required
rise of between 35% and 56% to meet future demand [3]. This situation of heightened
demand exerts immense pressure on farmers to increase crop yields. However, numerous
factors, including pests, pathogens, and weeds, limit crop yield [4].

Among these factors, weeds substantially threaten crop growth by competing with
crops for essential resources such as nutrients, sunlight, water, and space. In Thailand,
cassava, a drought-tolerant crop of significant economic value, is particularly vulnerable
to weed infestation, especially during its early growth stages. Cassava yield losses due to
weed competition have been reported to range between 20% and 80% [5,6]. Traditionally,
herbicides are the primary method of weed management; however, their overuse results in
escalating costs, environmental contamination, and health risks [7]. Recently, advancements
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like UAV spray technology have begun to offer promising solutions by enabling targeted
herbicide application, thus reducing overall herbicide usage by up to 40% [8]. Nonetheless,
successful weed management hinges on accurate weed species identification, which is vital
for advancing precision agriculture in cassava cultivation.

UAV technology has gained traction in precision agriculture due to its ability to gener-
ate high-resolution maps and spatial data for monitoring and mapping vegetation. UAVs
capture imagery at a centimeter-level resolution, providing detailed information crucial
for precisely identifying weeds. Despite the promise of UAV imagery, challenges such
as light intensity variations and shadow effects can distort spectral reflectance, affecting
classification accuracy. Image classification, central to distinguishing weeds from crops,
can be performed through supervised or unsupervised methods.

Supervised classification, which involves user-defined training data, allows for cus-
tomized classification models and error correction during the training phase [9]. Techniques
such as Random Forest (RF), Support Vector Machine (SVM), and deep learning have been
employed for weed detection. However, these approaches require extensive training data
and expert knowledge [10,11]. In contrast, unsupervised classification does not rely on
pre-labeled data, making it more efficient, especially when addressing novel or unknown
weed species. However, unsupervised methods face limitations such as subjective labeling
and variability in spectral properties influenced by environmental conditions.

Today, advances in computing power and software development have significantly
enhanced image classification techniques. Researchers have applied deep learning classifi-
cation, achieving remarkable accuracy from 0.9328 up to 0.9884 [12,13], or an R2 of up to
0.85 [14]. While deep learning offers superior classification performance compared to tradi-
tional methods, it often requires larger amounts of manually labeled data as a foundation.

Recent advancements in computational capacity have driven the development of semi-
and fully automated weed mapping techniques using UAV imagery [15,16], though super-
vised methods still require manual input, and deep learning models demand large datasets
and high computational power. Spectral trend analysis offers a promising enhancement
to rule-based classification by identifying patterns that enable effective thresholding for
background removal and class separation, particularly in UAV image classification, where
variable illumination is common. Adaptive thresholding dynamically accounts for these
changes, providing robustness across diverse datasets. However, it remains sensitive to
noise when spectral characteristics overlap between classes, risking misclassification [17].
Moreover, while adaptive thresholding methods work well when pixel classes are bal-
anced, they struggle to determine threshold values when classes are highly unequal and
often involve significant computational complexity [18]. Thus, the development of an
automated UAV image classification process that is both rapid and precise is crucial, em-
phasizing the need for a method that combines accuracy with the resilience to handle
diverse environmental conditions.

This research aims to enhance precision agriculture practices in cassava farming,
contributing to increased productivity and sustainability. This study aims to develop an
automated classification process for identifying weeds in cassava fields, utilizing data
captured by commonly available, cost-effective UAVs. The proposed classification process
incorporates pre-processing and classification techniques into a streamlined workflow.
Various indices and parameters are carefully considered to ensure the robustness and
precision of classification results.

2. Materials and Methods
2.1. Study Sites and Acquisition of Data

This study was conducted in cassava fields in the Muang district of Nakhon Ratchasima
province, located in the Northeastern region of Thailand. Nakhon Ratchasima is recognized
as Thailand’s leading province in terms of cassava cultivation area and production. The
classification process developed in this study was tested using seven image samples, each
representing different cassava plots within the study area. Each image sample covers
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40 × 50 m, encompassing zones with weeds, soil, and trees. The process was further ap-
plied to ten additional cassava plots to validate the classification accuracy and assess the
robustness of the proposed classification process. These plots exhibited cassava canopy
size, soil type, and weed distribution variability.

UAV flights were conducted over the ten cassava plots at various times and dates,
between three and four months after planting, capturing variations in the datasets across
two periods: 2018 and 2021. Table 1 provides details of the study sites, including a wide
range of soil properties representing the diversity of cassava plots in Nakhon Ratchasima
province. The study areas shown in Figures 1 and 2 represent UAV images captured by
different sensors: the DJI Phantom 4 Pro and DJI Phantom 4.

Two UAV platforms were used for image acquisition: the DJI Phantom 4 Pro and the
DJI Phantom 4. The DJI Phantom 4 Pro is equipped with an FC6310 optical sensor, which
has a resolution of 20 million pixels, a 1-inch CMOS sensor, a focal length of 8.8 mm, an 84◦

field of view (FOV), and a maximum image size of 5472 × 3648 pixels. The DJI Phantom 4,
on the other hand, is equipped with an FC330 optical sensor, which features a 1/2.3-inch
CMOS sensor with 12.4 million effective pixels, a focal length of 3.6 mm, a 94◦ FOV, and a
maximum image size of 4000 × 3000 pixels. Both UAVs captured imagery in the visible
light spectrum, including the red, green, and blue (RGB) channels. GPS/GLONASS satellite
systems were used to geo-reference the images, ensuring precise spatial positioning.

Due to the independent image-capturing processes for each cassava plot, variations in
lighting conditions between flights were unavoidable. The UAV images were processed
and mosaiced using Pix4Dmapper software (Version 1.4, PIX4D), producing orthorectified
images for each plot. The initial spatial resolution of the images ranged from 1.21 cm to
4.414 cm. The images were resampled to a spatial resolution of 5 cm using the nearest-
neighbor method.

Table 1. Information of studied site.

Plot ID Sensor Taken Date
Cassava
Canopy

Diameter (cm)
Weed Soil Sample Site

Plot 1 FC6310 28 April 2018 57.42 ± 8.25 Scatter Sandy soil Sample Site 1
Plot 2 FC6310 28 April 2018 52.11 ± 9.09 Scatter Sandy soil Sample Site 2
Plot 3 FC6310 28 April 2018 71.28 ± 9.05 Dense Sandy soil Sample Site 3
Plot 4 FC6310 28 April 2018 70.36 ± 8.37 Dense Sandy soil Sample Site 4
Plot 5 FC6310 28 April 2018 52.14 ± 9.25 Dense Sandy soil Sample Site 5
Plot 6 FC330 5 September 2018 65.26 ± 11.56 Scatter Reddish-brown Sample Site 6
Plot 7 FC330 5 July 2021 87.83 ± 15.04 Dense Reddish-brown Sample Site 7
Plot 8 FC330 21 May 2021 75.80 ± 13.27 Dense Reddish-brown -
Plot 9 FC330 21 May 2021 86.38 ± 14.92 Dense Reddish-brown -
Plot 10 FC330 21 May 2021 83.38 ± 15.91 Dense Reddish-brown -

2.2. Develop the Proposed Classification Process

The very high-resolution UAV images were classified into three distinct classes: cas-
sava, weeds, and soil. The proposed classification process involved a pre-processing
stage that included filtering, followed by an unsupervised algorithm, K-means clustering,
combined with labeling rules to enable automatic classification. The workflow of this
classification process is depicted in Figure 3. Various parameters, including the input
dataset and filtering settings, were evaluated to optimize classification accuracy.
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Building upon prior research [19], which demonstrated the effectiveness of mean-
shift filtering in improving classification accuracy by enhancing object pixel size and
value distribution, this study employed a two-step optimization strategy. In the first step,
each input image was individually fine-tuned to determine the parameter configuration
that produced the best performance for the corresponding class. In the second step, the
parameters of the mean-shift algorithm were further optimized to ensure maximum class
separability across the dataset.

The approach adopted in this study for initially detecting soil pixels prior to further
classification was specifically chosen to address the variability introduced by differing
lighting conditions. By identifying soil pixels first, a more flexible basis for subsequent
classification stages is established, allowing the method to perform effectively under varied
illumination. This approach underwent rigorous testing across seven sample sites, demon-
strating its robustness and efficiency across diverse environmental conditions. Accordingly,
this method offers a more reliable framework for accurate weed detection in UAV imagery
across different terrains and lighting conditions, aligning with our objective of developing
a classification process capable of consistent performance in a wide range of settings.

As shown in Figure 3, the input data for the proposed classification process requires
two components: a UAV image with 5 cm resolution and a boundary shapefile. The
classification process begins with input data preparation, which includes calculating indices
and creating a composite input image for subsequent steps, followed by filtering, clustering,
and the initial labeling of identified classes as either soil or vegetation (soil classification).
In the vegetation classification stage, inputs for clustering consist of the soil classification
image from the previous step and the filtered image. In this process, soil pixels were
assigned a value of 0, while vegetation pixels were assigned a value of 1. These values were
then multiplied by the filtered image, resulting in a dataset displaying 0 for soil pixels and
the filtered values for vegetation pixels. For the K-means clustering function, the number
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of clusters was set to four, representing cassava, weeds, soil (with a pixel value of 0), and
no-data pixels (those outside the shapefile). Finally, the soil map and the combined cassava
and weed map were merged to produce the final classification output.

The proposed classification process results were validated using unsupervised and
supervised classification methods before being applied across the entire study area. This
validation ensured the robustness of the approach and its applicability to large-scale
cassava farming.

This study details the development of an automated classification process imple-
mented in Python. The process integrates a set of functions and selected variables specif-
ically designed for each step. All tasks—including feature extraction, composite image
preparation, filtering, clustering, labeling, and merging classification classes into a single
map—were executed using Python libraries. The classification process was conducted
on a Microsoft Windows 10 system with a 64-bit operating system, 64 GB of RAM, and
a 3.60 GHz Core i9-9900KF CPU, with the processing time measured from start to finish.
The proposed classification approach was assessed on this system to ensure efficiency and
performance across all steps.

2.2.1. Composite Image Preparation for Classification

The quality of UAV images can be significantly affected by variations in illumination,
particularly under rapidly changing weather conditions, which often lead to uneven light-
ing across images. Several studies on weed detection using UAV imagery have developed
image processing techniques to address these illumination challenges. The illumination
issue is crucial for accurate classification, as inconsistencies in lighting can compromise
classification accuracy. Color indices have been employed to address illumination chal-
lenges under different lighting conditions to mitigate these effects [20]. However, the
effectiveness of these indices varies based on crop type and light intensity [20]. Table 2
provides a summary of commonly used RGB-based indices that highlight both plant and
soil properties.

In the initial stage of the classification process, features were extracted from the red
(R), green (G), and blue (B) layers of the UAV input images. Various vegetation indices,
such as ExR, ExG, ExB, ExGR, NGRDI, GLI, VARI, BI, and CI, were calculated using the
equations provided in Table 2.

Feature selection plays a critical role in filtering and classification by enhancing model
performance, accuracy, and efficiency, especially in high-dimensional spaces. Density
estimation within these spaces is particularly challenging; as [21,22] indicates, reducing
the number of features helps mitigate difficulties in estimating densities and choosing
bandwidths in algorithms such as mean shift. Additionally, studies [23,24] show that
eliminating irrelevant or redundant features reduces noise, improving accuracy. This
makes feature selection essential for achieving reliable results and efficient computation.

To effectively implement feature selection within filtering and classification processes,
we applied these principles to create meaningful composite images with RGB layers and
computed indices by constructing a three-layer composite image prepared according
to the specified parameters for OpenCV’s pyrMeanShiftFiltering() function [25]; each
layer in the composite image was assigned a specific index, with notations such as BI-
BI-BI representing composites where all three layers consisted of the BI. Additionally,
combinations of three distinct indices were explored, such as R-G-B, R-G-ExG, and ExG-
ExGR-GLI. This approach aligns with the goal of reducing irrelevant data to improve model
performance and computational efficiency.

This systematic approach generated a total of 232 unique composite images, which
were subsequently tested within the mean-shift filtering framework. These composite
images served as inputs for further processing steps, ensuring that the classification process
could address the challenges posed by varying illumination conditions while maintaining
high accuracy in identifying plant and soil characteristics.
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Table 2. Spectral indices based on RGB values distinguish vegetation and non-vegetation.

Index Equation Dominant Application

Excess Red (ExR) [26] 1.4 × r − g red spectrum extraction
Excess Green (ExG) [27] 2g − r − b green spectrum extraction
Excess Blue (ExB) [28] 1.4 × b − g blue spectrum extraction

Excess Green minus Excess Red (ExGR) [29] ExG − ExR highlight vegetation
Normalized Green Red Difference Index (NGRDI) [30] (G − R)/(G + R) vegetation discrimination

Green Leaf Index (GLI) [31] (2G − R − B)/(2G + R + B) vegetation discrimination
Visual Atmospheric Resistance Index (VARI) [32] (G − R)/(G + R − B) vegetation discrimination

Brightness Index (BI) [33]
√
(G2 + R2)/2 soil discrimination

Color Index (CI) [34] (R − G)/(R + G) soil discrimination

where R, G, B is digital number of red, green, and blue channels (0–255), and r = R
R+G+B , g = G

R+G+B , b = B
R+G+B .

2.2.2. Optimizing Mean-Shift Algorithm Parameters for Image Classification

The mean-shift algorithm, a non-parametric iterative technique initially developed by
Fukunaga and Hostetler [35], has found widespread applications in filtering and clustering
within computer vision and image processing. The algorithm is particularly valued for
preserving edges during filtering and segmentation tasks by considering the image data’s
geometric and photometric characteristics [36]. The core principle involves defining a
window (or kernel) based on spatial proximity and color similarity, with pixels within this
window treated as neighbors. The algorithm iteratively computes the mean value of the
neighborhood and shifts the target pixel towards this mean until convergence, effectively
reducing noise and smoothing contours. This capability to adapt to the shape and size
of objects makes mean-shift filtering highly suitable for tasks involving detection and
tracking, as it requires minimal manual intervention and is computationally efficient [37,38].
Additionally, the algorithm operates independently of the selected color space, allowing
for flexibility in feature selection [25].

Despite its many advantages, the mean-shift algorithm has certain limitations. For
instance, it may converge towards local optima rather than the global maximum, mainly
when the image contains multiple objects [39]. Furthermore, the bandwidth parameter
plays a crucial role in the algorithm’s performance, with its effectiveness dependent on
object size and contrast. Selecting an optimal kernel size is essential for achieving the best
results, though no universally applicable method exists for this selection process [40].

In this experiment, the pyrMeanShiftFiltering() function from OpenCV [25] was ap-
plied. This algorithm iteratively executed mean-shift calculations on the input image pixels
based on specified conditions. The algorithm iteratively performed mean-shift calculations
on the pixels of the input images following the conditions:

(x, y) : X − sp ≤ x ≤ X + sp, Y − sp ≤ y ≤ Y + sp, (1)

∥ (R, G, B)− (r, g, b) ∥≤ sr, (2)

where sp represents the spatial window radius and sr represents the color window radius.
The vectors (R,G,B) and (r,g,b) are the color components at pixel locations (X,Y) of the input
image and (x,y) of the filtered result, respectively.

The algorithm works by iteratively shifting a window over an image. It calculates the
weighted average of both the spatial coordinates and color values of neighboring pixels
within a defined spatial radius (sp) and color radius (sr). The window is then shifted
towards the region with the highest pixel density based on both spatial position (X’, Y’) and
color vector (R’, G’, B’), which are used as the new center for the next iteration. This process
repeats until the window converges, resulting in smoothed and segmented regions in the
image. This algorithm operates independently of the color space, enabling the use of any
three-component data for processing. It requires only a three-component input, allowing
the flexibility to work across various color models.
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This study tested various filtering window sizes to determine the optimal parameters
for each target class. The spatial (sp) and color (sr) radius parameters of the filtering
window varied based on the specific characteristics of the target objects. The sp and sr
values varied between 5 and 25 in increments of 5, resulting in 25 different filtering sets
explored for the soil and vegetation classification processes. This approach allowed for
tailored optimization specific to each class, including soil, cassava, and weeds.

2.2.3. Clustering

Clustering algorithms play a vital role in data analysis by identifying groups (clusters)
of similar data points within a dataset without needing pre-labeled training data or human
supervision [41]. Among the various clustering techniques, K-means clustering is one
of the most commonly used for unsupervised classification. It partitions the data into a
user-defined number (k) of clusters, assigning each data point to one of these clusters [42].
The primary objective of K-means is to minimize the total variation within each cluster [43].

Despite its simplicity and relatively low parameter-tuning requirements, K-means
clustering has limitations. One major challenge is the random initialization trap, where
the selection of initial cluster centroids affects the algorithm’s performance. Poor initial
centroids may cause the algorithm to converge to local optima, preventing it from finding
the globally optimal solution [44].

In this study, the classification of the filtered image was achieved using the K-means
algorithm from the sklearn.cluster library [45], which implements the K-means++ method.
The K-means++ method was used to improve the selection of initial centroids by giv-
ing preference to the points that are farthest from existing centroids, thus increasing the
likelihood of selecting representative clusters [46].

The appropriate number of clusters (k) was determined based on the expected clas-
sification outcomes. For soil classification, the expected clusters included soil, vegetation
(a mixture of cassava and weeds), and background (pixels outside the boundary shape-
file). For plant classification (cassava and weeds), soil pixels were assigned a value of 0
and vegetation pixels retained their filtered values. The K-means clustering function was
configured with four clusters to differentiate cassava, weeds, soil (value of 0), and no-data
pixels (outside the shapefile). The soil map was then merged with the combined cassava
and weed map to produce the final classification output.

2.2.4. Spectral Trend Analysis and Labeling

K-means clustering assigns pixels into clusters based on their spectral characteristics,
grouping similar pixel types or classes. These clusters are then labeled according to their
spectral similarities. However, the labeling process goes beyond merely assigning spectral
values to clusters; it involves the analysis of spectral trends to refine classification rules
that capture patterns across different classes. Spectral trend analysis identifies consistent
patterns in spectral values, accommodating potential variability across images. This ap-
proach ensures that classification remains robust and adaptable across diverse datasets by
highlighting reliable trends in spectral values specific to each class.

2.2.5. Adjusting and Validating

The classification process was tested on seven sample sites to assess its accuracy.
The kappa coefficient and statistical significance were evaluated across these sites, with
validation points randomly distributed throughout the study area based on the visual
interpretation of UAV images. The optimal combination of indices, filtering parameters, and
labeling rules was determined by maximizing the average accuracy and kappa coefficient
from the classification results. These variables were thoroughly tested across seven distinct
areas and settings, each featuring diverse environmental conditions, along with variations
in dates, times, and camera sensors. The broad range of testing conditions strengthens the
assumption that the selected variables consistently perform well across different settings,
thereby improving the reliability and generalizability of the results.
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The performance of the classifier was compared to traditional classification methods,
including Random Forest (RF) for supervised classification and K-means clustering for
unsupervised classification. Test sites were segmented using eCognition Developer soft-
ware (Version 8.7), and RF models were constructed for each site using different variables.
The model with the highest performance was selected for each sample site, creating site-
specific RF models. K-means clustering used the same inputs as RF, and the resulting
clusters were labeled based on the dominant class within each cluster. Kappa coefficients
obtained from the developed classification process were compared with those from RF and
K-means methods.

2.2.6. Applying the Classification

Initially, the optimal parameters for the classification process were identified across the
entire study area, covering ten cassava plots. This broader application aimed to evaluate
the classifier’s robustness and identify its limitations by analyzing the study plots’ physical
properties and diverse components. Classification accuracy was assessed using reference
points obtained through the visual interpretation of high-resolution original UAV images.

The accuracy of the classification was measured using a confusion matrix, along with
overall accuracy (OA), producer’s accuracy (PA), user’s accuracy (UA), and the kappa
coefficient [47]. OA represents the proportion of correctly classified instances, PA indicates
how well a particular class was classified, and UA denotes the probability that a pixel
classified into a given class truly belongs to that class. The kappa coefficient quantifies
the agreement between the classification results and ground truth, accounting for chance
agreement. The equations for these metrics are:

OA =

n
∑

i=1
xii

N
(3)

PAi =
xii

xi+
(4)

UAi =
xii

x+i
(5)

kappa coefficient =

N
n
∑

i=1
xii −

n
∑

i=1
(xi+ · x+i)

N2 −
n
∑

i=1
(xi+ · x+i)

(6)

where xii is the number of correctly classified instances for class i, xi+ and x+i are the
marginal totals for row i and column i, respectively, n refers to the number of classes in the
matrix, and N is the total number of observations.

3. Results
3.1. Influence of Input and Parameters on Classification Accuracy

The selection of input parameters, including spectral indices and filtering settings,
was crucial in determining the classification accuracy of soil, cassava, and weed classes. To
better understand the influence of these factors, the R, G, and B layers of the UAV images
were processed and normalized to a range of 0–255. Boxplots were generated to represent
the spectral values of the sample classes (soil, cassava, and weeds) using the R, G, and B
channels and various spectral indices. These boxplots visually depict the spectral value
ranges for each class. As shown in Figure 4, considerable spectral overlap between classes
across all indices made it challenging to distinguish between classes using any single index
alone. This overlap highlights the necessity for an optimized combination of indices and
filtering parameters to achieve accurate classification results.
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Additionally, the spectral values from the original blue, green, and red channels
exhibited a broader range of values compared to the calculated indices, indicating that
the raw data displayed greater variability. This variability underscores the importance of
selecting the appropriate spectral indices and filtering parameters, as raw spectral values
alone may not provide sufficient differentiation between the target classes.

The influence of spectral index combinations on classification accuracy is further
demonstrated in Table 3, which summarizes the benefits of combining the primary dataset
(derived from the RGB bands) with specific spectral indices to achieve superior classification
outcomes. Among the index tested, the combination of B-VARI-CI, filtered with a spatial
radius (sp) of 5 and a color radius (sr) of 10, achieved the highest average kappa coefficient
(0.9513 ± 0.0358) for soil classification across all sample sites. Other combinations, such
as B-VARI-CI (sp = 10, sr = 10), B-VARI-BI (sp = 5, sr = 10), B-ExB-CI (sp = 5, sr = 10), and
B-VARI-BI (sp = 10, sr = 5), also demonstrated strong performance, though with gradually
decreasing accuracy.

For cassava and weed classification, the combination of G-ExR-ExG, filtered with
sp = 10 and sr = 20, resulted in the highest average kappa coefficient (0.8226 ± 0.1045),
showcasing the effectiveness of this index combination. This experiment was followed by
G-ExR-NGRDI (sp = 10, sr = 20), which showed similar optimal window and search radius
settings. Other top-performing combinations included G-ExR-NGRDI (sp = 25, sr = 15),
G-NGRDI-GLI (sp = 20, sr = 15), and G-ExR-ExGR (sp = 25, sr = 15). For the primary dataset
(R-G-B), the highest average kappa coefficient achieved was 0.7993 ± 0.1091, with a filter
setting of sp = 5 and sr = 25.

These results indicate that the appropriate selection of input indices and filtering
parameters significantly enhances the classification accuracy for the soil, cassava, and weed
classes, reducing spectral overlap and improving the robustness of the classification process.
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Table 3. Result from RGB combination and the input and parameters yield high classification accuracy.

Process Combination
Mean-Shift Parameter Kappa Coefficient

sp sr Average S.D.

Soil Classification

R-G-B 5 20 0.9248 0.0891

B-VARI-CI 5 10 0.9513 0.0358
B-VARI-CI 10 10 0.9463 0.0369
B-VARI-BI 5 10 0.9454 0.0528
B-ExB-CI 5 10 0.9450 0.0436

B-VARI-BI 10 5 0.9446 0.0423

Vegetation
Classification

R-G-B 5 25 0.7993 0.1091

G-ExR-ExG 10 20 0.8226 0.1045
G-ExR-NGRDI 10 20 0.8206 0.1086
G-ExR-NGRDI 25 15 0.8205 0.0975
G-NGRDI-GLI 20 15 0.8198 0.0991

G-ExR-ExG 25 15 0.8195 0.0980

3.2. Labeling Rules

The clustering process generated specific values for each cluster, which served as
thresholds for classifying soil, cassava, and weed classes. However, variations in illumi-
nation and light conditions across different images affected the pixel values, leading to
inconsistencies. The trends in spectral values for each class were used to label clusters
accurately. By establishing classification rules based on the spectral properties of each class,
an automatic classification process was developed that minimized the impact of varying
illumination conditions.

The pixel values in the clustered images exhibited distinct characteristics depending on
the input combinations. Despite some variation in pixel values across different areas—even
within the same index—the overall trends remained consistent, as shown in Table 4. These
trends allowed for robust classification rules based on the cluster values.

Table 4. Characteristics of objects from clustered image.

Group Index Soil Classification Vegetation Classification

1 R, G, B, ExR, ExB, BI, CI
Low pixel value is vegetation Low pixel value is cassava

High pixel value is soil High pixel value is weed

2 ExG, ExGR, NGRDI, GLI,
VARI

Low pixel value soil Low pixel value weed
High pixel value is vegetation High pixel value is cassava

Table 4 categorizes the indices into two groups based on their classification character-
istics. Group 1 includes the indices R, G, B, ExR, ExB, BI, and CI. In this group, lower pixel
values correspond to vegetation for soil classification, while higher pixel values indicate
soil. For vegetation classification, lower pixel values are associated with cassava, while
higher pixel values denote weed. Conversely, Group 2 (comprising ExG, ExGR, NGRDI,
GLI, and VARI) exhibits opposite characteristics. In this group, lower pixel values represent
soil in soil classification, while higher pixel values correspond to vegetation. For vegetation
classification, lower pixel values indicate weeds and higher pixel values represent cassava.

These results led to the creation of a systematic approach for identifying and classifying
data groups. The classification was achieved by determining the maximum pixel values in
each input image and using these as thresholds to define the class boundaries. As indicated
in Table 4, high pixel values were used as the maximum values for classification, ensuring
that each image had distinct threshold values tailored to its specific dataset.

The classification of pixels (p) was governed by the following rules based on the group
of indices being used:
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For Group 1 indices (R, G, B, ExR, ExB, BI, CI):

class(p) =

{
vegetation if p ̸= pmax

soil if p = pmax
(7)

class(p) =

{
cassava if p ̸= pmax

weed if p = pmax
(8)

For Group 2 indices (ExG, ExGR, NGRDI, GLI, VARI):

class(p) =

{
vegetation if p =pmax

soil if p ̸= pmax
(9)

class(p) =

{
cassava if p =pmax

weed if p ̸= pmax
(10)

where pmax is the maximum pixel value of the input image.
This approach ensured that the classification process was robust and adaptable across

different lighting conditions and image datasets, enabling precise and automated labeling of
soil, cassava, and weeds based on the spectral properties and trends derived from clustering

3.3. Validation of the Classification: Comparison with Traditional Methods

The developed classification process incorporated a combination of input indices,
mean-shift parameters, cluster numbers, and classification rules tailored to each input
index. This approach resulted in consistently high average kappa coefficients across sample
sites 1–7. Optimal combinations of input data and filtering parameters were identified
for the classification scheme, and Table 5 outlines these conditions in detail. For the soil
classification, the combination of B, VARI, and CI indices was used as input, filtered
with mean-shift parameters (sp = 5, sr = 10), and clustered into three groups labeled as
soil, vegetation, and background. These clusters were labeled based on the B index, as
discussed in Section 3.2. The combination of G, ExR, and ExG indices was selected as input
for vegetation classification, filtered with mean-shift parameters (sp = 15, sr = 10), and
clustered into four groups. These were labeled as cassava, weeds, soil pixels (from the
previous process), and background based on the G index.

It was compared to traditional approaches across seven sample sites to evaluate the
performance of the proposed classification method. This comparison involved combining
three indices at a GSD of 5 cm, segmenting them using eCognition software, and then
applying classification. The Random Forest (RF) method was used to represent supervised
classification, while K-means clustering was used as the unsupervised approach.

Table 5. Selected parameter for the proposed classification process.

Process
Input

Combination
Mean-Shift Parameter Number of

Cluster Classification Rule
sp sr

Soil Classification B-VARI-CI 5 10 3 Based on index B

Vegetation
Classification G-ExR-ExG 15 10 4 Based on index G

Table 6 presents the input data and resulting classification accuracies for the K-means
clustering and RF methods. A one-tailed paired t-test was conducted at a significance level
of α = 0.05 to statistically compare the average classification accuracies. With 6 degrees of
freedom, this test assessed the differences between the K-means, RF, and proposed clas-
sification process. The results demonstrated a statistically significant difference between
the proposed classification process and K-means clustering, indicating the superior perfor-
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mance of the novel approach. However, no significant difference was observed between the
proposed classification process and RF, suggesting that the proposed classification process
achieves accuracy comparable to supervised learning (RF) while surpassing the unsuper-
vised method (K-means). The labeling rules in the proposed classification process were
chosen based on observed patterns in spectral values across different classes. The accuracy
of each class and the kappa coefficient of the classification results reflect the correctness of
these rules. Across all seven sample sites, the high accuracy of the proposed classification
process demonstrates the effectiveness of the rules, indicating their applicability to other
images as well. Figure 5 visually depicts the kappa coefficients obtained across all test sites
for the three methods.

Table 6. Input data and classification accuracy of the K-means, RF, and the proposed classification process.

Sample Site Combination for
K-Means and RF

K-Means RF Proposed Classification Process

Kappa
Coefficient

Kappa
Coefficient

Kappa
Coefficient

Soil’s
Accuracy *

Cassava’s
Accuracy *

Weed’s
Accuracy *

Sample Site 1 G-GLI-VARI 0.6958 0.7402 0.7771 0.9254 0.8097 0.8011
Sample Site 2 R-B-NGRDI 0.2471 0.6759 0.6786 0.9395 0.7114 0.5233
Sample Site 3 R-G-ExGR 0.5235 0.8185 0.8467 0.9664 0.8173 0.7933
Sample Site 4 G-BI-CI 0.3425 0.8281 0.8027 0.9800 0.8543 0.8557
Sample Site 5 ExR-ExB-BI 0.2823 0.8404 0.8609 0.9673 0.8667 0.8275
Sample Site 6 R-ExG-ExGR 0.7300 0.8950 0.8750 0.9808 0.8945 0.8733
Sample Site 7 R-B-ExB 0.8350 0.9900 0.9600 1.0000 0.9600 0.9630

Average 0.5223 0.8269 0.8411 0.9656 0.8448 0.8053
S.D. 0.2369 0.1015 0.0900 0.0255 0.0775 0.1367

t-value (t(0.05,6) = 1.943) 2.3923 ** 0.6979 - -- - -

* The accuracy of each class is calculated as the average of its producer’s accuracy (PA) and user’s accuracy (UA).
** t-test shows a significant (p-value < 0.05) difference between the results from the proposed classification process
and the traditional classification process.
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3.4. Application of the Classification: Results from Different Study Areas

The classification process began by resampling images to a standardized GSD of 5 cm
using the nearest-neighbor method, ensuring consistent spatial resolution across all datasets.
A sequential classification approach was then applied, targeting each class individually.
The classification first addressed soil, followed by cassava and weeds. The outputs of these
classifications were then integrated to generate a comprehensive classification map that
included all three target classes.

The developed classification process was deployed to classify ten cassava plots, with
the classification accuracies and processing times presented in Table 7. The results provide
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valuable insights into the effectiveness of the classification method. The classification
outcomes are further illustrated in Figure 6. Soil classification exhibited consistently high
accuracy across all plots, with producer’s accuracy (PA) ranging from 0.9831 to 1.0000 and
user’s accuracy (UA) ranging from 0.7076 to 0.9804.

The PA and UA for cassava and weed classification showed greater variability. Cassava
PA ranged from 0.5449 to 0.9600, with UA values between 0.7682 and 1.0000, highlighting a
range of accuracy across different plots. Similarly, weed classification displayed PA values
ranging from 0.5603 to 1.0000 and UA from 0.5909 to 0.9804, indicating fluctuations in
classification accuracy.

Overall accuracy (OA) across the plots ranged from 0.7467 to 0.9867, with most values
exceeding 0.8, resulting in an average OA of 0.8518. The kappa coefficient, which measures
the agreement between classified images and reference data, ranged from 0.6344 to 0.9800,
with most values above 0.75 and an average kappa coefficient of 0.7809. Processing times
varied based on the size of each plot, ranging from 1.02 to 18.32 min.

Table 7. Classification accuracy and processing time of the classification results.

Plot
Area

(sq.m)
Producer Accuracy User Accuracy Overall

Accuracy
Kappa

Coefficient
Time

(min.) *Soil Cassava Weed Soil Cassava Weed

1 19,826.8 0.9949 0.5449 0.5603 0.7076 0.9192 0.5909 0.7467 0.6344 5.15
2 27,816.8 0.9831 0.6784 0.6087 0.8140 0.7682 0.7119 0.7950 0.7025 8.21
3 56,636.6 0.9955 0.8571 0.8415 0.8745 0.9771 0.8549 0.8981 0.8471 10.02
4 55,741.4 1.0000 0.8324 0.7005 0.9077 0.7932 0.8252 0.8443 0.7665 10.11
5 70,671.1 0.9975 0.8377 0.5942 0.7909 0.8281 0.8300 0.8217 0.7445 18.32
6 3092.98 1.0000 0.8444 0.8444 0.9184 0.9268 0.8444 0.8963 0.8444 1.02
7 5884.63 1.0000 0.9600 1.0000 0.9804 1.0000 0.9804 0.9867 0.9800 1.04
8 36,776.5 1.0000 0.5844 0.8268 0.9390 0.8333 0.6702 0.8038 0.7056 5.48
9 11,657.5 1.0000 0.8154 0.9000 0.9130 0.9636 0.7895 0.8840 0.8215 2.12
10 4271.5 1.0000 0.7500 0.7750 0.9524 0.8108 0.7561 0.8417 0.7625 1.02

Average 0.9971 0.7705 0.7651 0.8798 0.8820 0.7854 0.8518 0.7809 -
S.D. 0.0053 0.1307 0.1450 0.0844 0.0845 0.1092 0.0675 0.0971 -

* Measured from indices calculation process to combination the classification map process.
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Figure 6. Classification results using the proposed classification process: (a) Plot 1, showing results
from an area with patchy weeds and thin weed patches; (b) Plot 5, showing results from an area with
fewer weed patches and dense weed coverage; (c) Plot 8, showing results from an area with varying
light illumination.
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4. Discussion
4.1. Input Combination as the Impact of Selection and Labeling Rules

The results presented in Table 3 emphasize the significant influence of spectral index
combinations on the classification accuracy of soil, cassava, and weed classes. Strategically
fusing the primary dataset (derived from RGB bands) with specific spectral indices consid-
erably improved classification outcomes. Combinations of the primary dataset with two
additional indices yielded better results compared to using the primary dataset alone. This
improvement is especially evident in soil and vegetation classification, with kappa accuracy
improving by approximately 2.33–2.65%. The robustness of these index combinations is
demonstrated by the low standard deviation in classification accuracy, indicating consistent
performance across different datasets.

The consistent success of the Color Index (CI) in soil classification is due to its sensitiv-
ity to soil color variations and composition [34]. The CI effectively distinguishes soil from
other elements by quantifying the color difference between red and green bands, making
it relatively insensitive to vegetation cover. This characteristic makes the CI particularly
useful in separating soil from plant life. The green and excess red (ExR) indices played a
crucial role in differentiating cassava from weeds. The green band captures plant health
and structure, while ExR highlights differences in red and green reflectance, which is useful
for distinguishing plant species with varying chlorophyll content [48].

The clustered image characteristics from each index display a trend in cluster values
that varies by region. By using these trends, represented by minimum or maximum
values, threshold-based approaches become more effective than relying on exact values.
The spectral trend analysis supports the development of classification rules that can be
adapted for different environments. While the proposed classification method applies
straightforward rules to a small number of clusters, more complex rules may be necessary
for cases involving a larger number of clusters.

4.2. Filtering Parameters

As shown in Table 3, soil classification achieved high accuracy with various spatial
window sizes (sp), suggesting that no single optimal sp value exists, likely due to the
variability in soil shapes. In contrast, employing a small search radius (sr) yielded high
accuracy. This is likely due to the narrowing of the spectral range within the combined
input indices, which facilitates the distinction between vegetation and soil.

For cassava classification, the chosen filtering parameters (sp and sr) played a crucial
role in capturing the essential properties of the target objects. The sp parameter, optimized
for a GSD of 5 cm with a 10-pixel window, aligns well with the average size of cassava
canopies (ranging from 52 to 88 cm). This suggests a correlation between sp and the size
of the classified objects. Meanwhile, the sr parameter appeared to be responsive to the
specific spectral values of cassava in the selected indices, contributing to the accuracy of
the classification.

4.3. Proposed Classification Process Performance

The proposed classification process, which had already established the optimal combi-
nation of input data, filtering parameters, clustering parameters, and labeling rules, can run
automatically with the identified variables. Results from ten different cassava plots demon-
strate the performance of this classification process as reflected in the achieved accuracies.

The soil class consistently demonstrated high producer accuracy (PA) and user accu-
racy (UA), indicating strong performance in correctly identifying soil pixels. This can be
attributed to the distinct color differences between soil and vegetation, which simplified
classification using spectral indices (Figure 4). Minimal overlap between the spectral pro-
files of soil and other classes further enhanced classification accuracy. Integrating three
different indices, as seen in Table 3, resulted in even higher classification precision for soil.

In contrast, cassava and weed classification showed greater variability in PA and
UA, reflecting the challenges in accurately distinguishing between these classes. These
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difficulties were primarily due to the similar spectral characteristics of cassava and weed
or variations in their appearance. Plots 1, 5, and 8 exhibited lower PA and UA due to
misclassification issues. In Plot 1, weed layers resembled soil (Figure 6a), leading to
misinterpretation and a lower UA for the soil class. In Plot 5, dense weed patches and
small, sparsely distributed cassava canopies (Figure 6b) caused difficulty in differentiating
between cassava and weeds. Variability in light conditions in Plot 8 (Figure 6c) also con-
tributed to potential misclassification between cassava and weeds, as changes in reflectance
values due to lighting influenced clustering and classification accuracy.

The non-uniform lighting conditions observed in the cassava plot images significantly
influenced classification outcomes when processed as a single unit. Segmenting the images
into two sections led to a marked increase in accuracy, suggesting that addressing lighting
variability within localized areas enhances classification reliability. The use of a clustering
algorithm that incorporates Voronoi partitioning proved effective in this context. By
dividing the input image, the algorithm was able to form smaller, distinct groups, creating
localized data clusters that better represented the heterogeneity in lighting and other
variables across the plot. This approach allowed the clustering process to focus on these
smaller sections, resulting in more accurate and robust classification.

These findings suggest that partitioning input data to account for lighting inconsisten-
cies enables the clustering algorithm to manage localized variations effectively, improving
classification performance across areas with complex lighting patterns. This method could
be particularly beneficial for large-scale agricultural imagery where environmental factors
vary widely.

However, the proposed classification process proved robust across varying light
conditions, with plots 2 and 8 achieving overall accuracy (OA) and kappa coefficients
exceeding 70%. This demonstrates the method’s reliability in practical agricultural settings
with fluctuating illumination levels.

The classification method was highly advantageous in terms of processing efficiency,
with processing times under 20 min from initial index calculation to classification map
generation. This makes it suitable for real-time or near-real-time applications in precision
agriculture without requiring extensive user training or parameter adjustment.

Overall, the method performed well, particularly in plots where kappa coefficients
surpassed 0.7, indicating substantial agreement with reference data. Sometimes, kappa co-
efficients exceeded 0.81, indicating near-perfect agreement and underscoring the method’s
precision. The efficient processing times further highlight its utility in timely agricultural
management applications.

5. Conclusions

This study explored using high-resolution UAV imagery and spectral indices for
classifying cassava fields and extracting weed information. The K-means clustering method
showed promise for class separation but faced challenges in achieving high accuracy in
a single step. The proposed classification process, incorporating mean-shift filtering and
rule-based post-processing, significantly improved classification accuracy, yielding results
comparable to the supervised Random Forest (RF) method with less manual intervention.

Evaluating the method across ten cassava plots confirmed its effectiveness, with classi-
fication accuracies ranging from 0.6 to 0.9 and kappa coefficients exceeding 0.7. Processing
times were faster than traditional supervised methods, ranging from 1 to 18 min.

A key aspect of this study was the pre-processing step using mean-shift filtering, which
reduced noise and enhanced the distinctiveness of relevant image features. The analysis of
filtering parameters revealed that varying spatial window sizes (sp) worked well for soil
classification, while a small search radius (sr) consistently improved soil and vegetation
differentiation. Cassava classification showed optimal performance with a specific sp value
of 10, aligning with the average size of cassava canopies, and sr was responsive to the
spectral properties of cassava in the selected indices.
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The study also highlighted the importance of selecting appropriate spectral indices
for high classification accuracy. The Color Index (CI) emerged as particularly reliable for
soil classification due to its sensitivity to soil color and minimal influence from vegetation
cover. Tailoring index selection to specific target classes improved cassava and weed
classification accuracy.

In terms of the spectral trend analysis, the clustered image characteristics revealed
trends in cluster values that varied by region. These trends, represented by minimum or
maximum values, allowed threshold-based approaches to be more effective than relying on
exact values. The spectral trend analysis further supported the adaptability of classification
rules across different environments. While simple rules were effective for small clusters,
more complex rules may be necessary for cases involving a larger number of clusters.

In conclusion, using RGB sensor data, this work demonstrates the effectiveness of color
indices, mean-shift filtering, and K-means clustering for automated weed classification in
cassava fields. The method requires minimal training data, making it adaptable to diverse
cassava datasets. Its emphasis on pre-processing and weed classification makes it suitable
for precision agriculture applications, where efficient, data-driven weed management is
critical for improving crop yield and resource allocation. Future studies should explore
weed spatial distribution patterns, time series analysis, and the use of classification maps
for weed management in precision agriculture.
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