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Abstract—We propose a new scheme for content dis- By capitalizing the bandwidth of end-systems, coop-
tribution of large files that is based on network coding. erative architectures offer great potential for addregsin
With network COding, each node of the distribution net- some Of the most Cha”enging issue of today’s Inter-
work is able to generate and transmit encoded blocks pet- the cost-effective distribution of bandwidth-intises
of information. The randomization introduced by the content to thousands of simultaneous users both Internet-

coding process eases the scheduling of block propagation, . . . s W
and, thus, makes the distribution more efficient. This wide and in private networks, and the resilience to “flash

is particularly important in large unstructured overlay ~Crowds’™- a huge and sudden surge of traffic that usually
networks, where the nodes need to make decisions basedeads to the collapse of the affected server.
on local information only. We compare network coding  Content distribution solutions based on end-system
to other schemes that transmit unencoded information cooperation are inherently self scalable, in that the
(i.e. blocks of the original file) and, also, to schemes in pandwidth capacity of the system increases as more
which only the source is allowed to generate and transmit hodes arrive: each new node requests service from, but
encoded packets. o also provides service to, the other nodes. The network
We study the performance of network coding in het- ., 4,5 spontaneously adapt to the demand by taking

erogeneous networks with dynamic node arrival and de- .
. , .~ advantage of the resources provided by every end-node.
parture patterns, clustered topologies, and when incentie

mechanisms to discourage free-riding are in place. We The system’s _Capa_c't_y grows at Fhe Same rate as the
demonstrate through simulations of scenarios of practical demand, creating limitless scalability for a fixed cost.
interest that the expected file download time improves As such, end-system cooperative solutions can be used to
by more than 20-30% with network coding compared to efficiently and quickly deliver software updates, critical
coding at the server only and, by more than 2-3 times patches, videos, and other large files to a very large
compared to sending unencoded information. Moreover, number of users.

we show that network coding improves the robustness
of the system and is able to smoothly handle extreme
situations where the server and nodes departure the

The best example of an end-system cooperative ar-
chitecture is the BitTorrent system. BitTorrent became
system. extremely popular as a way of delivering the Linux

Keywords: System design, simulations, content distri- distribgtions. To enable mu!tiplg end-systems to Cooper—
bution networks, collaborative networks, network coding. ate, BitTorrent splits large files into small blocks, which

allows users to download multiple blocks in parallel from
different nodes. Once a user has downloaded a given
block, that person’s computer can immediately behave
l. INTRODUCTION as a server for that particular block and serve anyone
else looking for the file. For a detailed description of the
Up until recently, content distribution solutions relieditTorrent system see [16].
on placing dedicated equipment at certain places insideDespite their enormous potential and popularity, exist-
or at the edge of the Internet. The best example iofg end-system cooperative schemes such as BitTorrent,
such solutions is Akamai [4], which runs several tens gfiffer from a number of inefficiencies which decrease
thousands of servers all over the world. However, in rédeir overall performance. Such inefficiencies are more
cent years, a new paradigm for Content Distribution hgsonounced for large and heterogeneous populations,
emerged based on a fully distributed architecture whedtaring flash crowds, in environments with high churn,
commodity PCs are used to form a cooperative netwook when cooperative incentive mechanisms are in place.
and share their resources (storage, CPU, bandwidth).In this paper we propose a new end-system cooperative



solution that usesetwork codingi.e. encoding at the Source
interior nodes of the network, to overcome most of these

Packet 1
prOblemS. Packet 1

A. Network Coding

Network coding is a novel mechanism proposed in the
last years to improve the throughput utilization of a
given network topology [8]. The principle behind net- Node A Node B
work coding is to allow intermediate nodes to encode Packet 1, or 2, or 1627
packets. Compared to other traditional approaches (e.g.
building multicast trees), network coding makes optimal , ,
. .FIg. 1.  Network Coding benefits when nodes only have local
use of the available network resources and computlma)rmaﬂon_
a scheduling scheme that achieves such rate is compu-
tationally easy. An overview of network coding and a
discussion of possible Internet applications was givenlf network coding is used, Node B will download a
in [3]. linear combination of packets 1 and 2 from A, which
Using network coding as a building block, we providén turn can be used with Node C. Obviously, Node
an end-system content distribution solution which optB could have downloaded packet 2 from A and then
mally uses the resources of the network. Every timewe efficiently the link with C, however, without any
client needs to send a packet to another client, the souke@wledge of the transfers in the rest of the network
client generates and sends a linear combination of all tfyghich is difficult to achieve in a large, complex, and dis-
information available to it (similarly to XORing multiple tributed environment), Node B cannot determine which
packets). After clients receive enough linearly indepefs the right packet to download. On the other hand,
dent combinations of packets, they can reconstruct t9gch a task becomes trivial using network coding. It is
original information. important to note that the decision on which packets to
In a big scale distributed cooperative system such génerate and send at given node does not require for
BitTorrent, finding the proper scheduling of informatiomodes to keep information about what the other nodes
across the overlay topology so that nodes do not havethe network are doing, or how the information should
to wait unnecessarily for new content to arrive is veryropagate in the network, thus, greatly simplifying the
difficult. This is especially the case in practical systemgntent distribution effort.
that cannot rely on a central scheduler and are based on
local node decisions. The scheduling problem becomes I
increasingly difficult as the number of nodes in thg' Contributions
overlay increases, when nodes are at different stag¥e now summarize the main contributions of this paper:

in their downloads, and when incentive mechanisms ?ffWe describe a practical system based on network cod-

introduced to prevent leeching clients. As we will see 'fﬁg for file distribution to a large number of cooperative

this paper, network coding makes efficient propagati Sers. Our approach does not require knowledge of the

of information in a large scale distributed system with no gerlying network topology. Moreover, the nodes make

. . X .an
central scheduler easier, even in the scenarios descrllé .
above &Cisions of how to propagate packets based on local

To illustrate how network coding improves the prop|nformat|on only. By using network coding, the problem

. ) . . . of scheduling the block propagation across a large scale
agation of information without a global coordinated, g propag 9

. . . istri in mes much ier.
scheduler we consider the following (simple) examplg.St buted setting becomes much easie

In Figure 1 assume that Node A has received fro) We provide experimental evidence in many situations
the source packets 1 and 2. If network coding is nof practical interest that suggests that network coding
used, then, Node B can download either packet 1 performs better than transmitting unencoded blocks or
packet 2 from A with the same probability. At the samasing techniques that are based on erasure codes, which
time that Node B downloads a packet from A, Node €an be thought as coding but only at the server. Net-
independently downloads packet 1. If Node B decideswork coding performs better by almost a factor of two
retrieve packet 1 from A, then both Nodes B and C witompared to performing encoding at the server and by
have the same packet 1 and, the link between them @arfiactor of three compared to not coding at all when
not be used. the topology is clustered. Similarly, network coding

Node C



improves the download rates by almost 20% compartm maximize the streaming quality experienced by the
to source coding and by more than 30% compared users.

no coding in an heterogeneous network. During the Creating and maintaining shortest-path multicast trees
early stages of a flash crowd, network coding outpegprovides an optimized architecture for the delivery of

forms source coding and no coding by 40% and 2008éal-time streaming content. However, architectures that
respectively. Even when the system reaches a steadgiploy tree topologies are bandwidth-limited in that the
state, network coding still provides significant benefitsansfer rate to a client will only be as fast as the through-
compared to using other techniques. Moreover, when fitut of the bottleneck link on the path from the server,

for-tat incentives are used the performance of netwoakd moreover, “perpendicular’ connections among nodes
coding is bearly impacted, while, other schemes suffare often hard to exploit. For file downloads, optimizing

significantly. bandwidth is often more critical than optimizing delay,

3) We also show that our network coding system %nd therefore, tree-based architectures may not always
the best approach.

very robust to extreme situations with sudden server ang . .
y b) Mesh Cooperative Architecturegis an alterna-

node departures. Network coding nodes are able to m?ke .
o ) Ivé to tree-based systems, a number of mesh architec-
progress and finish a download even if the server leaves

shortly after uploading only one copy of the file to th tures have also been suggested. Mesh cooperative archi-

system and nodes depart immediately after they fini %ctures can substantially benefit from additional connec-

their download. Without network coding, if both theﬁons betwe(_en end systems, thus,_ maX|m|Z|ng_dow_nIoad
rates. The improvement is possible due to intelligent

server and the peers suddenly depart the system, som . . .
L . . collaboration among peers, which efficiently use of the
blocks of the original file or of the source-encoded filé ) ) : . :
extra available bandwidth. Assuming that a given pair of

will disappear and nodes will not be able to finish thelrnol svstems has not received exactly the same content
downloads. This demonstrates that network coding noq‘?es y y ’

. ) . erpendicular” bandwidth can be used to fill in the
require very little support from the origin server and ar

7 . : ifferences in received content, thus reducing the total

able to efficiently feed information to each other eve . .
d ransfer time. By harnessing the power pérallel-

under extreme circumstances.

The rest of the paper is organized as follows. I%ownloadsresultlng from connection to multiple nodes

Section Il we provide an overview of related Workconcurrently [18][19], cooperative architectures preavid

. . drastic performance benefits by taking advantage of
In Section Il we describe our model for end-system .
. T . nodes whose working sets are complementary.

cooperative content distribution and discuss how networ ) .
However, one major drawback of mesh cooperative

coding can be used as a building block of such a system. , - . .
. . . . architectures is that since no trees are constructed, there
In Section IV we provide experimental evidence of the . o
no pre-determined distribution path for the content

benefits of using network coding over sending blocks ot : :
. ) : .and the mesh topology may include multiple cycles
the original file and over source coding. We summarize . - .
in Section V and discuss some open problems. and out—of-or_der cont.ent delivery. In addition, nodes in
the cooperative architecture often need to make local
decisions which result in a non-optimal scheduling. The
end result is that nodes need to wait unnecessarily for
Implementing large scale content distribution using endew data to arrive.
system cooperation techniques has been the focus of’he most popular of such cooperative architectures is
multiple research efforts during the recent years. BitTorrent [16]. A detailed analysis of BitTorrent’s per-
a) Tree-Based Cooperative SystemByo of the formance can be found in [20] [21]. BitTorrent provides
first proposals to use end-systems for content distributian end-system cooperative architecture to facilitate fast
were Yoid and EndSystem multicast, which providedownloads of popular files.
an end-system overlay multicast architecture for the To improve the efficient propagation of content among
delivery of video and audio content [13] [14]. Followinghodes, BitTorrent uses a rarest-first block download
a similar concept, SplitStream [9] builds multiple overlapolicy. Such policy attempts a uniform distribution of
multicast trees to enable a more robust and fair systgreces among the nodes to prevent users who have
where all nodes contribute roughly the same to tladl but a few of the pieces from waiting too long to
distribution effort and the departure of a node causésish their download. However, when nodes are close to
minor disruptions. Similarly, Coopnet [10] forms eithefinishing their download, nodes may attempt to obtain it
random or deterministic node-disjoint trees, and it irfrom the server, causing unnecessary server overloading.
cludes a Multiple Description Coding layer (MDC) [15]To overcome such problem, Slurpie [17] proposes a

Il. RELATED WORK



randomized back off strategy combined with an effectitbe practical aspects of implementing network coding
group size estimator that precisely controls the load @m a real distributed setting. In this regard [5] consid-
the server. ers the feasibility of applying the theoretical insights
c) Erasure Codes:A number of cooperative ar-in network coding to increasing throughput in actual
chitectures [12] [11] have proposed the use of Erasuralticast systems over wide-area networks. In [6], Chou
Coded [22][23] (e.g. Digital Fountain) to efficiently et al. propose a practical network coding system for
transfer bulk data. The digital fountain approach enablegeaming content. Similarly, in [2], K. Jain et al. provide
end-hosts to efficiently reconstruct the original conteftontemporaneously with this work) analytical evidence
of sizen from roughly a subset of any symbols from that supports the use of network coding in peer-to-peer
a large universe of encoded symbols. However, sinpetworks. Based on the work presented in [6] and [2], we
the sets of symbols acquired by nodes are likely fwopose a practical end-system cooperative architecture
overlap substantially, care must be taken to enable thémat uses network coding to enable efficient large scale
to collaborate effectively. This makes cooperation arapntent distribution.
reconciliation among nodes more difficult than when no Network coding can be seen as an extension or gen-
content is encoded. To overcome such problem [léjalization of the Digital Fountain approach since both
proposes techniques to efficiently reconciliate encod#te server and the end-system nodes perform information
content among different nodes using sketches, blo@mcoding. Note, however, that restricting erasure codes
filters, etc. only to the origin server implies that intermediate nodes
While encoded content can efficiently handle lossesan only copy and forward packets. This resultshie
asynchronous arrivals, and churn, locating missing datameerasure code being copied over from one node to
items may still be a challenge. To address the issueafother. Since mesh architectures contain cycles, it is
efficiently locating useful encoded blocks within the sygossible that multiple copies of the same block arrive at
tem, Bullet [12] proposes a mechanism that periodical®ygiven receiver through different paths, thus, decreasing
disseminates summaries of data sets uniformly samplbeé effective capacity of the system. With Network
over a random subset of global participants. Coding, on the other hand, a given block is combined
d) Network Coding:Network coding was first con- with other informative blocks as it propagates through
sidered in the pioneering work by Alswede et al. [gthe network, thus, significantly reducing the probability
where they showed that a sender can communic&feduplicate information arriving at the same receiver
information to a set of receivers at the broadcast capaditgm different paths.
of the network provided one allows network coding. ~ When the total number of different erasure codes in
High utilization of a given topology can also behe system is very high, then, the probability of dupli-
achieved using multiple edge-disjoint distribution treegate information arriving at the same receiver can also
(specially in the case where all nodes are receivers).lcome quite small. However, for flash crowd arrivals
fact, several schemes (e.g. SplitStream, CoopNet) haviere no node has the content, when nodes leave the
proposed to utilize multiple multicast trees (forest) tgystem soon after they finish the download, or when
deliver striped data from the source to all receiverle server leaves the system after serving few copies of
These proposals can indeed improve end-to-end throudte file, using erasure codes has far less clear benefits
put beyond that of a single tree, however, computing t§@mpared to not performing encoding at all.
strategies to achieve optimal throughput using multiple
trees has been shown to be NP-complete and APX-hard lIl. M ODEL
[24][25][26]. Instead, recent studies have shown that
network coding can significantly facilitate the design dft this section, we describe our model for end-system
efficient algorithms to compute and achieve such optim(gpoperative content distribution. This model can be used
throughput [7] [2]. to either distribute blocks of the original file, or blocks
Most of the previous work on network coding if €ncoded information, where the encoding can happen
largely based on theoretical calculations that assuféher only at the source, or both at the source and
a detailed knowledge of the topology, and a centrei! the network. We will outline the basic operation of
ized knowledge point for computing the distributiodiS Systém, emphasizing some algorithmic parameters

scheme. However, little effort has been made to stulfjat affect its performance. However, a detailed protocol
implementation is outside of the scope of this paper.

we use the terms Erasure Codes, FEC, and Source Codihges€ algorithmic parameters and their impact will be
interchangeably across the paper studied in Section IV.



A. Model of a collaborative content distribution networlB. Content propagation of uncoded and source-encoded

We assume a population of usitsat are interested in INformation

retrieving a file, which originally exists in a single servefzach time there is a transfer of a block from the server or
The capacity of the server is limited (a server could kuser to another user, a decision process is involved as to
an end-user) and, thus, users contribute their bandwisithich block will be downloaded. We assume that neither
resources to help other users. Since the server doesthet server, nor any user have a complete information
have the capacity to serve all users simultaneously,about the blocks that each user in the system has. Instead,
divides the file intok blocks and uploads blocks ateach user only knows about the blocks it has downloaded
random to different clients. The clients collaborate witand the blocks that exist in its neighbors and, thus,
each other to assemble all tikeblocks to reconstruct the algorithm for deciding which block to transfer is
the original file. This is very similar to how current endbased on local information only. In our system, we have
cooperative systems, especially BitTorrent, work. experimented with the following heuristics, which are

We assume that users do not know the identities @@mmonly used in current systems:
all other users; they only know the identities of a small « Random blockThe block to be transfered is decided
subset of them, which we call the neighborhood. We at random among the blocks that exist in the source
assume that the neighboring relation is symmetric, i.e. (if the source is the server, then a random block
if node A is in the neighborhood of3, then, also,B among all blocks).
is in the neighborhood ofA. Each node can exchange « Local RarestThe block to be transfered is picked
information, which includes blocks of the file and other  among the rarest block in the neighborhood. If there
protocol messages, only with its neighbors. The size of are multiple rarest blocks, a block at random is
this subset is normally a small value (e.g. 4-6). picked among them.

The way nodes join the network is as follows. Upon « Global Rarest.This is a baseline scheme which
arrival, each user will contact a centralized server that is not practical in large networks. The block to
will provide a random subset of other users already in be transfered is the system-global rarest block that
the system (similar to the tracker concept in [16]). The exists in the neighborhood. This is a heuristic that
new user will then connect to each of them to construct gives priority to very rare blocks in the hope of
its neighborhood. The end results is a mesh overlay improving the performance of the system.

topology where information flows along the edge-nodes The BitTorrent system uses a combination of the
in that topology. Rather than using a centralized servgfandomand Local Rarestschemes. In the beginning
other mechanisms for providing random subsets of nod&%ch nodes useRandomand after a few blocks have
can be used like the ones proposed in [28] and [1]. peen downloaded it switches tmcal Rarest

In the case that some nodes loose some of theinwhen server coding is used, the system works very
neighbors (because they left the system), or whensimilar to the description above. However, the server
node needs to use more neighbors to improve its para@gles blocks of encoded information and not of the
download rate, the node can request additional neighbgfsginal file. If the server uses forward error correction
at any time. Thus, allowing the topology to reconfigurgodes, then it generates- e blocks, wherek is the
when needed. number of blocks in the unencoded file and- 1 is the

In this work, we assume that the major bottleneck iexpansion factor, a parameter decided by the server. If
the system is the capacity of the access link of eaghe server uses rateless codes, then each time the server

user (and of the server). The total rate by which geeds to upload a block to a user, a new encoded block
user can receive information from all its neighbors ig generated.

limited by the download capacity of the user; similarly,
the total rate by which the user can upload informatio(e_ Content propagation with network coding.

to all its neighbors is limited by the upload capacit
of the user ?:or the purpose ofythis pzfper we gssu the case of network coding, both the server and the

symmetric links, where the download capacity is equdFers Perform edncodlr]:g ope(;atlogls. \l/(Vheneverha nOdZ or
to the upload capacity of a node and both capacitif¥ szrver neel_s to orw:;r a ch tI(I) T]n0tb|er I?o_e,
are independent. We have experimented with asymmetfid°roduces a linear combination of all the blocks it

access capacities and observed very similar results %H&rer_lélyds_torﬁs. The olper?tllzc_)n of éhe system is best
thus we omit the details of this case. escribed in the example of Figure 2.
Assume that initially all users are empty and that user

we use the terms nodes and users interchangeably across the pdpetontacts the server to get a block. The server will



Server to receive based on a local decision. This may be a
File suboptimal decision since such block may be already
[B1|e2| | [ [ [ [Bn] well represented in other areas of the network. On the
other hand, with network coding, we perform a linear
combination of all available blocks at a given node. Both
popular as well as unpopular blocks are combined into a
single block without having to estimate their popularity.
If at least one of the combined blocks is of use to other
nodes down the path, then the linear combination will
also be useful. The only way that a generated encoded
block is not useful is if the same block was generated
independently elsewhere in the system (or from the
Fig. 2. Sample description of our network coding system. same node in a previous transmission). However, as
blocks traverse the network they get combined with other
blocks in different nodes, making the probability of that
combine all the blocks of the file to create an encodegppening particularly small.
block E1 as follows. First, it will pICk some random Observe that in the case of network Coding we do
coefficientscy, co, ..., cp, then multiply each elementnot have to worry about how to pick the block to
of block i with ¢;, and finally add the results of thetransmit to the other node; we combine all the available
multiplications together. All these operations take plaggocks. However, deciding whether a neighboring node
in a finite field. Observe that the probability that tW@an send arinnovative packet is more difficult since
independent nodes with the same set of blocks pick thfe coefficient vectors of the sender can be different
same set of coefficients and construct the same blagkthe vectors of the receiver, but, still, span the same
depends on the size of the field. If the field is very Smﬁgbace_ A simple approach is to ensure that each node
such “collisions”™ may happen and they will reduce thenows the coefficient vectors of its neighbors. By using
performance of the system. In most practical cases a figh¢ neighbors’ coefficients and its own coefficients, a
size of2'® should be enough. (For a related discussigfiven node can easily calculate the rank of the combined
of the size of the field and the probability of decodingnatrices and determine which nodes can provide new
in a randomized setting see [27].) blocks and moreover how many blocks they can provide.
The server will then transmit to uset the result of  An alternative and cheaper approach is to have the
the addition and theoefficient vector = (¢;). Assume sender generate a linear combination with random coef-
now that userd has also another block of encodegicients of the coefficient vectors available to it and send
information E2, either directly from the server or fromthe resulting coefficient vector. If the receiver determines
another peer, with its associated vector of coefficientpat the received vector is a linear combination of the
If user A needs to transmit an encoded blo£l to vectors already available at the receiver, then it assumes
user B, A generates a linear combination of its tw@hat the sender does not have innovative blocks to send
blocks E1 and E2 as follows. UserA picks two random and waits for future updates from the sender. Observe
coefficientse] and c;, multiplies each element of blockthat an unlucky choice of the random coefficients may
E; with the coefficientc] and similarly for the second |ead the receiver to conclude that the server does not
block E», and adds the results of the multiplication. ThRaave innovative information, when in reality it does; such
block transmitted to useB will be the addition of the unlucky events should be very rare.
multiplicationsc’ - E1 andcs - E». The coefficient vector  Note that the overhead of transmitting the coefficient
¢ associated with the new block is equak{oc+c3 . vectors is quite small. In most practical scenarios, the
Observe that a node can recover the original file afteize of each block is normally in the order of several

receiving & blocks for which the associated coefficienhundreds of KBytes [18] whereas the size of a coefficient
vectors arelinearly independentto each other. The vector is smaller than one packet.

reconstruction process is similar to solving a system of
linear equations.

The benefit we expect to get by using network cod:
ing is due to the randomization introduced each tim&n important problem of current collaborative content
we generate a new encoded block. Recall that withadistribution networks is free-riding; many users take
network coding, each user needs to decide which bloakvantage of the resources offered to the network by

Coefficient vector: (¢”; ¢;+C”,C’y, €y C,+C”"5C, ...)

Incentive Mechanisms



other users without contributing their own resourceaetwork, the more efficiently nodes are contributing to
Free-riding can seriously degrade the performance tbe download, and the lower the load in the server.
the content distribution [30], and, as a result, many To study the performance of potentially large number
collaborative networks have introduced mechanisms @b users under various settings and scenarios, we have
discourage free-riding. implemented a simulator of an end-cooperative system
In our system we use two mechanisms to discouratiet uses different algorithms for content distribution.
free riding. The first is that we give priority to exchange®ur purpose was not to construct a perfectly realistic
over free uploading to other nodes. In other words, whaeimulation, but to demonstrate the advantages of network
there is contention for the upload capacity of a usarpding in some specific scenarios, which, we believe, are
the user will preferentially upload blocks of informatiorof practical importance.
to neighbors from which it is also downloading blocks. Our simulator is used to compare the performance of
Thus, the nodes allocate their capacity preferentially mntent propagation using network coding, not coding
mutual exchanges and then use the remaining uplagdall, and coding only at the server. The input to the
capacity for free downloads. simulator is a set of nodes with constraints in their up-
The second incentive mechanism that we use is ilwad and download capacities, an initial overlay topology
spired by the tit-for-tat approach used in the BitTorrenthat connects these nodes, the size of the file to be
network [16]. A user does not upload content to anothdistributed to the nodes, and the capacity of the single
user unless it has also received enough content fra@rver in the system. The capacities are measured as the
that user; more specifically, the absolute difference ntimber of blocks that can be downloaded/uploaded in a
uploading minus downloading from one user to anothsingle round. The number of blocks of the file transfered
is bounded. between two users is always an integral number. We have
The introduction of such an incentive mechanismxperimented with finer granularities and observed very
makes scheduling of information across a large disimilar results.
tributed setting even more challenging. Given that nodeswhenever a user joins the system it picks four nodes
make decisions based on local information, a node mayrandom and makes them its neighbors (provided that
end-up downloading blocks that are already populgtey have not exceeded the maximum number of neigh-
across the system and cannot be traded easily wibrs, which is set to six in most of our experiments).
other users. This effect gets amplified when the netwoTke simulator supports dynamic user populations with
frequently reconfigures. With network coding almostiodes joining and leaving the system, and topology
every block is unique and thus has higher chances retonfigurations. In fact, at the end of each round, if
being useful to other users and being traded easily. a node determines that the utilization of its download
capacity in the most recent rounds drops below a certain
IV. EXPERIMENTAL EVALUATION threshold (0% in most of our experiments), then it tries
In this section we study the performance of an entb discover and connect to new neighbors. Similarly, if
system cooperative architecture that uses network codihg user has exceeded its maximum number of neighbors,
and compare it with other existing approaches. In partitien it will drop some of the old neighbors at random.
ular we study the performance of end-system cooperativelThe simulator is round based. At the beginning of
architectures for a) different types of topologies, b) he¢ach round, each peer contacts its neighbors to discover
erogeneous client populations, c) dynamic node arrivalghether there are new blocks that can be downloaded.
d) sudden node and server departures, and d) incenfage unencoded content and for source coding we assume
mechanisms. that the each node knows the blocks available at its
To evaluate the performance of each scheme, we cagighbors; for network coding we use the techniques
culate the time it takes for each user to download the fildescribed in Section IlI-C. Then, the simulator decides
We are both concerned with the average download tinvehich blocks will be exchanged so that the upload and
as well as the maximum, and the standard deviation @dwnload capacities are not violated and that exchanges
the waiting times among all clients. Another performandake priority as explained in Section IlI-D. Nodes with
metric, is the overall utilization of the network, or, infree download capacity contact the server. However, the
other words, how fast the network can push informatiarumber of nodes that can be satisfied by the server is
to the users. We measure network throughput as the tdialinded by the server's capacity. The block transfers,
number of blocks transfered in a unit of time. This metrieither from a peer or from the server, take place at the
is also related to how much load is taken away fromame round and, then, the system moves to the next
the server. The higher the throughput in the cooperatik@und.



140

During each simulation all the nodes in the system
use the same encoding scheme, either network coding, B JRREEELEES o
source coding, or propagating of original blocks. To i
simulate rateless codes we set the expansion factor
to be very large.

To simulate a tit-for-tat scenario, the simulator keeps
track of the difference between uploaded blocks minus

Finish Time

110F == LR

downloaded blocks from a user S (source) to a user e
D (destination). If the difference is larger than the pre- 1
configured value (typically 2 when we study tit-for-tat), 1% % ' 50 200

100
Nodes (sorted)

then the source S will not send any block to D even if
there is spare upload capacity at S and spare download
capacity at D.

Obviously, there are important parameters that we do
not simulate such network delays, locality properties in
constructing the overlay, cross-traffic impact, or mali-
cious users. However, we believe that the simulator is
able to capture some of the most important properties of
an end-cooperative architecture.

Next we present the experimental results based on the
simulator described above. Time

A. Homogeneous topologies Fig. 3. Finish times and progress per round for a well-connected
We start by comparing the performance of networRPology of 200 nodes. Size of the file is 100 blocks.
coding (NC) to source coding (FEC) and unencoded

information using a local rarest policy (LR) in a well-

connected network of 200 nodesvhere all nodes have @ topology with two clusters of 100 nodes each. There

the same access capacity equal to one block per rols@00d connectivity and ample bandwidth between the

(homogeneous capacities). The upload capacity of tﬂgd&:g in each cluster (equal to 8 blocks per rou'nd'in'both
server is also 1 block/round. In this simulation we givglrectlons and for all nodes). However there is limited

priority to mutual exchanges, as described in Section Ifandwidth between the nodes of the different clusters;
D, but do not use the tit-for-tat mechanism. in every round only 4 blocks can propagate from one

In Figure 3, we plot the finish times of each nodgluster to the other. The capacity of the server is also
and the progress per round for that configuration. Ve blocks per round and moreover the server departs gt
measure the finish times as the number of rounds f@Und 30 and, thus, the nodes need to use the capacity
quired to complete the download. We observe that hetween the c_Iusters in the optlr_nal way to retrieve the
this baseline scenario all schemes perform equally wéllocks of the file as fast as possible.

The performance with network coding was slightly better In Figure 4 we plot the finish times for each node.
compared to the other schemes, but, still, in all schemBd€ minimum possible finish time in this experiment
the average finish time was close to the minimum finidh €gual to 25 rounds. Observe that without coding
time possible, which is rounds since the original file i§1€ average finish time is roughly three times longer
equal to 100 blocks. compared to using network coding. The reason is that
In the following sections we deviate from that baselin&ithout coding some packets are transmitted multiple

scenario and observe that with small changes in tH@es over the bad cut wasting precious capacity that
configuration network coding performs better. could have been used to transmit new blocks. For similar

reasons, network coding outperforms source coding in

B. Topologies with clusters this Qxample by almost a factor of two_. Given that nodes
Network coding has b h ‘ ; I _stay in the system after the download is complete and the

¢ Twpr C‘?h 'Sgd as; :ee?h.s OW?. 0 pertorm Well ey ey put20% extra erasure codes in the system, with
opologies with bad cuts. In this section we examine Su‘éBurce coding the chances of transmitting the same block

3We have performed limited experimentation with larger topologié@umple times over the cut are reduced. ThUS, source
of sizes up to 2000 nodes showing similar results coding performs much better than no coding, but still
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Fig. 4. Finish times of a topology with two clusters (100 nodeEig: 5. Finish times of the fast nodes in a network with 10 fast nodes
eac.h).. and 190 slow nodes. Size of the file is 400 blocks and capacity of

server and fast nodes is 4 blocks/round.

TABLE |

worse than network coding. _ FINISH TIMES FOR A FAST NODE AS THE RATIO OF THE CAPACITY
In this example, for both source coding and tranSMit-o 1. FasT NODE OVER THE CAPACITY OF THE SLOW NODES

ting of original packets, we have assumed that nodes

A . ) INCREASES

use the local rarest heuristic to decide which blocks to
receive from their neighbors. Choosing random blocks Method X2 | x4 | x8
ave worse finish times. Random 107 166 | 281
9 Local Rarest 106 | 135 | 208
Source Coding Random 84 | 113 | 134
C. Heterogeneous capacities Source Coding LR 78| 92| 106
) o Global Rarest 751 92| 98
We expect that the nodes of a user collaborative distribu- Network Coding 69| 72| 73

t'or! SYStem will have non-homogeneous gapabllltles. TRGte: A ratio of x2 indicates that the capacity of the fast peer is two
majority of the users are connected behind slow acceiases the capacity of a slow peer. Similarly for x4 and x8. The number

links, including dialup connections and ADSL connecaf slow peers is 50, 100, and 200 in the three cases respectively.
tions, and a small percentage are connected with very
fast links (e.g. corporate and university users). In this
regard, we wish to study the performance experiencedVhen network coding is not used, slow nodes may
by fast users when they interact with other slower usep¥k blocks from the server that are not needed by the
in such heterogeneous environments. fast nodes. Also slow nodes may use much of their
Since fast users have more capacity, they are allowe@pacity to share blocks that came from the fast nodes in
to have more neighbors to fully utilize their extra capadhe first place. The end result is that often the decisions
ity. However, the higher the number of neighbors feedirfigken by the many slow nodes do not take into account
a fast node, the harder it is for the large set of neighbdfg interests of the fast nodes and fast nodes need to wait
to efficiently provide useful data in an uncoordinatetpr many rounds to obtain the appropriate blocks.
fashion. On the other hand, with network coding, the blocks
In Figure 5 we plot the finish times of the fast useréiat propagate in the network are linear combinations
in a network with many slow users and few fast usersf many other blocks. Thus, the fast nodes have better
In this example the fast users are 4 times faster thehances of making progress in each round.
the slow users. We observe that with network coding We have also noticed that as the capacity difference
the finish times of the fast nodes are on the averabetween fast nodes and slow nodes increases, fast nodes
20% better than source coding and around 30% beteéxperience even worse performance when network cod-
than with no coding. Also, observe that with networkng is not used; on the other hand, with network coding,
coding the difference in the observed finish time mindbe performance degradation is minimal. In Table | we
the minimum finish time is very similar to the baselinshow some results that validate it.
scenario of Figure 3, indicating that the heterogeneity In this experiment we have only one fast peer and
did not affect the fast nodes with network coding, buhany slow peers (50, 100, and 200 for the three cases),
had decreased the performance of the fast nodes withich allows us to focus our discussion; similar results
both source coding and no coding. exist for the case of a small subset of fast nodes. As the
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ratio of the capacity of the fast peer increases from 2 to 300 T T g g g g TS A
4 and to 8, we also increase the number of neighbors of ,4| o
the fast node (to give it the opportunity to use the extra T
capacity). We also scale accordingly the capacity of the [ an
server and the size of the file so that the minimum finisp 240} -
time for the fast node is 50 rounds. If no network codinéJ 220} \ B
is used, Table | shows a drastic increase in the finigh A O
times of the fast node as the capacities ratio increasés.zoo' Si?
With network coding the finish time remains relatively"'_' 180F ]
unchanged indicating that heterogeneity in the capacities | P

does not penalize the fast nodes. As a final note, the -v"’ Random
performance of the slow nodes across these experiment§4°' wd L R

remain almost unchanged. 120 faegity

0 50 100 150 200 250 300 350 400
Nodes (sorted by their arrival time)

D. Dynamic arrivals and departures

Dynamic Arrivals Fig. 6. Finish times for Random, Network Coding, and Source
In this section we show the impact of dynamic arrivalgc’d'ng (FEC) under dynamic arrlvals_. Nodes arrive in batches of 40
in th f f th h .nodes every 20 rounds. Nodes stay in the system 10% extra rounds.
In t _e per or_mance of the Sfy_Stem' When nOde_S alm¥Brver stays forever. File size is 100 blocks.

at different times, newly arriving nodes have different

download objectives than the nodes that have been in the

system for sometime. For instance, newly arriving nodggcreases roughly t80%. Note, however, that this
can benefit from any block while older nodes requirgifference would increase substantially if nodes leave the

a specific set of blocks to complement the blocks tha{stem right after they finish their download.
they already have. However, since newly arriving nodes

do not know about the exact needs of the other nodggbustness to node departures.
in the system, they will often make download decisiondhen nodes are allowed to leave the system at any
that are of little use to existing nodes in the system. THigne and the server can also leave the system, then it is
gets reflected in Figure 6. possible that some blocks disappear and reconstructing
In Figure 6 we simulated a scenario where 40 emptipe original file is not possible (this is can be frequently
nodes arrive every 20 rounds. The file size is 100 blockaserved in current file sharing P2P networks). One
We assume that nodes stay in the system 10 more roupdssible cause that can prevent full file completion is
after they finish the download and the server is alwajfsthe block propagation does not happen efficiently and
available. As we can see from Figure 6, the first set tifere are some rare blocks that only exist in few nodes.
nodes that arrived at time zero finish around tinie. In If the server and the few nodes holding the rarest blocks
the ideal scenario where existing nodes are not delayeéve the system, then no node can finish the download.
by the arrival of new nodeg0 nodes should finish everySuch events can happen in dynamic environments. As
20 rounds. This is clearly the case with Network Codingve will see next, the inherent redundancy of network
However, when no encoding is used or when souréeding can help cope with such problems even in the
coding is used, newly arriving nodes unnecessarily delByost extreme cases of node departures.
existing nodes. Existing nodes need to wait many extraln Figure 7 we present the finish times of nodes using
rounds to receive useful information since newly arrivaetwork coding, with 40 nodes arriving every 20 rounds.
ing nodes spend much of their bandwidth performing/e assume that peers leave the system immediately
download decisions that carry no information for existingfter downloading the complete file. We present the
nodes. Such difference is amplified for the first set dhish times when a) the server stays always in the
arriving nodes (e.g. a flash crowd). In this situatiorsystem forever, and b) the server leaves immediately after
network coding provides an improvement ¢#§% and uploading each block once (observe, that source coding
200% compared to source coding and no coding respés-meaningless in this example).
tively. However, as time progresses the number of nodesrom Figure 7 we can see that even in the extreme
that finish the download and stay around to help othscenario where the server leaves the system immediately
nodes increases. As a result, the performance diffafter distributing only one full copy of the file, network
ence between network coding and the other approacleesling is able to provide the same performance as if the
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Fig. 7. Finish times for 200 nodes using network coding when &jg. 8. Number of users finished by a given time (measured in
the server stays for ever and b) when the server leaves after servinghber of rounds) for Network Coding (NC), Source Coding (FEC)
the full file. Nodes arrive in batches of 40 nodes every 20 roundsnd Local Rarest (LR) under a) no incentive schemes (Free) and b
Nodes leave immediately after downloading the file. tit-for-tat (TFT). Network size is 500 users. File size is 100 blocks.

server stays in the system forever. Not only the finish |, Figure 8 we show the total number of peers

times are almost identical, but, also all nodes complegished by timet with and without the use of tit-
the download. Similarly, if we compare Figure 07 Withor-tat to discourage free-riders. In this simulation the
Figure 6 where nodes stay in the system 10% extga,yimum allowable difference between blocks uploaded
time, we can see that the performance of network codifg 5 node minus the number of downloaded blocks from
does not get significantly impacted even if nodes leay§e same node is 2. In the case of network coding
the system immediately after they finish the downloaghe introduction of TFT has practically no observable
This results shows that nodes using network coding dfnact on the performance of the system. However, for
very robust and self-substained, relying very little on thg,h source coding and no coding, the introduction of
support of the origin server and efficiently feeding inforrpr significantly affects the finish times by delaying the
mation to each other even under extreme c:ircumstanc@,gper tail of the distribution.

If we mc;]reased the numberh of extra rgunds that thel For instance, when transmitting unencoded blocks, the
server orft e t?ohes stay In td(_e syste;n_ y ﬁ very smally iser finished at time 161 without TFT and at time
amount (for both source coding and in the case Qg \vith TFT. Similarly, when source coding was used

no coding), then again we observe similar results. Ffy finish times were 159 and 182 respectively. The

Zlos;[/ancfe,:]eavmg thef_sgr\r/]erdfoc; an el)G%_ roundh§, only decrease in performance happens because nodes may
o of the nodes finished downloading when Sour%‘fwd—up with blocks that are of little interest to their

coding was used and only 10% of the nodes finishedionyors Recall, however, that nodes are allowed to

downloading when no coding was used. change neighbors if they are not able to receive enough

However, we have experimentally observed that if ﬂ}ﬁroughput

server and/or the peers stay in the system over a Certa"i]/Ve have also experimented with larger networks and
threshold (10-15% extra rounds for source coding an . : . e
served that increasing the size of the network amplifies

around 20%-30% for the case of no coding), then e penalty introduced by using tit-for-tat, specially for
users are able to finish the download, although they stll P y y g 5P y

. ' a system where no-coding is used.
may take a lot longer to receive the file. y g

E. Incentive mechanisms: Tit-for-tat V. SUMMARY AND FURTHER DIRECTIONS

We have argued in Section 1lI-D that the use of a\,

: X hani ke tit-f TET g e propose a new content distribution system that uses
Incentive mechanism fike tit- or—_tat ( ) may reduc etwork coding. Unlike other systems based on network
the throughput of the system since blocks need to

. _ 8ding, our approach targets the distribution of large files
carefully picked to be easily traded. in a dynamic environment where nodes cooperate. Our

“Rounds above the minimum possible time to download all theyStem does not require any centralized |'(n'0W|edge of
blocks. the network topology and nodes make decisions of how
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to propagate blocks of information based only on locapeed of encoding and decoding. Preliminary implemen-

information. tation results show, however, that network coding can
The main advantage of using network coding fdve implemented with very low encoding and decoding

distributing large files is that the scheduling of the coreverheads< 3%).

tent propagation in the overlay network is much easier.
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Despite the rich literature in network coding, we arB” & e i oo aiesuesiosutiat, o000 1 Monday Avallable at
not aware of any operational content distribution network
that uses network coding. We are currently in the process
of building a prototype system and study the advantages
of network coding in more realistic settings. Building
this prototype will also help us understand better some

other practical issues with network coding, including the

REFERENCES



