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The United Nations Secretary-General 
has stated that the safe deployment of 
new technologies, including artificial in-
telligence, can help the world to achieve 
the sustainable development goals.1

The rapid diffusion and growing 
number of applications of artificial 
intelligence large language models has 
generated excitement and public dis-
course around their potential to improve 
human health. However, this enthusiasm 
has been accompanied by concerns that 
such content-generative systems may 
be biased, produce misleading or inac-
curate information, and could relinquish 
data privacy and ownership controls 
to technology firms looking to com-
mercialize large language models and 
commodify data.2 Some have questioned 
whether commercial pressures have led 
to public releases of these technologies 
without adequate ascertainment of their 
safety and performance.3

Large language models generate 
responses that can appear authoritative 
and plausible to an end-user; however, 
without adequate controls in place, the 
veracity and accuracy of responses may 
be extremely poor.4 These models may 
be trained on data for which explicit 
consent may not have been provided, 
and they may not protect sensitive data 
(including health data) that users volun-
tarily feed into the artificial intelligence-
based tool. Large language models, 
usually trained on large amounts of raw 
data, may encode biases in the data that 
can undermine inclusiveness, equality 
and equity.5 Furthermore, building such 
large data models has an environmental 
(mostly in carbon dioxide emissions) 
and financial impact that is often over-
looked in costing analyses.6

Artificial intelligence tools are 
increasingly being applied to public health 
priorities,7 and have the potential to assist 
with pattern recognition and classification 
problems in medicine – for example, 
early detection of disease, diagnosis and 

medical decision-making.8,9 The increase 
in sophistication of artificial intelligence 
systems is now marked in days and weeks, 
as opposed to months and years. This 
speed outpaces the regulatory and review 
capacity of most agencies charged with 
protecting public health and providing 
oversight of technologies applied to health 
and well-being.

For artificial intelligence to have 
a beneficial impact on global health, 
especially in low- and middle-income 
countries, ethical considerations, 
regulations, standards and governance 
mechanisms must be placed at the 
centre of the design, development and 
deployment of artificial intelligence-
based systems. The proliferation of 
artificial intelligence for health must take 
place with oversight by governments and 
their appropriate regulatory agencies. 
Acknowledging the enthusiasm sparked 
by emerging positive evidence of high-
performing artificial intelligence systems 
in disease diagnostics, integrating 
complex patient histories to enhance 
clinical decision support, or health system 
quality improvement modelling, requisite 
caution is warranted given the precipitous 
pace of progress in recent months. 
Improved transparency and fail-safes are 
needed to ensure safety, consistency and 
quality in artificial intelligence systems 
for health, while promoting trust. As 
the amount of textual, audio or video 
content generated by or with the help of 
artificial intelligence grows, consumers 
of health information may find it difficult 
to assess content validity and reliability. 
Clear acknowledgement of the extent of 
human expert oversight or other quality 
control measures taken may be warranted 
and helpful. 

The World Health Organization 
(WHO) is responding to this fast-paced 
change through strategic interventions 
in line with its Global strategy on digital 
health.10 WHO is providing guidance to 
Member States to develop an appropriate 

regulatory environment that can oversee 
the selection, evaluation and eventual 
deployment of such technologies. 
To this end, WHO has published 
guidance on Ethics and governance of 
artificial intelligence for health,11 and has 
convened an expert group to develop 
additional guidance.

WHO encourages policy-makers to 
prioritize the implementation of stan-
dards and evaluative frameworks that 
promote the responsible development 
and application of such technologies, 
working closely with technical experts, 
civil society and the private sector to 
identify risks, and develop mitigation 
strategies that preserve public health and 
foster trust. We should also acknowledge 
the sensationalism of the news cycle and 
social media exaggerations, and examine 
emerging capabilities and risks dispas-
sionately and empirically. Companies 
developing health-related artificial intel-
ligence should be encouraged to act as 
responsible stewards of public health by 
prioritizing the well-being and safety of 
individuals above commercial interests, 
implementing WHO-recommended 
guidance and best practices even in 
poorly regulated environments.

In 2018, WHO and the International 
Telecommunications Union (ITU) 
established the WHO-ITU Focus group 
on artificial intelligence for health. 
This collaboration convened more 
than 100 stakeholders to develop a 
benchmarking framework to guide the 
design, development, regulation and 
deployment of these tools that bring 
health benefits to everyone, everywhere. 
A multiagency global initiative on 
artificial intelligence for health is 
warranted to improve coordination, 
leverage collective and individual 
agency capacity, and ensure that the 
evolution of artificial intelligence steers 
away from a dystopian future towards 
one that is safe, secure, trustworthy and 
equitable. ■
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