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Abstract

This article concerns a security system which enables the detection of undesirable agents, intruders in a
multi�agent system. The intruders are identi�ed on the basis of their behavior which is determined by actions
they undertook. The process of behavior evaluation is distributed � each agent makes autonomous behavior
evaluation of other agents. In order to distinguish if an agent is good or bad (an intruder), results of behavior
evaluations of this agent have to be collected and processed. The problem of collecting and processing of the
results of distributed behavior evaluation is the main topic of this article. The conception of storing agents'
behavior evaluation results obtained during earlier periods of time is presented. The decision about an agent
is undertaken on the basis of the analysis of the gathered results of his behavior evaluation.

Keywords: multi�agent system, security, behavior evaluation, ethically-social security mechanisms, intrud-
ers detection.

1. Introduction

Nowadays the number and frequency of destruc-
tive attacks is increasing. Thus it is crucial to
identify intruders properly and undertake correct
reaction to the detected attack. In critical situ-
ations the reaction time should be very short in
order to stop the undesirable activity in secured
system. Security system has to detect and react

to new kind of dangers that have never been en-
countered before.

The aim of our work is to obtain a computer secu-
rity system which should identify intruders that
are unknown at the moment of system creation.
Some analogies to the mechanisms existing in the
human society which provide a person surrounded
by other possible dishonest people with security
were observed. The main security assumptions re-
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lated to the ethically-social mechanisms could be
stated as follows:

distributed evaluation of entities (agents,
processes in the system) the way that peo-
ple in the society evaluate other people,
evaluation on the base of behavior (actions
which are undertaken) instead of evaluation
on the basis of resource structure as it is
done by e.g. computer antivirus software.

Security systems which mention these paradigms
were presented in our earlier work presented in
e.g. [4, 5, 2]. There are two main problems con-
nected with the creation of security system that
ful�ll the stated assumptions:

creation of security functions, mechanisms
that are built-in all agents and that realize
evaluation on the basis of their behavior,
collection and processing of results of dis-
tributed behavior evaluations that are made
autonomously by an agent existing in the
system.

The �rst stated problem was solved with the use
of immunological mechanisms and some addition-
al mechanisms to store information of all actions
undertaking in a system. The second stated prob-
lem is the main issue of this article however in the
past some simple solutions were presented.

2. Agent's Algorithm of Be-
havior Evaluation

All agents in the system has been equipped with
some additional goals, tasks and mechanisms in
order to ensure security of the entire multi-agent
system. These mechanisms has been named divi-
sion pro�le. The name division pro�le is inspired
by M�agent architecture which could be used to
describe an agent (M�agent architecture was in-
troduced among others in [1, 3]).

A more detailed description of the division pro-
�le appears in [4, 2, 5]. This article contains only
some information that is crucial to the modi�ed
approach to behavior evaluation process with the
elimination table.

Actions undertaken by agents can be perceived
as objects, which create a sequence registered by

all agents in the environment. On the basis of
analysis of these sequences an agent can evaluate
the others and determine a good or a bad acting
agents (called also intruders).

The division pro�le of an agent has three stages
of functioning:

1. creation of the collection of sequences of ac-
tions,

2. generation of the detector set on the basis
of good (self ) sequences of actions,

3. behavior evaluation.

2.1. Creation of the Collection of
Sequences of Actions

Each agent in the environment creates the se-
quence of his own (good) actions. He also registers
sequences of actions of the other agents existed in
the environment.

Example 1:
The system consists of three agents: Ag1, Ag2,
Ag3. An agent can register only the last 7 ac-
tions undertaken by each agent in the environ-
ment (h = 7). If A and B indicate the possible
actions of an agent, the observed sequences of ac-
tions could be stated as follows:
Ag1 : ABBABAA,
Ag2 : BAAABBB,
Ag3 : AAABAAA

2.2. Generation of the Detector Set

The algorithm of detectors generation refers
to the negative selection - the method of T�
lymphocytes generation (presented in [6, 7, 8,
10]). An agent generate the preliminary set of de-
tectors with the length equals to l (the sequences
from this set represents every possible actions in
every possible order). Detectors reacting with any
sequence from own collection are rejected from
the preliminary set. Sequences from this set which
will pass a negative selection create the �nal set
of detectors.

Example 2:
For l=3 and two types of actions the prelim-
inary set of detectors, which is generated by
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each agent in the environment, is equal to R0 =
{AAA,AAB,ABA, ABB, BAA, BAB, BBA,
BBB} An agent compares the detectors from this
set with the collection of his own actions and re-
jects the reacting ones. The agents: Ag1, Ag2,
Ag3, mentioned in the example 1, create the �-
nal set of detectors as follows:
Ag1 : {AAA,AAB, BBB}
Ag2 : {ABA,BAB,BBA}
Ag3 : {ABB,BAB,BBA,BBB}

2.3. Behavior Evaluation

An agent a, which division pro�le is at his behav-
ior evaluation stage, can assign the coe�cient mk

a

to an agent k, where 1 ≤ k ≤ j (j is the number
of neighboring agents which are visible for agent
a).

The coe�cient mk
a is a number of counted match-

es between:

detectors of an agent a which evaluates be-
havior,

a sequence of actions undertaken by agent
number k.

Marking the length of a detector as l and the
length of the sequence of actions as h, the coe�-
cient mk

a is a number from a range 〈0, h− l + 1〉.
The maximum of counted matches is equal to
h− l + 1, because every fragment of the sequence
of actions, which has a length equal to the length
of a detector, can match only one detector.

Example 3:
Let us assume that the agent Ag3 has such a
sequence of actions AAABAAA and the agents
Ag1, Ag2 have the �nal sets of detectors as it
was mentioned in the example 2. The agent Ag1
can notice 3 matches between his detectors and
the sequence of actions of the agent Ag3 (the de-
tector AAA - 2 matches, the detector AAB - 1
match), thus the coe�cient mAg3

Ag1 = 3. The agent
Ag2 can �nd only one match between his detec-
tors and the sequence of actions of the agent Ag3
- the coe�cient mAg3

Ag2 = 1.

3. Interaction between an
Agent and the Environ-
ment

In order to distinguish if an agent is good or bad
this agent have to be evaluated by all agents in
the environment and the results of this evalua-
tion have to be collected and processed. Mecha-
nisms of collecting and processing of the results
are built-in into environment of multi�agent sys-
tems, so the environment have to interact with
all agents. The solution of the problem collection
and processing of the results are presented below
from an agent's and the environment's point of
view.

3.1. Behavior of an Agent

An agent a in case of receiving a request of eval-
uation of an agent number k sends back only the
coe�cient ok

a in the range 0 ≤ ok
a ≤ 1. The coef-

�cient ok
a is given by function:

ok
a =

(
mk

a

h− l + 1

)4

(1)

where h−l+1 is the maximum of counted match-
es of an agent a. The oe�cient ok

a is sended back
to the environment.

The power function of behavior evaluation in-
creases a weight of high coe�cient mk

a. As a
result, an agent with high number of counted
matches obtains coe�cient ok

a much higher than
an agent with low number of counted matches.
The exponent of power function has been set em-
pirically (the discussion of the use of power func-
tion is presented in [9]).

Example 4:
Let us assume that agents Ag1, Ag2 received re-
quests of evaluation of the agent Ag3. Agents Ag1
and Ag2 calculate their coe�cients (according to
equation 1 and behavior analisis in example 3):
oAg3

Ag1 = (3/5)4 = 0.1296
oAg3

Ag2 = (1/5)4 = 0.0016
Agents Ag1, Ag2 sends calculated coe�cients
back to environment.
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3.2. Behavior of the Environment

Each action undertaken by an agent may cause
the change of results of behavior evaluations that
are done by other agents in the system. This ap-
proach lets us formulate the algorithm of evalua-
tion management as follows:

If an agent k undertakes an action, a
request of evaluation the agent k is
sent to all agents (except the agent k)
by the environment.

After sending the request of evaluation of an
agent number k the environment uses the algo-
rithm of evaluation's collecting and processing,
which consists of following actions:

1. Agents send back coe�cients as it is de-
scribed in Sect. 3.1.

2. The gained coe�cients are summed and
then this sum is divided by j − 1 (j is the
number of agents):

ok
∗ =

ok
1 + ... + ok

k−1 + ok
k+1 + ... + ok

j

j − 1
(2)

3. If the coe�cient ok
∗ is greater than 1

2 agent
k is eliminated.

Example 5:
The environment got the coe�ecients:
oAg3

Ag1 = (3/5)4 = 0.1296
oAg3

Ag2 = (1/5)4 = 0.0016
The coe�cient oAg3

∗ is counted as follows:
oAg3
∗ = (0.1296 + 0.0016)/2 = 0.0656
The coe�cient oAg3

∗ is smaller than 1
2 , so the

agent Ag3 is not eliminated, however his behav-
ior is in small degree di�erent from behavior of
agents Ag1 and Ag2.

4. Example of Behavior Eval-
uation Experiment

In this experiment a multi�agent system with
asynchronously acting agents was implemented.
In the simulated environment there are two types
of resources: resources of type A and resources of
type B. This situation re�ects these operations
in computer system which should be executed in

couples e.g. opening / closing a �le. Resources are
used by agents, but re�lling all resources is only
possible when each type of resources reaches the
established low level. The simulated system has
three types of agents:

type g=0 � agents which take one unit
of randomly selected (A�50%, B�50%) re-
source in every full life cycle;

type g=1 � agents which take one unit
of randomly selected (A�75%, B�25%) re-
source in every full life cycle; type g=1
agents can be treated as intruders, because
increased probability of undertaking only
actions of one type can cause blocking the
system (what is presented in [4, 2]);

type g=2 � agents which take one unit of
A resource in every full life cycle; type g=2
agents are also called intruders.

Actions of agents of type g=1 are similar to ac-
tions of agents of type g=0 but they are also un-
desirable in the secured system.

250 500 750 1000 1250 1500 1750 2000
time

10

20

30

40

50

60

70
number of agents

type g=2 agents

type g=1 agents

type g=0 agents

Fig. 1. Number of agents in separate time
periods

The case in which initially there are 64 agents of
type g=0, 8 agents of type g=1 and 8 agents of
type g=2 is presented below. All agents in the sys-
tem are equipped with the division pro�le mech-
anisms with parameters h = 18 and l = 5. The
simulations are run to 2000 constant time periods
∆t and 20 simulations were performed. The dia-
gram in Fig.1 shows the average number of agents
in separate time periods.

During the �rst 18 time periods ∆t all agents
were acting synchronously. In 18th time peri-
od all agents have generated their detectors and
achieved the third stage of their division pro-
�les � behavior evaluation. From 19th time pe-
riod agents were acting asynchronously (an agent
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could be activated in one time period ∆t, but had
to be activated at least once during ten time pe-
riods ∆t) and using their detectors to evaluate
agents which undertook an actions according to
algorithms presented in Sect. 3.

As we can see on the diagram in Fig. 1 agents
of type g=2 were being deleted successively from
19 constant time period ∆t to 28 constant time
period ∆t. When the system has achieved behav-
ior evaluation stage all bad agents were identi�ed
properly and eliminated when they tried to un-
dertake actions.

At the end of presented simulation the agents of
type g=1 were eliminated in 96%, but the agents
of type g=0 were eliminated in 10% as well.
The elimination of good agents has been named
the phenomenon of self�destruction. This phe-
nomenon could be caused by the random choice
of undertaken action. As a result, some sequences
of actions of good agents can be similar to actions
of bad agents. Thus the algorithms presented in
Sect. 3 are not su�cient for the limitation of the
phenomenon of self�destruction.

5. Earlier Results Collection

In order to reduce the phenomenon of self�
destruction of agents the environment was
equipped with the elimination table (presented
onto Fig. 2), which allow taking into account the
coe�cients obtained during earlier live cycles of
agents.

In this table j is the number of all agents in the
environment and cv is the length of coe�cients'
vector. The last cv returned coe�cients ok

∗ of an
agent k are stored in his own vector. All agents'
vectors form the elimination table.

The algorithm of evaluations's collecting and pro-
cessing (presented in Sect. 3.2) has been changed
as follows:

1. Agents send back coe�cients as it is de-
scribed in Sect. 3.1.

2. The gained coe�cients are summed and
then this sum is divided by j − 1 (j is the
number of agents):

ok
∗ =

ok
1 + ... + ok

k−1 + ok
k+1 + ... + ok

j

j − 1
(3)

3. If the coe�cients' vector of an agent k is full
the �rst coe�cient in this vector is removed
and the other ones are moved left. In the
elimination table the coe�cient ok

∗ is stored
at the end of the vector of an agent k.

4. If the gathered coe�cients ok
∗ meet speci�c

criterion agent k is eliminated (two crite-
rions are presented and tested in next sec-
tion).

Fig. 2. Elimination table

6. Example of Behavior Eval-
uation Experiment with
Earlier Results Collection

It is crucial to �nd the proper criterion of agents
elimination on the basis of coe�cients gathered in
the elimination table. In order to select this cri-
terion a multi�agent system with asynchronously
acting agents of type g=0, type g=1 and type g=2
was implemented, as it was speci�ed in Sect. 4.
All agents in the system are equipped with the
same division pro�le parameters � h = 18 and
l = 5. The multi�agent system analogous to the
experiment in Sect. 4 in which initially there were
64 type g=0 agents, 8 agents of type g=1 and 8
agents of type g=2 was researched, but addition-
ally the elimination table with the length cv was
applied. The length of this table was increased
up to cv = 20. The simulations were run to 2000
constant time periods ∆t. Results presented in
the next paragraphs are in all cases the average
of 20 runs of simulation.
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6.1. The Average Value of Coe�-
cients

First a case was simulated in which an agent k is
eliminated if

n∑
i=1

ok
∗i

n
> 0,5 (4)

where n is the number of coe�cients gathered in
the vector assigned to an agent k (1 ≤ n ≤ cv).

The diagram in Fig. 3 shows the percent of type
g=0 and g=1 agents remained in the system af-
ter 2000 constant time periods ∆t in the cases
of the elimination table with the length cv =
1, 2, 3, ..., 20

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
cv

20%

40%

60%

80%

100%

per cent of agents
remained in the system

type g=1 agents
type g=0 agents

Fig. 3. Per cent of type g=0 and g=1 agents
remained in the system

The value cv = 1 means that there is behavior
evaluation without the evaluation table, because
an agent k is evaluated only on the basis of his
last returned coe�cient ok

∗.

The analysis of obtained results indicates that
the proposed solution reduces the phenomenon of
self�destruction of good agents. For cv = 4 over
95% of type g=0 agents remained in the system,
for cv ≥ 18 this percentage exceeds 99%.

However the length of the elimination table high-
ly in�uences on number of type g=1 agents re-
mained in the system. About 5% of intruders re-
mained in the system if cv = 4, when cv ≥ 14
this percentage exceeds 20%. The low coe�cients
obtained during earlier live cycles of the agents
allow them to remain in the system despite de-
terioration of their actions. The increase of the

length of the elimination table reduces also a rate
of destruction of bad agents, what can be seen on
diagram in Fig. 4.

250 500 750 1000 1250 1500 1750 2000
time

2

4

6

8
number of agents

cv = 18

cv = 4

cv = 1

Fig. 4. Number of type g=1 agents in
separate time periods for selected values of cv

6.2. The Weighted-Average Value
of Coe�cients

In order to increase a weight of last returned co-
e�cient ok

∗ we have simulated also a case in which
an agent k is eliminated if

n∑
i=1

(i · ok
∗i)

n∑
i=1

i
> 0,5 (5)

where n is the number of coe�cients gathered in
the vector assigned to an agent k (1 ≤ n ≤ cv).

The diagram in Fig. 5 shows the percent of type
g=0 and g=1 agents remained in the system af-
ter 2000 constant time periods ∆t in the cases of
elimination table with length cv = 1, 2, 3, ..., 20

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
cv

20%

40%

60%

80%

100%

per cent of agents
remained in the system

type g=1 agents
type g=0 agents

Fig. 5. Per cent of type g=0 and g=1 agents
remained in the system
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Analyzing the diagram in Fig. 5 for cv = 4 we
can notice that over 92% of type g=0 agents
remained in the system, for cv ≥ 18 this per-
centage exceeds only 97%. The maximal per cent
of remained good agents amounted to 98,5% for
cv = 20.

The length of the elimination table in�uences al-
so on the number of type g=1 agents remained
in the system. However the per cent of remained
intruders exceeded 20% only when cv > 18. The
di�erences between rates of the destruction of bad
agents for selected values of cv are visible only
during the �rst 250 periods of time (as it is pre-
sented in Fig. 6) when all agents were �lling their
coe�cients' vectors. Afterwards the rate remains
on the same level regardless of the increase of the
length of the elimination table .

250 500 750 1000 1250 1500 1750 2000
time

2

4

6

8
number of agents

cv = 18

cv = 4

cv = 1

Fig. 6. Number of type g=1 agents in
separate time periods for selected values of cv

7. Conclusion

The main mechanisms of distributed behavior
evaluation in multi�agent systems were presented
in this article. The results of earlier experiments
revealed occurrence of the phenomenon of self�
destruction. This observation permits us to for-
mulate a proposition of the elimination table. The
elimination table with the parameter cv means
that an agent is attributed to a vector of coe�-
cients with the length cv. This vector stores last
cv coe�cients ok

∗ obtained by an agent k during
behavior evaluation process.

A multi�agent system equipped with the elimi-
nation table was simulated and two criterions of
agents' elimination has been proposed. Obtained
results let us to formulate some directions of use
these criterions. In the case in which there is cru-
cial to retain all good agents in the system the
average value of coe�cients reaches acceptable re-
sults. This criterion ensures 5% reduction of the

phenomenon of self�destruction for cv = 4 and
for very long tables per cent of good agents re-
mained in the system reaches 99%. The weighted-
average criterion of agents' elimination is useful
in the cases in which there is crucial to reduce
the number of good agents eliminated from the
system without substantial reducing the level of
intruders elimination.

Considering the phenomenon of self�destruction
and the problem of deleting agents which are
intruders, but their behavior is similar to good
agents, it could be stated that in general elimi-
nation table is desirable in evaluations algorithm.
However the obtained results do not di�er much
from results obtained for algorithms without ear-
lier results collection. The reason for this conclu-
sion is the fact, that agents evaluate behavior on
the basis of the last h (h=18 in presented tests)
actions, so the information about behavior of an
agent is duplicated.
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