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Satellite Internet constellations are under heavy development

Thousands of broadband satellites in low earth orbit (LEO)

4408 satellites in 5 shells 1671 satellites in 2 shells 3236 satellites in 3 shells
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Integrating LEO satellites with existing terrestrial Internet (ISTN)

Ground facilities (ground stations, satellite terminals …)

Ground-
Satellite 
Link(GSL)

Inter-Satellite Link (ISL) Space backbone network (satellite routers)
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Remote Service MaritimeAirplane Global IoTRural Education

Provide pervasive, low-latency, high-bandwidth Internet service

Integrating LEO satellites with existing terrestrial Internet (ISTN)

Ground facilities (ground stations, satellite terminals …)

Ground-
Satellite 
Link(GSL)

Inter-Satellite Link (ISL) Space backbone network (satellite routers)



Unique Characteristics of ISTN

7

Satellites move at a high velocity in the outer space
resulting in high LEO dynamics and NEW challenges on the networking stack

(a) Existing GS [11–13] (b) Projected GS [14–16]
Figure 5: Space-ground link churn frequency in LEO.

(a) Address update per user (b) Address updates among users
Figure 6: Address update in dynamic location binding.

(a) Starlink (b) Kuiper
Figure 7: Network usability in LEO dist. routing.

to �xed infrastructure. Instead, LEO mega-constellations
hardly enjoy this luxury, whose satellitesmove at high speeds
(⇡28,080 km/h). The earth’s rotation further complicates the
relative motions between space and ground.

We next analyze how high relative motion between space
and ground challenges traditional wisdom for network topol-
ogy, addressing, and routing. We validate our lessons with
trace-driven emulation based on real LEOmega-constellations
(Figure 3a), geographical ground stations (Figure 3b), NASA’s
global population statistics [32], and Starlink’s U.S. market
estimations [33] to project global users proportionally.
Unstable space-ground topology: High space-ground
relative motion incurs frequent link churn between satel-
lites and ground stations, thus causing frequent topology
changes. Figure 5 projects the link churn between LEOmega-
constellations and ground stations in Figure 3. For all tested
LEO mega-constellations, the network topology changes ev-
ery tens of seconds. The space-ground link churn populates
with more satellites and ground stations. The topology can
further change due to ISL churn [34] (though less frequent).

To mitigate negative impacts, traditional wisdom suggests
adopting link-layer hando�s to abstract away the topology
changes from upper layers (e.g., in cellular networks [35–
37], and Starlink that plans space-ground re-connection at
15s intervals [17]). Although successful in tackling user mo-
bility, however, link-layer hando�s do not su�ce to mask
network mobility. Di�erent from terrestrial networks with
�xed infrastructure, network nodes in our context (satellites
and ground stations) exhibit high relative motions, thus still
forcing repetitive routing updates in upper layers [17]. This

Num. Num. Num. Total
satellites stations snapshots FIB entries

Starlink 1,584 232 2,939 681,848
Kuiper 1,156 232 2,323 538,936
Telesat 351 232 2,191 508,312
Table 1: Cost of centralized LEO routing in 1 hour.

is evidenced by the latest 5G NTN that still lists satellite
hando�s as one of unresolved problems [25, 26].
Inconsistent “locations” in addressing: With repeti-
tive topology changes in high mobility, the “location” in a
network address expires frequently. A static address hardly
ensures its “location” in the logical topology in cyberspace
is consistent with the geographical location of fast-moving
physical nodes in reality. To correctly route tra�c under
cyber-physical location inconsistency, a network should
choose one of the following designs for its addressing:
(A) Dynamic address updates. Nodes can repetitively re-

bind its physical locations to their logical network addresses,
thus incurring frequent address updates or re-binding. Under
high mobility, this could severely disrupt user experiences
or incur heavy signaling overhead. Figure 6 exempli�es the
address update frequency when using IP addresses for logical
interfaces. In this scheme, the terrestrial users’ addresses
should change if they re-associate to a new satellite (thus new
interfaces and addresses) to retain its Internet access. Due
to high LEO satellite mobility, each user is forced to change
its logical IP address every 133–510s and every second we
observe 2,082–7,961 global users per second should change
their IP addresses. Using DNS [38], anycast [39], or ICN [40])
may mitigate frequent address changes, but incurs frequent
naming-location re-binding and thus signaling overhead.

(B) Static address binding to a �xed gateway. This solution
is adopted by the cellular networks and initial rollout by
Starlink [17] and Kuiper [18] (via carrier-grade NAT). Each
terrestrial terminal gets a static address from the remote
gateway (ground station), which masks the external address
changes and redirects users’ tra�c. This solution mitigates
frequent user address updates, but cannot avoid gateway’s
external address updates (thus re-routing as detailed below).
It also incurs routing detours (thus long latencies) for users
far away from the ground stations (e.g., Africa in Figure 3).
Frequent updates of routing: With frequent topology
updates in high relative motions, global satellite routing for
ground stations must be updated frequently, thus incurring
diverse negative impacts on di�erent routing schemes:

� Distributed routing re-convergence: In distributed rout-
ing, network nodes distributes topology updates to others,
locally compute forwarding tables, and eventually form a
global routing convergence. Before the global convergence,
there is no guaranteed network reachability. With high mo-
bility, each LEO satellite can only o�er very short-lived ac-
cess for a ground station (3 minutes in Starlink, 10 minutes
in Iridium). Frequent topology updates result in repetitive
routing re-convergence and thus low network usability (i.e.,
1� routing re-convergence duration

each satellite’s service duration ). For intra-domain routing (e.g.,
3

[*] "Internet in Space" for Terrestrial Users via Cyber-Physical Convergence, HotNets’21

[*]
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ground stations must be updated frequently, thus incurring
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ing, network nodes distributes topology updates to others,
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there is no guaranteed network reachability. With high mo-
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routing re-convergence and thus low network usability (i.e.,
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each satellite’s service duration ). For intra-domain routing (e.g.,
3

Researcher may propose NEW networking technologies to tackle 
those challenges (e.g. a new ground-satellite integration scheme).

[*] "Internet in Space" for Terrestrial Users via Cyber-Physical Convergence, HotNets’21

[*]
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Researcher may propose NEW networking technologies to tackle 
those challenges (e.g. a new ground-satellite integration scheme).

How can researchers build an experimental network environment 
(ENE) to test, evaluate and understand their new ideas?

[*] "Internet in Space" for Terrestrial Users via Cyber-Physical Convergence, HotNets’21

[*]
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Spatial and temporal 
characteristics of a real 

constellation 

②System and Networking
Stack Realism

Run user-defined system codes 
and network functionalities like 

in a real system

③Flexible and Scalable
Environment
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test requirements
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①Constellation 
Consistency

Spatial and temporal 
characteristics of a real 

constellation 

②System and Networking
Stack Realism

Run user-defined system codes 
and network functionalities like 

in a real system

③Flexible and Scalable
Environment

Flexibly support various 
network topologies and diverse 

test requirements

n Approach I: conducting experiments in a live satellite network
l Flexibility and scalability are limited
l End-host test only, and it is difficult to conduct various what-if experiments

iPerf benchmark? Sure!

Benchmarking my new 
routing protocol upon 4400 

LEO satellites? Emm …
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①Constellation 
Consistency

Spatial and temporal 
characteristics of a real 

constellation 

②System and Networking
Stack Realism

Run user-defined system codes 
and network functionalities like 

in a real system

③Flexible and Scalable
Environment

Flexibly support various 
network topologies and diverse 

test requirements

n Approach II: network simulators
l Realism is limited, since it runs abstractions instead of real applications

STK

Hypatia [IMC’20]
StarPerf [ICNP’20]

GMAT
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①Constellation 
Consistency

Spatial and temporal 
characteristics of a real 

constellation 

②System and Networking
Stack Realism

Run user-defined system codes 
and network functionalities like 

in a real system

③Flexible and Scalable
Environment

Flexibly support various 
network topologies and diverse 

test requirements

n Approach III: network emulators
l VM- or container-based emulation
l Existing emulators can not mimic dynamic behaviors of LEO constellations
l Some of them are also difficult to scale to very large constellation 

emulation (e.g. thousands of LEO satellites) 

DieCast[TOCS’11]: VM-based emulation
Etalon[NSDI’20]: container-based emulation
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①Constellation 
Consistency

Spatial and temporal 
characteristics of a real 

constellation 

②System and Networking
Stack Realism

Run user-defined system codes 
and network functionalities like 

in a real system

③Flexible and Scalable
Environment

Flexibly support various 
network topologies and diverse 

test requirements

Can we build an ENE simultaneously 
satisfying all the above requirements?
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Our Approach

nStarryNet: a new evaluation framework for ISTN experiments
nKey idea: building a data-driven, hybrid ENE
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StarryNet Design Details

nConstellation Observer
lCrowd-sourcing approach to collect public information
lDatabases to store constellation-relevant data (e.g. constellation elements)
lExploiting multidimensional, realistic data to support ENE creation
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StarryNet Design Details

nConstellation Synchronizer
lBuilding a series of models to characterize ISTN network features
lDriven by realistic constellation information and user-defined 

experiment requirements to calculate spatial and temporal behaviors
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StarryNet Design Details

nConstellation Orchestrator
lContainer-based emulation on physical machines
lEach container mimic a satellite/ground-station/terminal
lSupport flexible computation and network capability in each node
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StarryNet Design Details

nConstellation Orchestrator
lMulti-machine extension for large-scale mega-constellation
lLeverage VLAN-based traffic isolation to build correct network topology
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Framework Usage: An Example
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① Self-defined program ② Configuration file

③ Shell commands
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Evaluation Setup
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n StarryNet implementation
l Eight high-performance DELL R740 servers in a cluster. Each one with 

2*Intel Xeon 5222 (4 cores @ 3.8GHz), and 8*32GB DDR RAM
l Based on Docker Container, OpenvSwitch, tc, etc.

n Open data
l CeleTrak[1] (orbital information), FCC filing … etc.

n Evaluation and Use Case
l Ability to satisfy various experimental requirements for ISTNs
l Fidelity analysis
l Case studies

[1] https://www.celestrak.com/

https://www.celestrak.com/


Various Constellation Configurations
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STARRYNET is flexible to scale to various constellation 
configurations with different network topologies
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StarryNet achieves acceptable fidelity
l Similar latency performance to live Starlink measurements
l Accurately emulating the bandwidth of a live ISTN
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l At this time it is difficult to measure real ISL performance
l We analyze the results as compared with other simulators
l Similar results but involve additional system-level overhead

Network performance with ISLs 
compared with other two simulation tools
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Emerging satellites are equipped with evolved computation 
capabilities to support various on-board applications

Orbital edge computing (OEC) uses Jetson 
TX2 to enable on-board AI capability

European Space Agency (ESA) uses low-
power Raspberry Pi for on-board missions

StarryNet can be configured to mimic various computation 
capabilities on-demand

Orbital Edge Computing: Nanosatellite Constellations as a New Class of Computer System, ASPLOS 2020.
https://www.esa.int/Education/AstroPI
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StarryNet can be configured to mimic various computation 
capabilities on-demand
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Case Study I: Interconnecting LEO Satellites 
and Terrestrial Facilities
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Exploring the design-space for various space-ground integration 
methodologies
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Inter-Satellite Space-Ground Ground Toal GS Terminal ISLs
SRLA 0 76.25 107 183.25 97.00% ✗ ✓ ✓ ✗
SRGS 0 313.39 0 313.39 51.00% ✗ ✓ ✓ ✗
GSSN 48.46 38.45 20 106.91 57.40% ✗ ✓ ✗ ✓
DASN 48.46 37.65 0 86.11 97.50% ✓ ✗ ✓ ✓

Operating CostAverage end-to-end latency and its breakdown (ms)
Design Reachability Frequent Address Update

StarryNet supports realistic routing and data transmission for 
mega-constellations

n Conclusions
l An obvious latency reduction accomplished by ISLs
l Reachability discrepancy caused by handovers and uneven GS distributions
l Deployment and costs vary a lot

Latency comparison Network reachability comparison Addressing and cost comparison
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STARRYNET supports a hybrid deployment and evaluates real 
system effects for user-defined functionalities

StarryNet Virtual Satellites 
on a R740 cluster

CubeSat 

On-board
Processor

Power Monitor

pow
er 

m
easurem

ent

… …

A number of virtual,  emulated nodes + 1 real prototype

Interactive 
ISTN Traffic State Idle Routing 

convergence
Transmission rate (Mbps)

100 250 500 750

Power (W) 2.83 3.22 4.6 5.0 5.4 5.5

nEvaluate system-level effects of a new 
ISTN network protocol or functionality

lLink advertisement overhead of a 
new routing protocol

lPower consumption

lCPU usage

lMemory overhead … …
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n Existing tools fail to guarantee realism, flexibility, and low-cost 
simultaneously

n StarryNet is able to achieve the goal by
l Integrating real constellation-relevant information, orbit analysis, etc.
l Container-based large-scale emulations
l Low-cost usage and open APIs 

n Evaluation results show that StarryNet
l Achieves high-fidelity to real measurements
l Supports various ISTN experiments flexibly
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