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ABSTRACT

We demonstrate SHEVA, a System for Hypothesis Exploration with
Visual Analytics. SHEVA adopts an Exploratory Data Analysis
(EDA) approach to discovering statistically-sound insights from
large datasets. The system addresses three longstanding challenges
in Multiple Hypothesis Testing: (i) the likelihood of rejecting the
null hypothesis by chance, (ii) the pitfall of not being representative
of the input data, and (iii) the ability to navigate among many data
regions while preserving the user’s train of thought. To address (i)
& (ii), SHEVA implements significance adjustment methods that
account for data-informed properties such as coverage and novelty.
To address (iii), SHEVA proposes to guide users by recommend-
ing one-sample and two-sample hypotheses in a stepwise fashion
following a data hierarchy. Users may choose from a collection of
pre-trained hypothesis exploration policies and let SHEVA guide
them through the most significant hypotheses in the data, or inter-
vene to override suggested hypotheses. Furthermore, SHEVA relies
on data-to-visual element mappings to convey hypothesis testing
results in an interpretable fashion, and allows hypothesis pipelines
to be stored and retrieved later to be tested on new datasets.
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1 INTRODUCTION

The ability to make sound discoveries has become a central concern
in extracting insights from large datasets [2, 10, 15]. Multiple Hy-
pothesis Testing is a method of choice as it enables simultaneous
test hypotheses on several data regions. However, it raises several
new challenges: as the number of data regions increases, (i) the like-
lihood of rejecting the null hypothesis by chance increases, as well
as (ii) the likelihood of missing some data regions and returning
non-representative results and (iii) breaking the train of thought
of the user due to navigating in a large number of data regions. To
address these challenges, we built SHEVA, a System for Hypothesis
Exploration with Visual Analytics. SHEVA adopts an Exploratory
Data Analysis (EDA) approach to discovering statistically-sound
insights from large datasets in a stepwise fashion.

A hypothesis is verified when data regions identified by some fil-
ters, have statistically similar, higher, or lower aggregated values (for
instance, mean, variance, or distribution on data regions). Examples
of hypotheses on the MovieLens dataset [7] are “Male reviewers’
mean rating for Action movies is greater than 3.5” (one-sample hy-
pothesis) and “The average rating of females in Nebraska for long
movies is higher than that of females in Hawaii” (two-sample hy-
pothesis). This is referred to as the alternative hypothesis that states
the desired test and complements the null hypothesis. Therefore,
the null hypothesis is said to be rejected by selected regions.

As the number of hypotheses increases, the likelihood of making
a false discovery also increases [9]. We address that using p-value
corrections [5, 12] such as the Bonferroni Family-Wise Error Rate
(FWER) and the Benjamini-Yekutieli False Discovery Rate (FDR) [1].

In analyzing data for actionable insights, it’s preferable to have
a limited number of data regions that are both valid concerning a
statistical test and representative of the data. Still, the sole focus on
hypothesis significance may lead to exploring a small portion of the
data of interest. For instance, in the case where the input is male
users, only 25-30 year-old engineers who live in California may
be returned. To remedy that, we build on the approach proposed
in [2] which combines data-informed properties such as coverage
with significance correction methods. We extend that approach to
include data-informed properties such as novelty of data regions.
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Figure 1: Two hypothesis exploration pipelines. The first pipeline preserves the user’s train of thought by enforcing meaningful

transitions between hypotheses. The second pipeline breaks the train of thought by "jumping" between unrelated regions.

As the number of hypotheses to be tested increases, preserving
the user’s train of thought becomes challenging. For instance, a user
testing a hypothesis on the average rating of females for Drama
movies would benefit from an iterative testing process where tran-
sitions between different hypotheses are semantically related. We
illustrate this in Figure 1. To address this, we guide users by recom-
mending hypotheses in a stepwise fashion following a hierarchy.

In SHEVA the user’s train of thought follows a forest induced by
splitting data regions into different attributes. This is accomplished
by using Deep Reinforcement Learning to train an agent to generate
a forest of decision trees [13, 14] where the notion of gain includes
adjusted statistical significance and data-informed dimensions such
as coverage and novelty. Furthermore, users may also intervene to
override suggested hypotheses. SHEVA relies on appropriate data-
to-visual element mappings to convey hypothesis testing results
in an interpretable fashion. Finally, generated hypothesis pipelines
may be stored and retrieved later to be tested on new datasets. We
demonstrate SHEVAwith two datasets: a composition of MoviLens
20M [6] and IMDB [8] datasets , and the MatMat dataset [11].

2 THE SHEVA SYSTEM

2.1 Framework

We define a data region 𝑑 as a conjunction of predicates of the form
(attribute = value), referred to as its label. We denote D the entire
data region space generated from the input dataset O. All elements
belonging to the same data region satisfy its label. Data regions can
be organized into a forest of trees hierarchically induced by their
labels (see example depicted in Figure 1). We define children(𝑑, 𝑎)
- the children of a region 𝑑 - as all regions defined by 𝑑.𝑙𝑎𝑏𝑒𝑙 ∧ 𝑝 ,
where 𝑝 is a predicate expressed on an attribute 𝑎.

Table 1 illustrates the hypotheses SHEVA supports using exam-
ples of movie ratings along with the type of test that is relevant
for each request. For example, the request for H2 encapsulates both
null and alternative hypotheses as well as dimensions highlighted
in Table 1. 𝐻1-𝐻3 use mean to aggregate data region ratings and
require different tests. 𝐻1 shows the case of a one-sample t-test.
Input data is all movie ratings by students. Data regions such as
“Students in California” or “Young students” are generated, and
their average rating is compared to a reference value (here, 3.5)
with a one-sample test. Data regions that reject the null hypothesis

Table 1: Examples of hypotheses in SHEVAwith data regions,

aggregate, dimension, and statistical test operator

H1 Student data regions whose rating mean is greater
than 3.5

One-sample t-test

H2 Female data regions whose rating mean is lower
than Male data regions within the same period

Two-sample
Welch’s test

H3 Male data regions whose rating mean changes be-
tween 2 Seasons

Two-sample paired
t-test

H4 Data regions whose rating variance for Comedy
movies is greater than 1

One-sample vari-
ance Chi-square test

H5 Data region pairs whose rating variance for 70’s
movies differs in the Spring

Two-sample vari-
ance F-test

H6 Data regions whose yearly rating distribution does
not follow a Gaussian distribution

One-sample
Kolmogorov-
Smirnov test

H7 Data region pairs whose rating distribution for
Drama movies differs in the same season

Two-sample
Kolmogorov-
Smirnov test

“Students whose rating average is equal to 3.5” and satisfy the alter-
native hypothesis “Students whose rating average is greater than
3.5” are returned. The case of a two-sample test is shown in 𝐻2 and
𝐻3. We use variance as an aggregation in 𝐻4 and 𝐻5 and rely on
one-sample Chi-square test and two-sample F-test respectively. It
starts with all rating records for movies in the 70’s and returns pairs
of data regions whose rating variance for those movies differs in the
Spring. The last two types, 𝐻6 and 𝐻7, compare rating distributions
using one-sample and two-sample Kolmogorov-Smirnov tests.

2.2 Data-Informed Hypothesis Satisfaction

A hypothesis test considers two hypotheses that contain opposing
viewpoints. The null hypothesis 𝐻0 usually states that data region
aggregates are identical. The alternative hypothesis 𝐻𝑎 states a
claim that contradicts 𝐻0 and corresponds to desired samples (in
our case, user data regions). The decision can either be “reject 𝐻0"
if the sample favors the alternative hypothesis or “do not reject 𝐻0”
if the sample is insufficient to reject the null hypothesis.

The standard protocol to compute p-values of each candidate
data region first verifies the normality and independence of each
sample [3]. When comparing two means with a two-sample t-test, a
value of 0.05 for 𝛼 indicates a 5% risk of concluding that a difference
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Figure 2: SHEVA architecture. Hypothesis policies are trained

offline with rewards that combine statistical significance

with data-informed dimensions (coverage and novelty).

exists between the two aggregated values when there is none [4].
A data region 𝑑 is said to satisfy a hypothesis ℎ with respect to a
significance p-value correction methods such as FWER and FDR if
and only if ∃𝑎 |children(𝑑, 𝑎) that satisfy the hypothesis ℎ.

The SHEVA framework is designed to support various types of
statistical tests. Each test depends on the size of the data region, its
members (paired or unpaired), and the aggregation function AGG.

2.3 Guided Hypothesis Testing

In SHEVA, we use hypothesis testing to guide users in discovering
meaningful insights from a large dataset. In this work, we propose to
do that iteratively following Exploratory Data Analysis (EDA) [14].
We model the hypothesis exploration process as a Markov Decision
Process and aim to learn a policy that seeks to identify the best
(data region, hypothesis) pair to test at each step. For this purpose,
we define a reward function that combines hypothesis significance
with the data-informed dimensions of coverage and novelty.

The state space observed by the reinforcement learning agent is
represented by embedding vectors of all data regions. There are two
types of actions: (i) exploiting one of the data regions in the current
state (diving into the depth of the same tree) or exploring a new data
region (starting a new tree), (ii) choosing a new hypothesis to apply
next. Applying the selected hypothesis to the exploited/explored
data region results in a new set of data regions in the next state.

The reward R: S×A ↦→ R is the instantaneous reward of taking
an action 𝑎𝑡 at state 𝑠𝑡 . More formally, 𝑟 (𝑠𝑡 , 𝑎𝑡 ) = 𝑤1 ·𝑠𝑖𝑔(𝑠𝑡+1)+𝑤2 ·
𝑐𝑜𝑣 (𝑠𝑡+1) +𝑤3 · 𝑛𝑜𝑣 (𝑠𝑡+1) where𝑤1,𝑤2, and𝑤3 are non-negative,
𝑤1 +𝑤2 +𝑤3 = 1, 𝑠𝑖𝑔(.) is the significance of the new set of data re-
gions, 𝑐𝑜𝑣 (.) its coverage of the input region, and 𝑛𝑜𝑣 (.) its novelty
with respect to previously seen data regions. SHEVA online explo-
ration uses pre-trained hypothesis policies that differ according to
the weights𝑤1,𝑤2, and𝑤3, as illustrated in Figure 2.

3 SHEVA USER INTERFACE

The SHEVA user interface is responsible for supporting hypothe-
sis exploration in large datasets. It comprises three main sections:
control parameters, current pipeline, and current operator

results (Figure 3). Additionally, the current pipeline section is

divided in two subsections: table view, and tree view. The con-
trol parameters are positioned on top of the interface and are
composed of selection dropdowns and control buttons. The dataset
selection dropdown allows users to select the dataset (such as
MovieLens). The hypothesis policy selection dropdown allows
users to select the available pre-trained hypothesis policies (e.g.,
power-only, coverage-only, etc.) for the currently selected dataset.
Finally, three exploration control buttons (start/stop, next, and

reset) allow the user to engage the exploration.
The current results of the exploration process are returned in

the current pipeline and current operator results display areas.
The hypothesis pipeline results are displayed in the left panel of
the interface, composed of two complementary visualizations: ta-
ble view, and tree view. The table view displays the pipeline of
hypotheses formulated, stacked vertically, with the most recent on
top. Each hypothesis is inside a hypothesis box, which contains
the hypothesis formulated in natural language, the number of data
regions generated, and statistical values (FDR, power, coverage,
etc). The hypothesis box also displays an icon identifying whether
the current hypothesis is derived from an exploration (side-by-side
circles) or exploitation (two concentric circles) operation.

In the tree view, hypotheses are shown in a collapsible tree-
based visualization. Nodes represent data regions, and edges rep-
resent hypotheses. Each node describes a data region in a user-
friendly manner, such as “Movies released in the ’60s (4726 users,
185 movies)”, while edges represent a short mathematical formula-
tion of a statistical hypothesis (for example, 𝜇 > 2.5). Furthermore,
when the mouse hovers over a node, a tooltip is shown describing
the statistical values of the hypothesis applied to that data region.

The pipeline of hypotheses displays a sequence of hypotheses
formulated by SHEVA and their statistical values, which are essen-
tial for the user to evaluate the quality of the hypotheses. Associated
with the current hypothesis, SHEVA displays on the right panel of
the interface the current operator, which shows the input data
region and the data regions returned by the operator (which are
the resulting regions from applying a hypothesis to the input data
region). Data regions are summarized using a bar plot for each
attribute (e.g., ratings, genders, genres, occupations, ages, etc.).

The exploration begins when the user selects the dataset of
choice and the pre-trained hypothesis policy (e.g., power-only). To
initiate the hypothesis generation, the user may press the start

button or the next button. The start button signals SHEVA to
continuously generate hypotheses and stack them in the current
pipeline results area. After each hypothesis is generated, the sys-
tem pauses briefly to allow the user to analyze the hypothesis
generated, and then proceeds automatically to generate the fol-
lowing hypothesis. When this exploration process starts, a stop
button replaces the start button. It allows the user to stop the
exploration. The current hypothesis and charts describing the data
region’s different attributes can be further explored at this point.

The user may also engage the exploration by pressing the next
button. In this case, SHEVA generates one hypothesis and then
stops. This allows for an increased control of the exploration process.
Furthermore, the next button contains a dropdown, which enables
the user to suggest the next statistical hypothesis to be used.

In the current pipeline section, the user may select a previous
hypothesis. In the current operator results section, any of the
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Figure 3: SHEVA user interface has three sections: control parameters, current hypothesis pipeline and current operator results.

available data regions may be selected. By selecting a data region
within a specific hypothesis, the user informs SHEVA to generate a
statistical hypothesis within that data region (exploitation opera-
tion). If no sufficiently good hypothesis with regards to statistical
significance and data-informed properties mentioned previously,
SHEVA simply performs an exploration operation.

4 DEMONSTRATION SCENARIO

In our demo, we showcase how SHEVA can be used as a tool to
guide data exploration. To start, we first select a dataset of interest
and an exploration policy (for instance, Significance Only).

To initiate the exploration, we click on start, and wait while the
underlying reinforcement learning agent generates several statis-
tically significant hypotheses. We then click on stop, to carefully
analyze the generated set of hypotheses. Since the agent explores
many regions of the dataset within a reasonably small number of
iterations, this set will contain a diverse group of statistically-sound
insights, automatically generated by the system.

The default view of the current pipeline of hypotheses is the table
view. In this view, the user can select a hypothesis of interest, and
visualize the input and output data regions of that hypothesis in the
current operator results section. Alternatively, the tree view allows
a better understanding of the hierarchy of generated hypotheses.

There are two options to continue the exploration from an output
data region. The first option is to apply an alternative hypothesis
using the dropdown in the next button (this does not guarantee that
the alternative hypothesis of choice will be used, as there may not
be any significant regions generated by this hypothesis). A second
option is to change the reinforcement learning policy and resume
the exploration. Finally, once we are satisfied with the generated
hypotheses, we can download the pipeline by clicking on save.
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