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ABSTRACT
Maximizing transaction throughput is key to high-performance
database systems, which focus on minimizing data access conflicts
to improve performance. However, finding efficient schedules that
reduce conflicts remains an open problem. For efficiency, previ-
ous scheduling techniques consider only a small subset of possible
schedules. In this work, we propose systematically exploring the
entire schedule space, proactively identifying efficient schedules,
and executing them precisely during execution to improve through-
put. We introduce a greedy scheduling policy, SMF, that efficiently
finds fast schedules and outperforms state-of-the-art search tech-
niques. To realize the benefits of these schedules in practice, we
develop a schedule-first concurrency control protocol, MVSchedO,
that enforces fine-grained operation orders. We implement both in
our system R-SMF, a modified version of RocksDB, to achieve up
to a 3.9× increase in throughput and 3.2× reduction in tail latency
on a range of benchmarks and real-world workloads.
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1 INTRODUCTION
Maximizing transaction throughput is a critical objective for data-
base systems. Inherently, transaction processing is an exercise in
mediating conflicts to shared data. As such, performance differs
significantly depending on how systems schedule transactions (i.e.,
which transactions to give access to contended data first).

Despite the vast amount of work on transaction processing,
finding fast schedules in practical systems remains an open prob-
lem. Searching for the optimal schedule is infeasible in practice—
Papadimitriou [60] proved in the 1970s that optimal scheduling is
NP-Complete. Accordingly, the majority of existing concurrency
control protocols execute requests based on arrival—or first-in,
This work is licensed under the Creative Commons BY-NC-ND 4.0 International
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first-out (FIFO)—order (e.g., two-phase locking [15], multi-version
concurrency control [14]): these approaches deal with conflicting
operations after they have arrived [81] or executed [54], missing
opportunities to avoid conflicts by planning ahead. To increase
throughput, recent work schedules transactions more intelligently
by leveraging full information about access sets (e.g., deterministic
databases) and/or predicting key accesses. However, for efficiency,
these approaches consider only a small subset of the schedule space
(e.g., partitioning the workload on hot keys [28, 61, 63, 95] or ran-
domly deferring requests [19])). As a result, they make suboptimal
scheduling decisions. Overall, we observe a large performance gap
between the schedules produced by existing methods and the best
ones that can be found within the schedule space (Section 2).

In this work, we show that transaction processing systems can
dramatically improve throughput by systematically exploring the
schedule space, proactively identifying fast schedules, and execut-
ing them at run time. However, achieving this approach in practice
raises two key challenges: (i) how to efficiently find fast schedules
with partial information and (ii) how to enforce schedules during
execution without violating isolation guarantees. We address both
in R-SMF, a new scheduling-first transaction processing system.

Finding fast schedules. To maximize throughput, we want
schedules that execute as fast as possible (e.g., for offline sched-
uling, the schedule that minimizes makespan, or the total time to
execute all transactions). In analyzing real-world workloads, we ob-
serve that execution time between schedules differs due to the cost
of conflicts across transactions—a transaction can incur high conflict
costs if its conflicting operations stall the execution of other opera-
tions, causing delays that increase overall execution time. While
searching for the optimal (i.e., fastest) schedule is computationally
infeasible [60], we propose a greedy algorithm, Shortest Makespan
First (SMF), which reduces conflict costs to find fast schedules. SMF
iteratively constructs schedules by appending the transaction that
leads to the least incremental increase in execution time. Crucially,
SMF makes decisions based on how much each transaction conflicts
with all other requests in the schedule rather than considering only
the characteristics of an individual transaction.

SMF obtains fast schedules without relying on a priori knowledge
of full read-write access sets by leveraging two observations. First,
the small fraction of hot keys present in most workloads has an
outsized impact on execution time (Section 3.2). Second, in practice,
we can often infer such hot key accesses with high accuracy using
the metadata contained in many applications (e.g., transaction type
and initial arguments) [19]. Thus, focusing on minimizing conflicts
for these keys enables SMF to capture most scheduling wins.
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SMF finds competitive schedules compared to state-of-the-art
search techniques, including those from job-shop scheduling (JSS).
We observe that transaction scheduling can be framed as an in-
stance of the well-known JSS problem [11] and compare SMF
to the best techniques from the enormous corpus of JSS litera-
ture [8, 29, 30, 44, 47, 53, 57, 84, 89]. We find that, while state-of-
the-art JSS methods obtain fast schedules, they have prohibitively
high overheads (e.g., 15 transactions can take up to 30 minutes to
schedule [69]). In contrast, SMF achieves linear time complexity
with respect to the number of in-flight transactions and obtains
schedules with performance within 10% of the best-performing JSS
techniques. Furthermore, we provide statistical bounds on SMF’s
performance with respect to the entire schedule space (Section 3.4).

Executing schedules. Once a low-conflict schedule is selected,
SMF must precisely execute it to realize its benefits—without im-
posing undue overheads (e.g., as a result of dependency tracking
and enforcement). To avoid these overheads, existing concurrency
control protocols do not proactively control the sequence in which
individual operations complete [14, 15]. Systems that do enforce
schedules incur high costs—either by serializing all requests in a
single thread [80] or requiring developers to manually construct
custom rendezvous points to coordinate dependencies [36].

To provide fine-grained control of schedule execution, we de-
velop a new concurrency control protocol, MVSchedO. We adapt
multi-version timestamp ordering (MVTSO) [14], a well known
protocol that enables maximum concurrency (e.g., in contrast to
two-phase locking [15], which pessimistically holds locks until
commit) for this fine-grained regime. Typically, MVTSO assigns
a serial order to transactions, but operations execute in parallel
without restriction. Concurrent conflicting transactions abort if
their timestamps do not match the execution order of their oper-
ations. In MVSchedO, we constrain database execution based on
partial operation orders between transactions. In particular, we
exploit the insight that scheduling hot keys has the biggest impact
on performance: R-SMF leverages expected hot key accesses and
maintains a scheduling queue for each of these keys to ensure that
conflicting operations later in the schedule wait for preceding ones
to complete. As a result, MVSchedO enables R-SMF to extract the
most benefits from fast schedules with low overheads.

Impact of scheduling. We demonstrate that our scheduling
approach leads to significant performance improvements in practice
by evaluating it on a range of standard OLTP benchmarks and real-
world workloads. In R-SMF, we augment RocksDB [32] with the
SMF scheduler and MVSchedO execution mechanism to show up to
a 3.9× increase in throughput over the baseline system. Moreover,
we demonstrate that SMF scheduling is also extensible via a “bolt-
on” approach [13]: we integrate our scheduler on top of the locking
and OCC implementations in RocksDB and achieve up to 3.3×
improvements in throughput, illustrating that existing systems can
easily realize the benefits of SMF. Our system also improves tail
latency by up to 3.2× because it executes transactions following
schedules that reduce contention and thus, the likelihood of aborts.
We further demonstrate that SMF is feasible for production use—
providing up to a 2.5× increase in throughput and 2.1× decrease in
tail latency—on TAO, Meta’s social graph data store [17]. Finally,
our scheduler has minimal overheads and observes a less than 5%
drop in throughput on low contention workloads (Section 5).

To summarize, we make the following contributions in this work:
• We introduce a novel scheduling policy, SMF, that efficiently

finds fast schedules on a range of transactional workloads.
• We propose a schedule-first concurrency control protocol,

MVSchedO, that maximizes the benefits of scheduling by
enforcing fine-grained operation ordering.

• We develop and evaluate R-SMF, which integrates SMF and
MVSchedO in RocksDB to improve throughput by up to
3.9× and reduce tail latency by up to 3.2×.

2 SCHEDULING FOR BETTER PERFORMANCE
While it is obvious that transaction scheduling impacts throughput,
there is no formal framework, to the best of our knowledge, that
quantifies this performance difference. Thus, we present a model
to precisely account for the impact of the schedule on throughput.
Specifically, we apply the makespan metric to capture the effects
of conflicts on execution time. By measuring the degree to which
schedules affect performance, we confirm that different execution
orders can have vastly different throughput.

2.1 Schedule Makespan
In this work, we focus on the impact of logical execution constraints
(i.e., conflicts) on performance since they are the bottleneck in many
transactional workloads [24]; physical resource scheduling has been
addressed in prior work [55, 56, 75]. For a given schedule, transac-
tion execution is constrained by: (i) operation dependencies (i.e.,
partial orders) within a transaction, and (ii) inter-transaction depen-
dencies determined by a concurrency control protocol enforcing a
specified isolation level during run time [9, 14].

To quantify the impact of these constraints, we evaluate schedule
makespan, or the total time required for all transactions to complete.
We focus on this metric because for a finite batch of transactions,
minimizing makespan is equivalent to maximizing throughput.
Thus, the goal of transaction scheduling is to determine execution
orders that lower makespan and increase throughput.

We now describe how we compute makespan. We focus on the
offline setting with the following assumptions for simplicity, but we
find online systems can have even larger performance differences
than what the makespan suggests (Section 5). We assume that
each operation takes the same amount of time, during which any
number of reads or one write can occur on a given key and that
there are no execution errors that lead to aborts. We also assume
“best-case” execution to focus on the minimum possible makespan
of each schedule. While makespan is a simplified metric that does
not exactly correspond to real-time execution (e.g., does not account
for individual system overheads), it captures the effects of execution
constraints within schedules. Accordingly, it enables us to compare
the impact of conflicts on overall execution time, and we leverage
it to develop an effective search policy (Section 3).

2.2 The Impact of Scheduling
In this section, we quantify different schedules to show how execu-
tion order affects throughput. First, we present a simple example
in Figure 1 with a workload consisting of four transactions: 𝑇 1 and
𝑇3 each read 𝑥 and write 𝑧 while 𝑇2 and 𝑇4 read 𝑧 and write 𝑥 .
If we execute in FIFO order (the upper schedule), we would get
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Figure 1: Two schedules of the same workload under MVTSO.

the worst-case makespan of eight time units since no concurrency
is possible. Instead, if we order 𝑇1 and 𝑇3 together, we observe
more concurrency as shown in the lower schedule, which has a
makespan of six. Among just these four transactions, we observe a
25% decrease in makespan with the better schedule. Furthermore,
this performance improvement is proportional to the number of
transactions as well as the length of these transactions and be-
comes arbitrarily large as the workload increases in complexity. For
instance, with 100 transactions of length 15 (assuming there are
additional non-conflicting operations between the operations to 𝑥

and 𝑧), there would be, between the two types of schedules shown
in Figure 1, over a 11× (1,500 vs. 128) difference in makespan!

This difference persists on real-world benchmarks and work-
loads. Table 1 show that there can be over a 100% increase in
makespan when using FIFO instead of optimized schedules on real-
world workloads. Furthermore, scheduling can have an even bigger
impact in online systems than what makespan suggests because
aborts can be common and hamper system throughput (Section 5).

We observe that these schedules have varying makespan because
they have different cost of conflicts, or how much conflicts delay the
execution of other operations. In the previous example, ordering
𝑇 2 before𝑇 3 results in higher conflict costs due to their contending
operations to 𝑥 . More generally, reducing the cost of conflicts lowers
overall makespan. To maximize throughput, we need a scheduling
policy that decreases these costs of conflicts to minimize makespan.

3 SEARCHING FOR FAST SCHEDULES
To find fast schedules, we introduce a new scheduling policy, Short-
est Makespan First (SMF), that greedily minimizes the impact of
conflicts and thus, total makespan. We provide intuition for how
SMF is able to find schedules with low makespan and argue why
adversarial scenarios for this policy are unlikely on real-world
workloads. Note that in this section, we focus on the offline setting
(where we assume a finite batch of transactions and known access
sets) and extend our work to the online setting in Section 4.

3.1 SMF: An Effective Search Policy
We present our search policy, Shortest Makespan First (SMF), that
greedily finds fast schedules. Since optimal scheduling for trans-
actions is NP-Hard [60], we must rely on heuristics to develop a
practical policy. While there are a plethora of greedy algorithms
in scheduling literature [46, 67, 68, 72], they are not designed for
transactional workloads, which have complex conflict patterns. Our
key intuition in designing our policy is to minimize the cost of con-
flicts as we construct a schedule: SMF places transactions with high
conflict costs far apart. Concretely, we evaluate the incremental
makespan increase when a given transaction is added to the sched-
ule because this metric accounts for the cost of all potential conflicts
that an unscheduled transaction has with the current ordering.

Table 1: Percent increase in makespan between the best
known schedule for each workload and FIFO (avg).
Epinions SmallBank TAOBench TPC-C YCSB

43.2% 8.0% 96.2% 101.6% 99.3%

Policy description. SMF starts the schedule with a random
transaction.1 At each iteration, SMF finds the transaction that in-
creases makespan the least among 𝑘 randomly sampled unsched-
uled requests and appends this transaction to the schedule. In the
case of a tie, SMF randomly chooses one out of the best candidates.
The policy repeats this process until all transactions have been
scheduled and has a linear runtime of 𝑂 (𝑛 × 𝑘) run time, where 𝑛
is the number of transactions to be scheduled and 𝑘 is a constant
representing the sample size. We find in Section 5 that a small sam-
ple size (e.g., 𝑘 = 5) is adequate for finding fast schedules since the
chance of sampling a transaction with low conflict costs is high in
real-world workloads, which have diverse contention patterns.

3.2 Why SMF Finds Fast Schedules
To provide intuition for why SMF is effective, we present a case
study on TPC-C [27], a standard OLTP benchmark, for which our
policy finds close-to-optimal schedules; Section 5.4 provides fur-
ther empirical results. We analyze a workload of 500 New-Order
and Payment transactions (assuming 10 Warehouses) since most
conflicts for this benchmark occur on the Warehouse and District
keys between these two transaction types. SMF (with a sample size
of five and assuming all key accesses are known) finds a schedule
1.7× lower in makespan compared to the average obtained under
FIFO. SMF is able to find fast schedules by minimizing conflict costs:
it places New-Order and Payment transactions that do not conflict
(e.g., access different Warehouse and/or District keys) together, cre-
ating “pockets” of concurrency with low costs of conflicts. As a
result, it finds close-to-optimal schedules by allowing New-Order
and Payment transactions that do not conflict to run in parallel.

Upon further analysis, SMF captures most of its scheduling wins
by making the right ordering decisions for hot keys. Since trans-
actional workloads tend to conflict on a small subset of keys (i.e.,
hot keys), these keys have an outsized impact on makespan. To
demonstrate this, we run a version of SMF that is only aware of
the Warehouse and District keys. The schedule produced by this
version of the policy has almost equal performance (less than 6%
difference in makespan) to the one found by the version of the
policy that knows all key accesses apriori, showing that scheduling
with only knowledge of hot keys is sufficient to find fast schedules.
We find that the importance of hot keys for scheduling persists
across different workloads (Section 5.4).

3.3 Adversarial Cases for SMF
While SMF finds low makespan schedules on most real-world work-
loads, we can construct adversarial scenarios for this algorithm. In
general, greedy policies make “mistakes” by only considering local
options since they do not look ahead when making decisions. In
the case of SMF, it cannot change the position of a scheduled trans-
action. As a concrete example, we consider the following workload:

• Type A transactions (𝑇 1,𝑇 2): {𝑟 (𝑥),𝑤 (𝑥)}
• Type B transactions (𝑇 3,𝑇 4): {𝑟 (𝑥), 𝑟 (𝑧),𝑤 (𝑧)}

1We empirically find that the starting transaction does not significantly impact overall
makespan once the workload is reasonably large (e.g., more than 20 transactions).
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Figure 2: SMF can make suboptimal scheduling decisions
under an adversarial workload with few conflict patterns.

Figure 2 shows the schedule obtained by SMF as well as the optimal
schedule under MVTSO. Assuming SMF starts the schedule with
𝑇1 and has a sample size of three, SMF would choose to add 𝑇2,
the other type A transaction, next because 𝑇2 results in the least
increase in makespan (of two units, while either of the type B
transactions would increase makespan by three). 𝑇3 and 𝑇4 are
subsequently added to the schedule, yielding a total makespan of
ten. However, the optimal schedule alternates type A and type B
transactions (e.g., by executing𝑇 3 before𝑇 2). With this ordering, all
operations of𝑇 2 can run in parallel with𝑇 3 because𝑇 3 only reads 𝑥
while𝑇 2 reads and writes to 𝑥 . SMF is not aware that interspersing
type A’s and B’s leads to greater overall concurrency in the long run
since it considers only the next transaction to add to the schedule
(rather than multiple transactions at once).

Adversarial scenarios like the above example are unlikely in
more realistic workloads. In the example, SMF has only two choices:
either mix type A’s and B’s or schedule them separately. Since
our policy makes the same (wrong) decision at each iteration, it
finds a suboptimal schedule. However, real-world workloads have
diverse conflict patterns (e.g., more transaction types, many hot
keys, etc.), so SMF is unlikely to repeatedly make poor choices in
the long run. For instance, on the TPC-C workload from Section 3.2,
it is highly unlikely that SMF encounters only transactions with
high conflict costs among its random samples at each iteration.
We consider New-Order and Payment transactions accessing the
same Warehouse or New-Order transactions accessing the same
Warehouse and District to have high conflict costs since they cannot
proceed in parallel. Among the iterations that SMF performs on
this batch of requests, less than 5% observe all samples having high
conflict costs with respect to the last 20 transactions in the schedule
(we assume these transactions have not yet committed).

3.4 Statistical Performance Bounds
How well does SMF compare to all possible (serializable) schedules
for a given workload? To answer this question, we must analyze
the entire schedule space, which is inherently challenging given the
exponential number of potential schedules. To do so, we uniformly
sample the schedules of a given workload to construct a represen-
tative distribution of schedule performance. This enables us to not
only understand the tradeoffs between different scheduling policies
but also provide statistical bounds on performance with respect to
the entire space (e.g., the 99th percentile “fastest” schedule).

Constructing schedule space distributions. Since exhaus-
tively evaluating all schedules of a space is prohibitively expensive
(e.g., for 20 transactions with one read and one write operation
each, there are 20! = 2.4 × 1018 possible schedules), we consider a
representative subset by sampling different schedules of the same

workload. To provide statistical bounds, we need to sample across
the space of valid (i.e., serializable) schedules uniformly, which re-
quires some care. We focus on serializability since it is widely used
and prevents data anomalies for real-world applications.

For uniform sampling, we represent serializable schedules as
graphs and leverage existing graph sampling techniques. Each
schedule maps to one corresponding acyclic serialization graph [14],
which has nodes representing transactions and directed edges rep-
resenting the order of conflicting operations. For a given work-
load, the serialization graph of every possible schedule has the
same underlying (undirected) graph “structure”—same nodes and
edges—and differs only in the direction of the edges. Thus, these
serialization graphs are acyclic orientations of the undirected graph.

Consequently, sampling over all possible serializable schedules
for a workload is equivalent to sampling over all of its acyclic ori-
entations. We employ an existing algorithm, Interval-Reversal (IR)
Random Walk [43], that uniformly samples over acyclic orienta-
tions of an undirected graph. Specifically, we form a Markov chain
via the IR random walk until the chain converges to its stationary
uniform distribution [43]. Thereafter, we can draw samples by con-
tinuing the random walk. Each step of the IR random walk costs
𝑂 (𝑛 +𝑚), where 𝑛 is the number of nodes (transactions) in the
graph and𝑚 is the number of edges. The random walk takes on the
order of 𝑛 log𝑛 steps to converge [12]. Thus, the overall run time
of this approach is𝑂 (𝑛 log𝑛 ∗ (𝑛 +𝑚) +𝑘 ∗ (𝑛 +𝑚)), where 𝑘 is the
number of uniform samples we want to obtain.

This sampling technique is powerful: we can bound the per-
formance of a given schedule with respect to the entire schedule
space. Specifically, by using nonparametric, one-sided tolerance
intervals [40], we can bound the proportion of schedules that have
lower makespan than our best random sample with a specified
confidence level. These statistical intervals do not make any as-
sumptions about the underlying distribution (nonparametric), and
the number of samples to achieve a desired bound and confidence
level does not grow with the number of possible schedules. For
instance, with 299 samples, we know the makespan of our best
schedule from random sampling is better than 99% of all possible
schedules with 95% confidence.2 Note that these intervals do not
bound the makespan difference of schedules, only the proportion
of the distribution that falls beyond the intervals.

Contextualizing SMF’s performance. We apply our uniform
sampling approach to analyze SMF. While we do not always know
the makespan of the optimal schedule, we can quantify the pro-
portion of schedules that SMF outperforms. For instance, on our
workloads in Section 5, we evaluate 100K random samples, the best
of which is in the 99.999th percentile in terms of makespan and
better than 99.99% of all possible schedules with 99.99% confidence;
the schedule found by SMF has even lower makespan.

Our uniform sampling approach can be applied to provide statis-
tical guarantees on makespan in both offline and online systems.
For systems in which all accesses are known apriori (e.g., determin-
istic DBs), this technique can be used as the default policy to ensure
that the selected schedules have lower makespan than the major-
ity of the entire schedule space. For online systems, this sampling
2For 99% of the distribution and 99% confidence, we need 459 samples; for 99.9% of the
distribution and 99% confidence, we need 4,603 samples [40].
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Figure 3: R-SMF architecture: we trace a transaction through
its start (1) and several operations (2, 3).

technique can be used to quality check the schedules produced by
SMF. We can periodically compare SMF’s schedule with our best
random sample from a given batch of transactions that has already
executed. This process runs in the background separate from the
main scheduler, so while it consumes CPU resources, it does not
have a noticeable impact on run time performance (Section 5.2).
With this technique, we can avoid worst-case behavior from SMF:
if SMF’s makespan deviates significantly to the right of the mean
of the samples over a period of time, we can fallback to FIFO.

4 AN ONLINE SCHEDULING-FIRST DATABASE
Our analysis in the previous section highlights the potential impact
transaction scheduling can have on performance. To realize these
gains in practice, we need to adapt our scheduling policy to the
online setting. In doing so, there are two main challenges we must
address: (i) making scheduling decisions without full information
and with low overheads and (ii) ensuring correct execution of sched-
ules. We address both with R-SMF, a system that searches for and
executes fast schedules to improve throughput. R-SMF consists of
three main components (Figure 3): (i) a classifier that predicts hot
key conflict patterns, (ii) a SMF scheduler, which determines how
transactions are ordered, and (iii) a schedule-first concurrency con-
trol protocol, MVSchedO, which enforces fine-grained operation
execution. In the rest of this section, we explain each in detail.

4.1 Online Scheduling
While we assume in the offline setting that all key accesses are
known in advance, this information is not available for many work-
loads in online systems. To deal with this, we leverage our obser-
vation that scheduling hot key conflict patterns has an outsized
impact on performance (Section 3.2). Rather than relying on all
operations to make scheduling decisions, we focus on predicting
hot key conflicts using a classifier and small number of application
“hints.” We then apply our predicted hot key access patterns to
approximate makespans and optimize SMF for online scheduling.

4.1.1 Application Hints. We leverage two types of application hints
in our system: transaction type and hot key accesses. Together, this
information enables us to effectively predict hot key conflict pat-
terns, which have the largest impact on schedule makespan. First,
transaction type is readily available: most applications along with
nearly all standard benchmarks [31] execute a pre-defined (and
small) set of transactions, either hand-written or generated through
ORM frameworks [91]. Second, we find that many applications pro-
vide information about hot keys upfront, as input to the transaction
itself. For example, all benchmarks in OLTPBench [31] place hot key
accesses at the beginning of transactions to reduce contention (e.g.,
avoid deadlocks). These keys are known upon transaction instanti-
ation (e.g., the Warehouse and District keys for TPC-C and the user
and item ids for Epinions). Some workloads, such as Meta’s social

1 DepositChecking(cName, amt):
2 START TRANSACTION(type = 0, keys = {cName});
3 id = SELECT cId FROM ACCOUNTS WHERE name = cName;
4 UPDATE CHECKING SET bal = bal + amt WHERE cId = id;
5 COMMIT TRANSACTION;

Listing 1: SmallBank DepositChecking transaction passing
transaction type and hot key information to R-SMF.

Classifier
/* Data structures */
class Op: { op_type: read/write; position_in_txn: int }
class Txn: { txn_type: int; ops: List[Op] }
class MetadataVec: List[int] /* txn_type at vec[0],

/  * hot keys as ints at vec[1:] */
/* Shared function */
txn_to_md_vec(txn: Txn) à MetadataVec

/* Training */
find_clusters(trace: List[Txn]) à List[<MetadataVec, /* cluster_label */ int>], 

/* num_clusters */ int
train(txns: List[<MetadataVec, /* cluster_label */ int>], /* num_clusters */ int)

/* Prediction */
predict(md_vec: MetadataVec) à /* cluster_ label */ int
get_hot_key_ops(cluster_label: int) à List[Op]

Figure 4: Our classifier provides a simple API.

graph transactions [23], provide the full read-write set at the start
of each transaction. At scale, application awareness of hot keys is
crucial in preventing one program from affecting the performance
of others that share the same data [10]. We note that this informa-
tion does not have to be provided by the application explicitly—it
can be inferred automatically from other metadata (e.g., application
stack traces, client endpoints, etc.) [63, 74, 78, 85, 91].

Annotating and passing along this information is straightfor-
ward: the only change required in the application code is to assign
a unique value to each transaction type and send it to the database
(e.g., modify the START statement, as shown in the SmallBank
DepositChecking transaction in Listing 1). Consequently, minimal
changes are needed on existing applications and systems.

4.1.2 Classifier. To make good scheduling decisions, we need in-
formation on hot key access patterns, which are used to calculate
conflict costs. R-SMF uses a classifier (Figure 4) to predict these
access patterns. We train our classifier on a trace of transactions for
each workload, and this process involves three parts: (i) mapping
transactions to metadata vectors, (ii) finding the optimal number of
clusters, and (iii) determining a canonical set of hot key operations
for each cluster. First, we take a given trace (which we assume
includes transaction type and known hot keys at transaction in-
stantiation) and map each transaction to a metadata vector that
represents this information as integers. We set aside a portion of
the transactions for validation. Second, we find the optimal num-
ber of clusters (i.e., 𝑘) for these metadata vectors. On the training
dataset, we cluster the metadata vectors based on Euclidean dis-
tance, which is widely applied for clustering and classification [48].
Specifically, we pick the 𝑘 that gives the lowest validation error on
our validation set. Finally, we determine a canonical set of hot key
operations for each cluster. We note that widely differing sets of
hot key operations among transactions in a cluster are rare on most
workloads since many hot keys have correlated accesses (e.g., each
Warehouse and District key pair has its own cluster in the TPC-C
workload). Our classifier chooses the most frequently occurring
set of hot key operations among the transactions in a cluster as
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the canonical access set, and we experimentally confirm this is
sufficient for standard workloads (Section 5.3).

At run time, we generate a metadata vector based on the applica-
tion hints. Our classifier then predicts a cluster label for this vector
and gets the canonical set of hot key operations corresponding
to this label. For instance, a Payment transaction in TPC-C sends
along its type as well as its Warehouse and District keys. Our clas-
sifier uses this information to infer a label that corresponds to the
predicted hot key operations (a read and a write to the Warehouse
key followed by a read and a write to the District key).

We find that a KNN-classifier provides high accuracy on a range
of workloads (Section 5.3). Furthermore, the classifier is simple (no
model or parameters), has low overhead, and can easily be updated
with new data. While most workloads are relatively stationary over
time (e.g., most standard benchmarks), we retrain our classifier
periodically (and redetermine the optimal number of clusters) with
recent traces to account for changes in hot key accesses. Classifier
accuracy is dependent on the quality of application hints, and we
view predicting contention as an interesting avenue for future work.

4.1.3 Approximating Makespan. Finally, to adapt our SMF sched-
uler to an online setting, we apply the predicted hot key access
patterns from our classifier to calculate makespans and employ
additional optimizations to make this calculation efficient. With the
predicted hot key operations of each transaction (including read-
/write and position information), we compute how the makespan
changes (via the process described in Section 2.1) assuming this
transaction is added to the schedule. For example, if the last trans-
action in the schedule is a Payment transaction, SMF would find
that adding another Payment transaction that writes to the same
Warehouse leads to a higher total makespan than adding a Payment
transaction that writes to a different Warehouse. To reduce run time
overheads, we only consider in-flight transactions to be a part of
the schedule, and we assume that transactions which do not access
hot keys have no impact on makespan (they execute immediately).
Finally, for each hot key, we consider only the conflicting operation
of the latest transaction that accesses this key. We can ignore earlier
transactions that conflict on the same keys because these conflicts
were already accounted for when the latest transaction was added
to the schedule. SMF uses limited memory by design since we do
not need to store incremental makespan results past an iteration.
As a result, our scheduler has minimal performance and storage
overheads while finding fast schedules (Section 5.2).

4.2 Schedule-First Concurrency Control
Now that we know which hot key conflicts are likely to occur
and how to schedule them with SMF, we turn to the problem of
executing transactions correctly while maximizing the benefits
of fast schedules. Since scheduling and concurrency control are
complementary techniques, we can incorporate SMF directly with-
out changing existing concurrency control protocols by starting
transactions based on the determined schedule, which significantly
improves performance (Section 5.1). While this is useful for ex-
isting systems, most concurrency control mechanisms limit what
schedules are allowed and do not treat the transaction schedule as
a first-class component (i.e., cannot precisely execute operations
according to a predetermined order). To maximize the benefits of

Algorithm 1: MVSchedO
1 Data structures
2 hot_keys: set of high conflict keys
3 𝑝𝑟𝑒𝑑_𝑜𝑝𝑠: set of predicted operations, per hot key
4

5 procedure START_TXN(H : application hints):
6 // Assign unique timestamp to each transaction
*7 ts← SMF_SCHEDULER(H)
*8 𝑝𝑟𝑒𝑑_ℎ𝑜𝑡_𝑘𝑒𝑦_𝑜𝑝𝑠 ← PREDICT_HOT_KEY_OPS(H)
*9 for 𝑜𝑝 ∈ 𝑝𝑟𝑒𝑑_ℎ𝑜𝑡_𝑘𝑒𝑦_𝑜𝑝𝑠 do

*10 𝑝𝑟𝑒𝑑_𝑜𝑝𝑠 [𝑜𝑝.𝑘] .add(𝑜𝑝)
11 return 𝑡𝑠
12

*13 procedure SCHED_KEY(k : key, 𝑡𝑠 : timestamp):
*14 await min(𝑝𝑟𝑒𝑑_𝑜𝑝𝑠 [𝑘] .get_all_ts()) ≥ 𝑡𝑠
15

16 procedure READ_KEY(k : key, 𝑡𝑠 : timestamp):
17 // Delay op until all conflicting ops with lower

timestamps on this key have executed
*18 if k ∈ hot_keys then
*19 SCHED_KEY(k, 𝑡𝑠)
20 𝑣𝑎𝑙 ← MVTSO_READ(𝑘, 𝑡𝑠)
*21 𝑝𝑟𝑒𝑑_𝑜𝑝𝑠 [𝑘] .remove_read(𝑡𝑠)
22 return 𝑣𝑎𝑙
23

24 procedure WRITE_KEY(k : key, 𝑣 : value, 𝑡𝑠 : timestamp):
*25 if k ∈ hot_keys then
*26 SCHED_KEY(k, 𝑡𝑠)
27 MVTSO_WRITE(𝑘, 𝑡𝑠, 𝑣)
*28 𝑝𝑟𝑒𝑑_𝑜𝑝𝑠 [𝑘] .remove_write(𝑡𝑠)
29

*30 procedure FREE_HOT_KEY_DEPS(𝑡𝑠 : timestamp):
*31 𝑝𝑟𝑒𝑑_𝑜𝑝𝑠.remove_ops(𝑡𝑠)
32

33 procedure COMMIT(𝑡𝑠 : timestamp):
*34 FREE_HOT_KEY_DEPS(𝑡𝑠)
35 𝑠𝑢𝑐𝑐𝑒𝑠𝑠 ← MVTSO_COMMIT(𝑡𝑠)
36 return 𝑠𝑢𝑐𝑐𝑒𝑠𝑠

scheduling, we introduce a novel schedule-centric concurrency con-
trol protocol, MVSchedO, that extracts the most benefits from a fast
schedule. MVSchedO augments MVTSO [14], a well-known and
performant concurrency control protocol, by enforcing fine-grained
control on operation execution with low overheads.

4.2.1 Making MVTSO Schedule-First. We design a schedule-first
concurrency control protocol, MVSchedO, by adapting MVTSO,
which we choose as a starting point for two main reasons. First,
MVTSO enables high performance: it imposes the minimal exe-
cution constraints required to ensure serializability in contrast to
pessimistic protocols like two-phase locking (2PL) [15], which arti-
ficially increase run time by holding locks until transaction commit.
Second, MVTSO assigns a schedule to transactions and enforces se-
rializability based on this schedule. Thus, we can leverage existing
correctness mechanisms with minimal changes while replacing the
schedule with one determined by SMF. We briefly describe MVTSO
and its known flaws before presenting MVSchedO, which over-
comes these issues by following transaction schedules precisely.

MVTSO. MVTSO assigns each transaction a unique timestamp
corresponding to its serialization order. To ensure serializability,
MVTSO records the read and write timestamps of transactions. Any
transaction containing a write operation with a smaller timestamp
than the highest read timestamp on a key is aborted so that no
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read ever fails to observe a write from a transaction earlier in the
serialization order. Transactions keep track of any write depen-
dencies (uncommitted writes they observe) and commit once all
such transactions commit or abort if any abort. The key benefit of
MVTSO is that it makes uncommitted writes immediately visible to
simultaneously executing transactions, enabling more concurrency.

While MVTSO offers significant benefits, it has two flaws that
hamper performance: (1) it assigns timestamps in arrival order,
missing opportunities to benefit from faster schedules, and (2) it
does not delay transactions ordered later in the schedule from exe-
cuting before earlier ones, potentially causing unnecessary aborts.
For example, MVTSO does not prevent a transaction with a higher
timestamp𝑇2 from reading a key 𝑥 before a transaction with a lower
timestamp𝑇1 attempts to write to this key. As a result,𝑇1 must abort.
This abort can have cascading effects: if other transactions have
write-read dependencies on 𝑇1, they must also abort.

MVSchedO. Our protocol MVSchedO overcomes these issues
by extending MVTSO in two main ways. Algorithm 1 shows our
protocol, and our changes to MVTSO are marked with asterisks.
First, MVSchedO assigns timestamps using SMF rather than FIFO
(line 7). Second, we proactively enforce this order on hot keys by
ensuring that operations with later timestamps do not execute until
conflicting ones earlier in the schedule have completed. Specifically,
we predict the set of hot keys operations for each transaction at
its start (lines 8–10) and use this information to decide whether to
delay an operation before its execution (lines 13–14, 18–19, 25–26).
Since we only maintain this information per hot key, the overheads
of our approach remain low (Section 5.2). If an expected hot key
access never occurs (i.e., the prediction was wrong), any queued
transactions will be able to proceed once the transactions they are
waiting on commit or abort (line 34). Reads, writes, and commit
validation (which checks the write dependencies of a transaction)
otherwise execute identically to MVTSO (lines 20, 27, 35).

Correctness and optimality. MVSchedO ensures serializability
because all executions it permits are also possible under MVTSO
(albeit under a different arrival order). Since timestamp assignment
in MVTSO is arbitrary, the schedule chosen by SMF does not af-
fect serializability guarantees. For reads and writes to hot keys,
MVSchedO physically delays operations that are free to execute in
any order under MVTSO (subject to versioning constraints, which
apply for both protocols). Otherwise, MVSchedO uses the same
validation mechanisms as MVTSO, so it provides serializability.

Furthermore, MVSchedO executes a given schedule with the
maximum allowable concurrency under serializability.3 That is, in
the absence of resource constraints and aborts, it is impossible for
another serializable protocol to extract more concurrency from the
execution of the schedule. This property holds with early write
visibility [36], which is enabled by both MVTSO and MVSchedO.

5 EVALUATION
In this section, we evaluate R-SMF on a range of different workloads.
Specifically, we aim to answer the following questions:

• What are the benefits of scheduling in a real-world system?
• What are the overheads of our approach?
• How does SMF compare to alternative search techniques?

3MVSchedO ensures optimality of schedule execution, not the optimality of the schedule.

5.1 Scheduling in Practice
Our first set of experiments focuses on evaluating R-SMF on RocksDB,
Meta’s transactional key-value store [32]. We compare against a
state-of-the-art scheduling policy that probabilistically defers trans-
actions [19] as well as several standard concurrency control proto-
cols. We find that R-SMF increases throughput by up to 3.9× and
also decreases tail latency by up to 3.2×.

Experimental setup. We implement R-SMF and various base-
lines in RocksDB (8.5) [34]. We run our database and clients on
separate c5ad.16xlarge EC2 instances with 64 vCPUs, 128GB RAM,
and local NVMe-based SSDs in the same region. Clients run in a
closed-loop fashion with exponential backoff (we account for aborts
and retries when measuring latency), and we report the average of
three 60 second runs with 30 seconds of warm-up each. For each
workload, we tune the number of client and worker threads to
ensure system saturation. We follow the standard tuning guide [5]
for RocksDB. We compare R-SMF to the following baselines:
1. RocksDBOptimistic ConcurrencyControl (OCC).RocksDB’s

Optimistic transactions [34] provide up to Snapshot Isolation
(SI) using Optimistic Concurrency Control.

2. RocksDB Locking (Lock). RocksDB’s Pessimistic transactions
use a locking protocol [34] that holds only write locks and reads
from snapshots to provide SI.

3. RocksDB Multi-Version Timestamp Ordering (MVTSO).
We implement MVTSO [14] in RocksDB to provide serializability.

4. Aria. We implement Aria [54], which includes a reordering
mechanism that reduces conflicts, in RocksDB.

5. TsDEFER (Defer). This protocol checks for conflicts on two keys
from the predicted access set of each transaction. If there are
in-flight requests already operating on these keys, Defer chooses
to queue the transaction with a probability of 60% [19].

6. TsDEFER-MVTSO (Defer-MVTSO). We extend Defer to delay
timestamp assignment for MVTSO when queuing a transaction.
R-SMF. We implement R-SMF in RocksDB, making several modi-

fications to the transaction manager to support SMF and MVSchedO.
First, we modify the transaction START function to take in applica-
tion hints, which are passed into our classifier to predict hot key
access patterns. Second, we allow SMF to queue transactions at
their start until it schedules them. We use a sample size of five
transactions at each iteration (we find more samples do not sub-
stantially improve performance). Once a transaction is scheduled,
we add its predicted hot keys accesses to MVSchedO’s scheduling
queues. We also measure the performance of MVSchedO as a base-
line: we queue transactions based on predicted hot key accesses
without using SMF (transactions execute in FIFO order). To prevent
starvation, we place barriers in the scheduling queue that ensure
requests in front of the barrier will execute before those after it.

Bolt-on schedulers. Since scheduling is complementary to con-
currency control, we can combine our scheduling policy, SMF, with
existing concurrency control protocols, though the benefits will
naturally be smaller than using MVSchedO. However, this enables
existing systems to easily realize the benefits of scheduling. We
add SMF as a layer above RocksDB’s OCC and Lock protocols [34].
Our implementations, SMF-OCC and SMF-Lock, queue transactions
at their start until they are scheduled. Once a transaction begins
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Figure 5: R-SMF performance on application benchmarks.

to execute, it runs under the original concurrency control proto-
col without fine-grained operation scheduling. Even with limited
control over execution, these implementations are able to achieve
significant performance improvements (Section 5.1.2).

TAO prototype. We also implement a SMF prototype on TAO,
Meta’s social graph data store [17]. Our prototype applies the bolt-
on approach, similar to the RocksDB bolt-on schedulers, by queuing
transactions at their start (TAO implements a variant of 2PL for
concurrency control [24]). The prototype is implemented as an
adapter layer in C++ that sends requests to a TAO (cache and data-
base) deployment in a testing environment. Our experimental setup
imitates that of production: each thread acts as an individual TAO
client, mirroring how Meta’s applications access this system [24].

Benchmarks. We evaluate the performance of our schedulers
on a range of different standard benchmarks and real-world work-
loads. Epinions [31] consists of nine transaction types that repre-
sent behavior observed on a consumer reviews website. We run the
benchmark with 2M users and 1M items (total data size of 50GB).
SmallBank [79] contains six types of transactions that model a
simple banking application. We run the benchmark with 1M ac-
counts (total data size of 50GB). TPC-C [27], a standard OLTP
benchmark, simulates the business logic of e-commerce suppliers
with five types of transactions. We use a separate table as a sec-
ondary index on the Order table to locate a customer’s latest order
in the Order-Status transaction and on the Customer table to look
up customers by last names (for the Order-Status and Payment
transactions) [22]. We run the workload with 10 Warehouses (total
data size of 2GB). TAOBench [23] is a social network benchmark
based on Meta’s production traces. We run Workload T, which cap-
tures the full transactional workload on TAO, Meta’s social graph
database. We run the benchmark with 10M objects (total data size
of 100GB). YCSB is a microbenchmarking suite that generates read
and write operations, which we place into groups of 16 [19]. We
use Workload B (95% reads, 5% writes) with a Zipfian distribution
and load 1M objects (total data size of 10GB).

5.1.1 R-SMF Results. R-SMF outperforms all baselines on the five
application benchmarks since it executes transactions following
schedules that minimize conflict costs (Figure 5).

Epinions. R-SMF improves throughput by 3.1× compared to
OCC (Figure 5). This workload centers around user interactions
and item reviews, containing five read-only transactions and four
read-write transactions. Given the skewed access to popular users
and items, scheduling prevents many aborts that arise under the
baselines. Since most transactions are short, reducing wasted work
caused by aborts has an outsized impact on throughput. This is
further confirmed by the fact that there is only a 24% difference in
throughput between MVSchedO and R-SMF. These results demon-
strate that executing schedules precisely with MVSchedO can sig-
nificantly improve throughput, even under FIFO (which can be an

Table 2: Defer (D) and R-SMF (R) latency compared to OCC.

Workload Var. (D) P99
Latency (D) Var. (R) P99

Latency (R)
Epinions 11% 23% 14% 29%

SmallBank 13% 27% 19% 35%
TAOBench 43% 107% 65% 323%

TPC-C 10% 28% 20% 47%
YCSB 33% 81% 45% 101%

effective fallback strategy). We observe a 2.0× throughput improve-
ment compared to MVTSO; this baseline has higher throughput
compared to OCC since it exposes uncommitted writes. Aria also
has higher throughput than OCC since its reordering mechanism
reduces some aborts. [54] However, since this protocol is single-
versioned, it produces more conservative schedules than those
allowed by MVTSO and results in more aborts. Defer avoids some
conflicts by delaying requests but not as many as R-SMF, which
achieves 2.0× higher throughput. On the other hand, Defer-MVTSO
(omitted from the graph due to space constraints) has nearly equal
performance to MVTSO because delaying timestamp assignment
does not address potential race conditions during execution (i.e.,
after the timestamp has been assigned). R-SMF improves tail latency
by 29% and reduces latency variance by 14% compared to 23% and
11% for Defer, respectively (Table 2). Request times do not vary
significantly in this workload since most transactions are short.
With scheduling, we also observe lower abort rates: OCC aborts
6.0% of transactions while R-SMF has a 0.2% abort rate.

SmallBank. We observe a 2.7× increase throughput comparing
R-SMF to OCC (Figure 5). This workload consists mainly of short
read-write transactions, and R-SMF is able to prevent conflicts
between transactions accessing the same user accounts. Reducing
aborts on this workload has a large impact since most transactions
are short (aborts and restarts take comparatively longer). R-SMF has
a smaller improvement in throughput of 1.9× compared to MVTSO
since this baseline enables more concurrency. However, R-SMF
still achieves better performance because it executes based on fast
schedules and reduces aborts that are caused by race conditions
during MVTSO’s timestamp assignment. MVSchedO achieves 28%
lower throughput compared to R-SMF. Against Defer, R-SMF has
2.0× higher throughput, since the former delays transactions with a
fixed probability (missing some conflicts). Defer-MVTSO has similar
performance to MVTSO since both observe race conditions after
timestamp assignment. For latency, R-SMF improves tail latency
by 35% and reduces latency variance by 19% compared to 27% and
13% by Defer (Table 2), respectively. Both policies are able to avoid
repeated aborts though SMF attains better schedules by intelligently
scheduling requests rather than randomly deferring them. R-SMF
has a 0.2% abort rate compared to 5.7% under OCC.

TAOBench. We observe a 3.9× throughput increase with R-SMF
compared to OCC and a 2.6× increase compared to MVTSO. This
workload is read-heavy and skewed, typical of most social networks.
There are many short read transactions, some shorter read-write
transactions (under 10 operations), and a small portion of longer
read-write transactions (up to 60 operations). Since key accesses are
drawn from probability distributions in this workload, hot keys are
not requested in a fixed order, as in many of the other benchmarks.
Consequently, naively ordering requests in FIFO order results in
slow schedules and many aborts. This is further evidenced by the
fact that MVSchedO has 87% lower throughput than R-SMF. Our
system is able to avoid placing long transactions accessing many
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Figure 6: Bolt-on performance on application benchmarks.

hot keys together with conflicting requests. By reducing aborts
(from 12.0% under OCC to 0.5% under R-SMF), R-SMF is also able to
reduce tail latency by 323% and latency variance by 65% (Table 2).
Defer has moderate success in avoiding aborts (R-SMF has 2.6×
higher throughput); since the access sets of these transactions are
larger, Defer has lower probability of detecting potential conflicts.

TPC-C. R-SMF improves throughput on TPC-C by 1.8× com-
pared to OCC and 1.3× compared to MVTSO. The latter has no-
ticeably higher performance than the other baselines because this
protocol allows writes to be pipelined (New-Order and Payment
transactions can access Warehouse and District keys prior to the
commit of preceding requests). However, since MVTSO schedules
transactions in arrival order and there are race conditions between
operations after timestamp assignment, New-Order and Payment
transactions can execute out of order, leading to aborts. In contrast,
R-SMF ensures that transactions with later timestamps will wait
for conflicting requests with earlier timestamps to complete. R-SMF
also schedules transactions with lower conflict costs together, re-
sulting in 31% higher throughput compared to MVSchedO. Our
system improves tail latency by 47% and reduces latency variance
by 20% (Table 2). Compared to Defer, R-SMF achieves a 1.2× im-
provement in throughput; since the Warehouse and District keys
(hot keys) are known upon transaction instantiation, Defer has a
high likelihood of delaying conflicting requests. R-SMF reduces the
abort rate to 2.2% compared to OCC, which has a 10.1% abort rate.

YCSB. R-SMF improves throughput by 2.0× compared to OCC
and 1.4× compared to MVTSO (Figure 5). R-SMF also has 35% higher
throughput compared to MVSchedO, demonstrating the impact of
SMF. YCSB has a large pool of warm keys and higher variance in
accesses since keys are chosen from a Zipfian distribution (𝜃 = 0.90).
Since there are diverse contention patterns, there are also more
schedules with low makespan (which SMF identifies). Defer per-
forms well on this workload, showing a 1.4× increase compared to
OCC, since it finds and delays conflicting transactions with high
probability (due to the skewed access patterns). On the other hand,
Defer-MVTSO and MVTSO have similar performance since both
observe aborts from concurrent conflicting transactions that have
already been assigned timestamps. R-SMF is able to decrease tail la-
tency by 101% and reduce latency variance by 45% (Table 2) because
it prevents transactions accessing hot keys from repeatedly abort-
ing (as does Defer by 81% and 33%, respectively). R-SMF reduces
the abort rate to 2.0% compared to 7.7% under OCC.

5.1.2 Bolt-On Results. We also evaluate SMF layered on top of OCC
(SMF-OCC) and Lock (SMF-Lock), showing that we can achieve
significant scheduling wins with minimal changes to the existing
concurrency control implementations. Across the five benchmarks,
OCC and Lock have similar performance because they encounter
similar conflicts when processing requests in FIFO order and abort
at nearly equal rates. SMF-OCC and SMF-Lock are able to prevent
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Figure 7: Performance under varying isolation levels.

Table 3: Performance difference from TAO baseline.
Workload Throughput P99 Latency
TAOBench 252% -208%

many of these conflicts and have comparable performance (Fig-
ure 6). On Epinions, we observe a 2.4× increase in throughput,
comparing SMF-OCC to OCC and SMF-Lock to Lock. For Small-
Bank, these schedulers improve throughput by 2.0× compared to
their respective baselines. We see an even larger improvement of
3.3× on TAOBench. We note that the relative increase by SMF-OCC
and SMF-Lock over their respective baselines is larger than that
between R-SMF and MVTSO (2.0×, 1.9×, and 2.6× for these three
workloads) since MVTSO enables greater concurrency and achieves
higher throughput. On the other hand, the improvements of the
schedulers compared to their respective baselines are smaller than
R-SMF compared to OCC/Lock because SMF-OCC and SMF-Lock
can only delay the transaction start (they do not impact opera-
tion execution once a transaction begins) while R-SMF utilizes
fine-grained operation scheduling to extract bigger wins.

5.1.3 Weaker Isolation Levels. Scheduling provides benefits across
isolation levels. We implement SMF on top of the default concur-
rency control protocols in RocksDB that provide SI (SMF-OCC) and
RC (SMF-RC). Figure 7 shows that scheduling improves throughput
across all workloads under RC (up to 2.5x), though the relative im-
provement is less than that under SI (between OCC and SMF-OCC);
this is because fewer conflicts occur under RC compared to SI.

5.1.4 TAO Prototype Results. SMF achieves up to 252% higher
throughput and 208% lower tail latency on the TAOBench workload
(Table 3) by intelligently ordering transactions to reduce the cost
of conflicts. Furthermore, we find that SMF has minimal overheads
on TAO, demonstrating that our policy can be feasibly applied in
production to realize the benefits of transaction scheduling.

5.2 Scheduling Overheads
To quantify the overheads of scheduling, we measure performance
under low (𝜃 = 0.10) and medium (𝜃 = 0.50) contention with the
YCSB workload (Figure 8). We compare a read-dominant work-
load (95% reads) as well as a write-intensive workload (80% writes).
Throughput is higher in general on the read-dominant workload
though scheduling has a bigger impact on the write-intensive one
since its operations are more likely to conflict. Under low con-
tention, our scheduler imposes minimal overhead. R-SMF and SMF-
OCC throughput are within 5% of that of MVTSO and OCC, respec-
tively, for both workloads. Since transactions that do not access hot
keys are allowed to execute immediately, the only overheads we im-
pose are the classification step and makespan calculations. SMF has
linear time complexity with respect to the number of in-flight trans-
actions (which is typically bounded), and makespan calculations
depend on the number of hot keys (which is also bounded). Once
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Figure 8: Performance under varying contention.

there is some contention (𝜃 = 0.5), our schedulers show improve-
ments in throughput compared to the baselines (1.4× improvement
comparing R-SMF to OCC for the read-dominant workload and
1.6× improvement for the write-dominant workload). Figure 9b
shows the latency breakdown for the TPC-C workload: scheduling
has limited impact on overall execution time.

Furthermore, we find R-SMF scales effectively: as we increase
the number of Warehouses in the TPC-C workload, contention
decreases, and throughput grows linearly (Figure 9a). By 40 Ware-
houses, low contention causes scheduling to have minimal impact.
However, both R-SMF and SMF-OCC do not impose undue over-
heads and have nearly equal performance with the other baselines.

5.3 Classifier Accuracy
We run a series of additional experiments to understand the effects
of classifier error, and we find that, as expected, prediction accu-
racy directly impacts throughput. For our application benchmarks,
which include a representative subset of OLTP workloads [31], our
classifier has high accuracy since hot keys are easily predictable
with application hints. For instance, prediction on TPC-C is always
correct since the transaction type and hot keys (Warehouse and Dis-
trict keys) are provided. This information is sufficient to determine
hot key access patterns (e.g., Payment always reads and writes to
both Warehouse and District keys). Accordingly, we use this work-
load to construct several scenarios in which we deterministically
set classifier accuracy and measure its impact (Table 4) .

Decreasing classifier accuracy detrimentally impacts throughput.
At one extreme, we assume no application hints are available: the
classifier cannot make predictions, so R-SMF is unable to provide
any performance benefits and suffers from a small throughput drop
(2%) as a result of scheduling overhead. When the hints are wrong
10% of the time (i.e., incorrect Warehouse/District keys), throughput
decreases, but we still observe benefits from scheduling (25% im-
provement in throughput and 29% reduction in tail latency), though
this is lower than when all hints are provided (33% improvement in
throughput and 35% reduction in tail latency). However, when clas-
sifier accuracy drops significantly (50% of hints are wrong), we find
that scheduling harms performance because it leads to false posi-
tives (delaying transactions that do not conflict) and false negatives
(missing potential conflicts). To avoid this, users can choose to forgo
scheduling if classifier accuracy drops below a given threshold (e.g.
via post-execution sampling analysis, as described in Section 3.4).

Finally, we consider the scenario in which we have partial infor-
mation for prediction—only transaction type is known. We know
the probability of conflict between requests (10% between Payment
transactions, 1% between New-Order transactions, and 10% between
New-Order and Payment), but we do not know exactly which re-
quests will contend since we lack hot key information. As a result,

Figure 9: R-SMF scalability and overheads on TPC-C.

Table 4: Performance difference from MVTSO on TPC-C.
Policy Throughput P99 Latency

No Hints -2% -2%
10% Wrong 25% 29%
50% Wrong -11% -5%
Only Types -5% -3%

R-SMF (All Hints) 33% 35%

we have R-SMF probabilistically delay requests based on the likeli-
hood of conflict from their type (assuming an equal proportion of
each type, we have a 10% chance of conflict for Payment and 5.5%
for New-Order). This approach leads to slightly lower performance
compared to MVTSO. Since the conflict rate is low (≤10%) and
R-SMF also delays requests at a low rate (≤10%), the probability
that R-SMF correctly delays a transaction to prevent a conflict is
even lower (≤10% × ≤10% = ≤1%). Thus, most of the scheduling
delays imposed by R-SMF are false positives and harm throughput.
These results demonstrate a fundamental requirement of schedul-
ing: sufficient information about access patterns (especially hot key
accesses) must be available to find fast schedules.

5.4 Evaluating SMF’s Search Quality
To evaluate SMF’s effectiveness, we compare SMF to state-of-the-
art JSS search techniques as well as scheduling policies developed
for transactional databases. SMF’s schedule makespan is within 10%
of that of the best-performing JSS policy, which has much higher
overheads. Against transactional policies, SMF provides up to 55%
lower makespan and 164% lower variance. We also analyze the
impact of our SMF optimizations, which reduce run time overheads
but have minimal detrimental impact on search results.

5.4.1 Comparison with Search Policies. We compare SMF to a range
of search techniques developed for job-shop scheduling (JSS), which
can be used to model transaction scheduling. JSS techniques are
designed to navigate complex schedule spaces and consequently,
are able to find good schedules on transactional workloads in the
offline setting. However, the overheads of these techniques are too
high (e.g., in the order of seconds for each scheduling decision [69])
for us to obtain meaningful results in a real system, so we evaluate
these policies in our makespan simulator.

Job-Shop Scheduling (JSS). Transaction scheduling can be
framed as an instance of the well-studied JSS problem. JSS is a classic
scheduling problem that focuses on assigning jobs to machines
to minimize makespan [45]: each job consists of multiple tasks
that must be executed in a given order on specific machines. We
model the offline transaction scheduling problem (known batch
of transactions and access sets) as a variation of JSS in which jobs
are transactions, tasks are operations, and machines are data items.
Transactions require two additional classes of constraints. First,
there are different operation types (namely, read and write) for
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Figure 10: NEH and SMF outperform other JSS search tech-
niques on SmallBank and TPC-C (500 transactions each).

each key, which can be modeled via parallel machines [69]. Second,
to account for isolation guarantees, we adapt sequence-dependent
execution requirements used by some JSS problems [73]. Interested
readers can find the formal optimization problem in the extended
version of our paper [2] and further discussion of JSS in Section 6.

With this framework in hand, we now apply JSS search tech-
niques to transaction scheduling. Many JSS techniques have been
developed to obtain fast schedules, and we evaluate a range of
representative techniques on our application benchmarks.

Algorithms for comparison. We focus on JSS approxima-
tion techniques since they are suited for larger workloads (e.g.,
more than 20 transactions). These strategies are can be categorized
as either iterative approaches, which randomly perturb a sched-
ule to find faster ones, or constructive approaches, which build
up a schedule from scratch by leveraging workload features [45].
From iterative approaches, we evaluate the performance of tech-
niques from the three most popular categories: genetic algorithms
(GA) [25, 29], simulated annealing (SA) [20, 84], and tabu search
(TS) [16, 30, 42, 69]. Among construction heuristics, we focus on
the Nawaz–Enscore–Ham (NEH) algorithm [57], which is known
to be high performing [44, 53]. This algorithm first sorts transac-
tions based on expected execution time and then iterates through
all unscheduled transactions, adding each to the position in the
partial schedule that minimizes makespan. Note that NEH inserts
transactions (following a fixed order) into various positions of the
schedule while SMF appends a transaction (chosen among a sample
of candidates) to the end of a schedule and does not sort requests.

There also has been recent work applying reinforcement learn-
ing (RL) to scheduling problems. We consider Monte Carlo Tree
Search (MCTS), a popular algorithm that expands a search tree
using random sampling, since it has been applied to JSS [50, 70].

Results.We evaluate JSS policies assuming MVTSO on 500 trans-
actions of each of our benchmarks. Table 5 shows the makespan
obtained by SMF and the best-performing JSS policy. Figures 10a
and 10b show the makespan of all policies on the SmallBank and
TPC-C workloads, respectively. SMF uses a sample size of five and
considers only hot keys for makespan calculations.

SMF has robust performance on all workloads, finding schedules
with less than 10% difference compared to the best JSS techniques.
In general, JSS policies are able to find fast schedules: NEH is the
highest-performing JSS method on all workloads except Epinions

Table 5: Makespan distribution statistics (100K samples) and
schedule makespans under MVTSO.
Workload Mean Var. SMF Best JSS Policy
Epinions 106 27 74 74 (All)

SmallBank 1,385 131 1,296 1,282 (NEH)
TAOBench 1,703 22,419 959 868 (NEH)

TPC-C 905 12,290 495 449 (NEH)
YCSB 2,587 3,150 1,434 1,298 (NEH)

(for which all the techniques find schedules with the same makespan
since this workload has many read-only transactions). This is be-
cause NEH’s strategy of inserting requests at positions that reduce
makespan leads to fast schedules. SMF follows a similar intuition
by appending transactions that minimize overall makespan. We
note that both policies perform better than the best random sample
among 100K samples, achieving makespans in the 99.999th per-
centile. Furthermore, the best random sample among 100K samples
(and consequently, the schedules found by SMF) is better than
99.99% of all possible schedules with 99.99% confidence.

The other JSS techniques have moderate success in scheduling
transactions. These strategies are iterative, searching in the local
neighborhood of a starting schedule by randomly swapping trans-
actions. However, since hot key conflict patterns impact makespan
the most (Section 3.2), arbitrarily reordering transactions usually
takes longer to find a fast schedule. Similarly, since MCTS relies
heavily on random search, it does not converge quickly.

We find that all JSS techniques have higher overheads than SMF.
We measure the latency of each technique in our offline Python
simulator to provide a rough estimate of how expensive JSS policies
are since they cannot be feasibly implemented in a real database.
For a batch of 500 transactions, our single-threaded, unoptimized
implementation of SMF finds a schedule in less than five seconds. In
contrast, NEH takes 50 seconds, and the other policies take over 500
seconds to run. Furthermore, JSS methods are not compatible with
interactive systems (e.g., NEH inserts transactions into arbitrary
positions of the schedule, which can violate serializability).

5.4.2 Comparison with Scheduling Policies. We also compare SMF
against scheduling policies designed for transactional databases.
Specifically, we evaluate three state-of-the-art policies from re-
cent work. Largest-Dependency-Set-First (LDSF) [81] is an online
lock scheduling algorithm that gives priority to transactions that
block more requests; we follow the order determined by LDSF but
evaluate makespan under MVTSO (rather than Lock) for a fair com-
parison. We also evaluate Defer and TSKD[C], which partitions the
workload based on key accesses and is the best-performing sched-
uler for deterministic databases [19]. For each policy, we measure
the makespan and variance of the best schedule over 100 random
arrival orders of 500 transactions from each of our benchmarks.

Compared to SMF, these policies find slower schedules (up to
55% higher makespan) and are more sensitive to arrival order (up
to 164% higher variance). As Table 6 shows, makespan differences
are smaller on Epinions and SmallBank, which contain many short,
read-only transactions. TSKD[C] has the best performance out of
the three policies, which is expected since it is designed for the
offline setting (i.e., deterministic DBs) and uses key access infor-
mation to lower conflict costs. However, it schedules requests with
coarse granularity: a transaction must fit cleanly into a concurrently
executing partition or it must run sequentially with other “resid-
ual” transactions after all partitions have committed. In contrast,
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Table 6: Increase in makespan between best schedule from
Defer (D), LDSF (L), and TSKD[C] (T) compared to SMF. In-
crease in variance compared to SMF (D-V, L-V, T-V).
Workload D L T D-V L-V T-V
Epinions 0% 0% 0% 109% 52% 41%

SmallBank 6.6% 5.8% 4.4% 121% 96% 61%
TAOBench 55% 47% 31% 153% 147% 103%

TPC-C 49% 37% 18% 164% 159% 42%
YCSB 52% 39% 28% 129% 87% 67%

SMF determines schedules on a per-transaction basis. LDSF shows
some improvements, but it is highly dependent on arrival order
as evidenced by its high variance. Finally, Defer returns schedules
of similar makespan to random sampling since Defer essentially
follows arrival order in our simulator, which calculates best-case
makespans and assumes no aborts.

These results illustrate that existing policies are highly depen-
dent on arrival order. As a comparison, on a small workload (e.g.,
20 TAOBench transactions), the makespan and variance differences
between the three policies and SMF are less than 25% and 40%, re-
spectively. In real-world workloads that have more conflict patterns
and possible schedules, these policies are less likely to encounter
arrival orders that lead to fast schedules.

5.4.3 SMF Optimizations. Finally, we investigate the impact of
SMF’s optimizations (random sampling and using only hot key in-
formation), which reduce run time overheads, on schedule makespan.
The default policy uses a sample size of five and considers only hot
keys. We evaluate a no sampling variant (NS), an all keys variant
(AK) that has information about all key accesses, and a combination
of these two policies (NS + AK). We measure the makespan decrease
(i.e., performance improvement) compared to default SMF on 500
transactions of our benchmarks assuming MVTSO (Table 7).

SMF’s run time optimizations have limited impact on makespan.
For instance, there is only a 6.2% difference between the schedules
produced by default SMF and SMF with no sampling and all key
access information (NS + AK) on TPC-C. Makespan differences are
minimal on Epinions and SmallBank because many schedules share
the same conflict patterns. On TAOBench, all key access informa-
tion is available upfront, so there is no difference between default
SMF and AK. In contrast, AK has better performance on YCSB
because there is a long tail of cold key accesses. Since most trans-
actional workloads have diverse access patterns, a small sample
size is sufficient to encounter a transaction with low conflict costs.
Furthermore, these findings confirm our observation in Section 3.2
that hot key conflicts have the greatest impact on makespan.

6 RELATEDWORK
Transaction scheduling. Kung and Papadimitriou proved early on
that transaction scheduling is NP-Hard [60]. Subsequent research
has mainly centered around concurrency control mechanisms, such
as locking [15], to improve performance. Most of these techniques
operate within the implicit constraint of arrival (FIFO) order and
deal with conflicts as they appear [1, 3, 4, 39, 51, 58, 62, 77, 82,
85, 87, 88, 94]. Other techniques address the transaction schedule
more explicitly by assigning a schedule based on arrival order [14]
or reordering the schedule after transaction commit [54] and/or
abort [18, 33]. Deterministic databases, which assume apriori ac-
cess to read-write sets, also schedule batches of requests explicitly.
While many use FIFO order [35–37, 80], some approaches find better

Table 7: Decrease in makespan of variants of SMF.
Workload NS AK NS + AK
Epinions 0% 0% 0%

SmallBank 2.6% 3.0% 5.1%
TAOBench 7.0% 0% 7.0%

TPC-C 5.3% 1.2% 6.2%
YCSB 3.0% 5.8% 8.4%

schedules by partitioning workloads based on hot keys [28, 61, 63–
65, 95]. Recent research proposes scheduling transactions without
assuming full knowledge of key accesses by predicting hot keys
and probabilistically delaying requests [19] or by learning abort
patterns between pairs of transactions [74]. Most techniques fo-
cus on improving throughput, though there is a line of work that
reduces latency by scheduling transactions based on dependency
set sizes [41, 81] or assigned priorities [21, 92, 93]. Overall, these
approaches consider only a small subset of the schedule space for
efficiency. In contrast, we systematically study the entire schedule
space to develop SMF, which efficiently finds fast schedules. R-SMF
applies SMF with predicted hot key accesses and a schedule-centric
concurrency control protocol, MVSchedO, to improve throughput.

Real-time databases (RTDB). There is some work on transac-
tion scheduling for RTDBs, which assume each transaction comes
with a pre-specified deadline [6, 7, 52, 59, 66, 76, 83, 90]. These
scheduling algorithms (e.g., Earliest-Deadline-First [52, 76, 90]) typ-
ically focus on minimizing the number of missed deadlines and are
not applicable to general DBMSs, which do not have workloads
with deadlines and focus mainly on maximizing throughput.

Job-shop scheduling (JSS). We observe that transaction sched-
uling can be framed as an instance of JSS [11]. JSS optimization
methods provide exact solutions through full enumeration [49] but
can only be applied to small problems. On the other hand, approxi-
mation methods are used for larger problems [8, 44, 47, 53, 57, 89],
and a range of policies have been developed to find low makespan
schedules, including genetic algorithms [25, 29], simulated anneal-
ing [20, 84], tabu search [16, 30, 42, 69], and hybrids of different
approaches [26, 38, 71, 86, 96]. While these methods find fast sched-
ules, their overheads are too high for them to be applied directly
to DBMSs. SMF is able to match the makespan of the best JSS
techniques while having much lower run time overheads.

7 CONCLUSION
In this work, we demonstrate the power of searching through the
schedule space for fast schedules and precisely executing them.
R-SMF leverages a greedy policy, SMF, and a schedule-first con-
currency control protocol, MVSchedO, to significantly improve
performance. The benefits of our approach provide compelling ev-
idence that search-based scheduling is a promising direction for
extracting higher throughput from database systems.
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