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Abstract

The access network is believed to account for 70-80% of the overall energy
consumption of wired networks, attributable in part to the large number of
small and inefficient switches deployed in typical homes and enterprises. In
order to reduce the per-bit energy consumption of such devices, the Energy
Efficient Ethernet (EEE) standard was approved as IEEE 802.3az in 2010
with the aim of making Ethernet devices more energy efficient. However, the
potential for energy savings, and their dependence on traffic characteristics,
is poorly understood. This paper undertakes a comprehensive study of the
energy efficiency of EEE, and makes three new contributions: First, we per-
form extensive measurements on three commercial EEE switches, and show
how their power consumption profile depends on factors such as port counts,
traffic loads, packet sizes, and traffic burstiness. Second, we develop a simple
yet powerful model that gives analytical estimates of the power consump-
tion of EEE switches under various traffic conditions. Third, we validate
the energy savings via experiments in typical deployment scenarios, and es-
timate the overall reduction in annual energy costs that can be realized with
widespread adoption of EEE in the Internet.
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1. Introduction

The ICT sector is responsible for over 3% of the world’s electricity con-
sumption, and has global CO, emissions on par with the aviation industry
(Gartner Estimate, 2008). Further, the energy requirements of computing
and networking equipment are predicted to grow substantially in the coming
decade [1]. Energy expenses are already a major operational cost in today’s
data centers [2], while the aggregated energy consumption of consumer elec-
tronic devices is growing at an alarming rate [3]. As far back as the year
2000, the energy consumption of Internet equipment was estimated to be
over 6 Twh [4], and more recent studies suggest a larger consumption when
end user equipments and access networks are considered [5]. There is a spe-
cific need to address energy efficiency issues in the access network, since they
are believed to account for 70-80% of the wireline energy costs [6]. This is
attributable in part to the large number of end-premises devices that are in
deployment, and to their high energy consumption per-bit, since they tend
to be always on and have a very low average load.

Most network equipment today has a nearly constant power consump-
tion independent of the system load [7]. Recognition of the resulting poor
energy efficiency in lightly loaded systems has lead to interest in making the
energy consumption more proportional to system load. Among the first net-
working technologies to do so is Energy Efficient Ethernet (EEE). The IEEE
802.3az standard [8], approved in September 2010, defines a low power idle
(LPI) mode that improves the energy efficiency of Ethernet physical layer
devices under low loads. With an installed base of over one billion devices,
the expected energy savings can be as high as 4 Twh [9]. Products that
implement the EEE standard are becoming more common in the market and
wide adoption is expected to occur in a few years. However, current products
that implement EEE, e.g. [10, 11, 12, 13], do not provide much information
on the energy consumption profile, typically reporting only minimum and
maximum power values. There is clearly a need to gain a better understand-
ing of EEE power consumption and its dependence on various system and
traffic parameters.

This paper is the first to conduct an in-depth experimental study of the
power consumption profile of EEE-based small Ethernet switches, and to
evaluate its dependence on various traffic characteristics. Our specific con-
tributions are three-fold:

1. We use a high-precision traffic generator and high-fidelity power me-



ter to measure the power consumption of commercial EEE switches
from three vendors, and accurately characterize their power profile for
varying traffic characteristics such as load, packet size and burst length.

2. We develop a simple yet useful model that yields analytical estimates of
EEE switch power consumption as a function of traffic characteristics.
The model is derived from first principles using the operating principles
and parameters specified in the standards, and is shown to match well
with our experimental measurements.

3. We evaluate the energy savings of EEE switches in typical deployment
scenarios involving file transfers, and use our results to estimate the
overall achievable reduction in annual energy costs as EEE adoption
becomes more widespread in residential and small-enterprise networks.

To the best of our knowledge our work is the first to profile the power con-
sumption of EEE switches under a wide range of operating conditions, and
to develop a simple model that yields analytical estimates that corroborate
well with real measurements. Our work can be used by other researchers
wanting to explore higher layer energy saving mechanisms such as energy
efficient routing [14] or selective link deactivation [15], and can inform cur-
rent and future efforts within the IEEE 802.3 standards to extend the energy
efficiency mechanisms to other Ethernet speeds and technologies.

The rest of the paper is organized as follows: section 2 gives requisite
background on Energy Efficient Ethernet (EEE) and prior efforts to profile
switch power consumption. In section 3 we experimentally profile the power
consumption of three small Energy Efficient Ethernet switches, and evaluate
the dependence on factors such as number of active ports, traffic load, packet
sizes, and traffic burstiness. Using the insights from these experiments, in
section 4 we develop a simple EEE power consumption model, validate it
against the experimental results, and discuss its applicability to practical
deployments including TCP traffic. Section 5 discusses the savings that can
be achieved with the introduction of Energy Efficient Ethernet, comparing
it with previous estimates, and provides an overview of current energy effi-
ciency efforts within IEEE 802.3. The paper concludes with a summary and
directions to future work in section 6.

2. Background

In this section we give a brief background on the Energy Efficient Ether-
net (EEE) technology, and on prior efforts by researchers to develop energy
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consumption profiles of network switches.

2.1. Overview of EEE
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Figure 1: Mode transitions in Energy Efficient Ethernet

For over two decades, Ethernet has been the dominant technology for
wireline LANs. It is widely used in residences and commercial buildings and
almost all computers include one (or more) Ethernet connections. Although
Ethernet supports a variety of transmission media, most of the Ethernet
ports are connected by Unshielded Twisted Pairs (UTP), especially in homes
and offices. For UTP, Ethernet currently supports four data rates: 10 Mb/s
(1I0BASE-T), 100 Mb/s (100BASE-TX), 1 Gb/s (1000BASE-T) and 10 Gb/s
(10GBASE-T). For data rates of 100 Mb/s and higher, Ethernet physical
layer transmitters transmit continuously to keep transmitters and receivers
aligned. When there is no data to send an auxiliary signal called IDLE is
sent. This means that most of the elements in the interfaces are active at all
times leading to an energy consumption that is high and largely independent
of the traffic load.

To reduce energy consumption, the IEEE 802.3az standard [8] introduces
the concept of Low Power Idle (LPI) which is used instead of the continuous
IDLE signal when there is no data to transmit. LPI defines large periods
(T,) over which no signal is transmitted and small periods (7)) during which
a signal is transmitted to refresh the receiver state to align it with current
conditions. The operation of the LPI mode is illustrated in Fig. 1. The
energy consumption of a physical layer device (PHY) when it is in LPT mode
is expected to be significantly lower than when it is in the active mode.
Our previous work reported in [16] has confirmed that computer Network
Interface Cards (NICs) operating at 1 Gbps can achieve 70% reduction in
power consumption when using EEE.

The actual energy savings on a given link depend on the amount of time
that the link spends in LPI mode. This time can be reduced by the transition
overheads associated with activating (7,) and putting it into LPI mode (7).
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Protocol Min Min Frame | Trrame| Single || Frame | Trrqme | Single
T Ts size (usec) | Frame | size (usec) | Frame
(usec)| (usec)|| (bytes) effi- (bytes) effi-
ciency ciency
100BASE-TX | 30.5 | 200 1518 120 34.2% || 64 5.1 2.2%
1000BASE-T | 16.5 182 1518 12 5.7% 64 0.5 0.3%
10GBASE-T | 4.48 2.88 1518 1.2 14.0% || 64 0.05 0.7%

Table 1: Minimum wake, sleep and frame transmission times and single frame efficiencies
for different link speeds

During those transitions, there is significant energy consumption and the
transition times are large compared with the frame transmission time [16,
17]. The transition times for the different speeds are summarized in Table 1
and compared with the frame transmission times for a 1518 byte and a 64
byte packet. To measure the efficiency of EEE, the concept of Single Frame
Efficiency which measures the efficiency of EEE for single frame transmission
is introduced. When a single frame is transmitted the link has to be activated
to send a frame and then deactivated after the transmission. Therefore for
a frame transmission time of T%, the link is active or in transitions for T,, +
T + T. The ratio of these times is defined as the Single Frame Efficiency:

SFE= Tw+TT£+Tf A high value of SFE is desirable as it indicates that the

overheads of entering and exiting LPI are low. However, Table 1 shows that
SFE values are relatively low, implying that the overheads of entering LPI
mode become more significant as the time spent in LPI mode reduces. Stated
another way, this suggests that the benefits of EEE saturate at medium or
low loads, unless packets are coalesced as showed in [17]. Our example in
[16] for a EEE NIC demonstrated that for a 1 Gb/s link, a 6% traffic load
composed of evenly spaced packets prevented the link from entering into LPI
mode altogether. Our study in this paper will therefore consider the effect
of traffic burstiness on EEE switch power consumption.

2.2. Prior Studies on Switch Energy Consumption

There is a wide range of Ethernet switches, from small four-port switch
used in homes and small offices to modular switches that support hundreds of
ports and different transmission media [18]. Large switches have more ports
and higher port speeds, and hence consume more power. However, there
are many more small switches than large ones, and the aggregated energy
consumption of small switches to which users directly connect is significantly



higher than for large switches. For example, the power consumption of small
Ethernet switches in the US has been recently estimated in 7.9 TWh/year
[19]. Small switches typically have 5,8,16 or 24 ports, allowing highly inte-
grated implementations in which only one [20] or a few integrated circuits
are used [21]. The switch is composed of one physical layer device (PHY)
and one Medium Access Controller (MAC) per port, a switching fabric com-
monly implemented with a shared memory, and a control logic implemented
in a CPU [22].

The power consumption of switches and routers has been characterized
in different studies such as [23, 24] and our own study in [25]. The results
show that once the switch is powered on and its ports are activated, the
power consumption is close to its maximum value. For example in [24] that
value is around 90% of the peak power consumption for a core router. That
means that only 10% of the peak power consumption is dependent on the
traffic load. This is far from the proportional relation and results in poor
energy efficiency as networks tend to be lightly loaded [26]. Similar results
are obtained for commercial Ethernet switches in [23], and in our study of
an FPGA-based prototype router in [25]. We will corroborate this result for
small Ethernet switches in our experimental study by considering an 8-port
Cisco Catalyst switch that does not have EEE support. To the best of our
knowledge there is no study of EEE switch power consumption (other than
our own preliminary study [27]) reported in the research literature.

3. Experimental Characterization of EEE Switch Power Consump-
tion

To characterize the actual power savings obtained from Energy Efficient
Ethernet technology, we selected three small commercial Ethernet switches
that implement EEE. The models selected were the D-Link DGS-1100-16
[10] which has 16 Gigabit ports, the Level-One GEU-0820 [12] which has 8
Gigabit ports, and the SMC GS801 [28] that also has 8 Gigabit ports. These
switches were selected because they are amongst the first in the market to
have EEE compatibility, are relatively low-cost and readily available, and
thereby representative of switches that are typical in homes and small offices.
For comparison purposes we also used an 8-port Cisco Catalyst 3560 switch
that does not have EEE capability.

For traffic generation we used a high-precision hardware-based traffic gen-
erator supplied by IXIA [29]. Our IXTA traffic generator comes equipped



with eight Gigabit Ethernet ports, and we could configure with nanosecond-
level precision the traffic stream characteristics such as packet spacing, burst
spacing, etc. as required by the experiments described below. The power
consumed by the switch under test was measured by the PowerMate power
monitor [30], which performs high-rate sampling of the voltage and current
and uses a 24-bit precision digital filter to yield of resolution of 0.01 W in
power measurement. In what follows we describe each successive experiment
that evaluates the impact of an aspect of the traffic stream.

3.1. Experiment 1: Impact of Number of Active ports
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Figure 2: Energy consumption of switches (a) without EEE, and (b) with EEE, as a
function of number of active ports.

The objective of our first experiment is to evaluate the impact of the
number of active (i.e. connected) ports on overall switch power consump-
tion, when no traffic is flowing. In Fig. 2 we show the power consumed as
the number of active ports increases from 0 to 8 for all four switches con-
sidered, with and without EEE. Though the plots show that switch power
increases linearly with number of active ports with and without EEE, the
slope for non-EEE switches (left plot) is much higher than for EEE ones
(right plot). Without EEE, the Cisco switch consumes about 0.71 W per
port and each of the other three switches consume 0.34 W per port. This
is a direct result of technology scaling (each of the three switches is much
newer than the Cisco Catalyst), showing that electronic technology is be-
coming more power efficient with time. This power consumption reduction
for T1000BASE-T PHYs has also been noticed in NICs by our recent study
[16] when compared to previous studies [31].



When EEE is enabled (right plot), the per-port power consumption falls
dramatically for all three EEE switches, being approximately 0.03 W per-
port. This shows that at zero load, EEE reduces the per-port power con-
sumption to about 10% of its original value. This savings of 90% under zero
load conditions implies that EEE can save significant energy in residential
and small-office switches that often have connected but idle hosts. Further, it
also suggests that adoption of EEE may reduce the need for current research
efforts that try to reduce the number of active links when there is no traffic
[15] or try to allocate traffic such that the number of links that are activated
is minimized [14].

The third observation to emerge from Fig. 2 is that though the per-
port power is roughly the same in the EEE switches tested, the base power
consumption can be quite different. The DLink switch consumes 5.36 W
even when no ports are connected, whereas the Levell and SMC switches
consume only 1.07 and 0.99 W respectively (the capacities of these switches
being 16 Gbps, 8 Gbps and 8 Gbps). This may be explained in part because
the DLink is a larger switch with 16-ports, whereas the other two have only
8 ports each. However, the difference is large enough to suggest that the
power consumption depends heavily on the switch implementation.

3.2. Experiment 2: Impact of Traffic Load
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Figure 3: Total switch power (left) and per-port percentage power (right) as a function of
traffic load for D-Link switch: Unidirectional traffic.

Our second experiment introduces traffic on the active ports, and eval-
uates the impact of traffic load on switch and per-port power consump-
tion. Our traffic was generated by the high-precision IXTA traffic generator,
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Figure 4: Total switch power (left) and per-port percentage power (right) as a function of
traffic load for Levell switch: Unidirectional traffic.

wherein we can specify the precise data rates and frame sizes. We conducted
experiments with both unidirectional traffic (whereby traffic enters one port
of the switch under study and exits on another port), and bidirectional traffic
(in which traffic flows in both directions between the pair of ports).

3.2.1. Unidirectional Traffic

In Fig. 3 we show the power consumption for the DLink switch as the
traffic load increases from 0 to 1 Gbps (the plots truncate at 100 Mbps since
the power consumption of EEE saturates well before that), for fixed-size
packets of various sizes. The plot on the left shows the total power consumed
by the switch. The top curve (light blue) demonstrates that without EEE,
the switch consumes a fairly constant power invariant to load. With EEE
(remaining curves with packet sizes 64, 576, and 1518 bytes respectively),
the plot shows that the power consumption increases linearly with load, till
it saturates. The saturation point is at around 55 Mb/s for 1518 packets and
well below 10 Mb/s for 64 byte packets. This behaviour is expected, since
EEE is designed to save energy during low loads by transitioning into low
power idle (LPI) mode. As traffic load increases, the opportunity to enter
LPI mode diminishes, and the energy savings correspondingly reduce.

The plot on the right in Fig. 3 shows the power consumed by the port as
a percentage of the maximum per-port power. It shows that with no traffic,
the port consumes about 10% power (as noted in the previous experiment),
and this increases linearly with traffic load till it reaches 100% at a threshold
that is dependent on packet size (discussed in the next subsection). The plot
also shows the predictions from our analytical model that will be described
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in the next section.

The corresponding plots for the Levell switch are shown in Fig. 4. The
absolute values in the left plot are much lower than for the DLink switch
observed in Fig. 3. However, the right plot shows that the percentage values
on a per-port basis are very similar to the DLink, again exhibiting that the
power consumed increases linearly with traffic load till it saturates. We omit
the plot for the SMC switch as it exhibited very similar results to the Levell
switch.

3.2.2. Bidirectional Traffic
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Figure 5: Per-port percentage power as a function of traffic load for (left) D-Link switch
and (right) Levell switch: Bidirectional traffic.

In Fig. 5 we plot the power consumed by the port as a percentage of the
maximum per-port power for the Dlink (left) and Levell (right) switches in
the presence of bidirectional traffic. Three important observations emerge
from the figure: First, the shapes of the curves are consistent with the previ-
ous experiment in that with no traffic the ports consume about 10% power,
and this increases with traffic load saturating at a threshold that is depen-
dent on the packet size. Second, the power consumption rises more rapidly
with load than for unidirectional traffic. Indeed, the plots show that the load
threshold at which the power saturates is nearly half of that with unidirec-
tional traffic. For example, with 1518 byte packets the Dlink switch saturates
at 30 Mbps, in contrast to 60 Mbps as seen in the right plot of Fig. 3. This
is because packets in the two directions arrive to the port at arbitrary (un-
synchronized) points in time, effectively halving the inter-arrival times of
packets arriving to the port for a given load. Consequently the amount of
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time a port spends in the LPI mode also reduces because EEE standards
require that a 1 Gbps port enter LPI mode only when both link directions
are idle. Lastly, the predictions from our analytical model, described in the
next section, matches well with the experimental results, corroborating its
validity for both uni- and bi-directional traffic.

3.3. Fxperiment 3: Impact of Packet Size

Figures 3 and 4 have already shown that the power consumption for a
given data rate depends on packet size. The per-port power in both DLink
and Levell switches saturates at around 3 Mbps for 64-byte packets, 25 Mbps
for 576-byte packets, and 55 Mbps for 1518-byte packets. The difference in
behavior for different packet sizes can be understood as follows: since packets
are being sent with even spacing in this experiment, for a given bit-rate,
smaller packets will arrive at a faster rate than bigger packets. Consequently,
the EEE link will transition in and out of LPI mode more frequently for small
packets, and the associated overheads will each transition (activation time
T, and de-activation time Ty) will impose a larger penalty when compared
to the frame transmission time 7%, as evident from Table 1. Larger packets
are therefore more desirable for energy savings.

3.4. Experiment 4: Impact of Traffic Burstiness
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Figure 6: Per-port power consumption versus traffic burst size for (a) 50% load and (b)
20% load.

Having established the importance of packet size in energy savings, our
next experiment evaluates the impact of traffic burstiness on EEE perfor-
mance. We chose a constant traffic load, and in each run increased the burst
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length (number of back-to-back packets) entering the switch. In other words,
our IXTA traffic generator sends an on-off stream in which a burst of B pack-
ets is sent during the on period, after which it goes off for a corresponding
period so that the average bit-rate is constant. The burst length B was in-
creased from 1 to 1000 packets, with the gap length adjusted depending on
chosen traffic load and packet size.

In Fig. 6 we show the per-port power consumed (as a percentage value)
for each of the three EEE switches as the burstiness increases, for an average
50% link load (left plot) and 20% link load (right plot). The plots show that
for a given load, the power consumption falls as the burst size increases. This
is explained by the fact that a larger burstiness is associated with fewer but
larger gaps, reducing the number of transition overheads to/from LPI mode.
Asymptotically, the percentage per-port power converges to the percentage
load on the port, since the link is expected to be on for that fraction of time
and sleeping for the rest.

The plots also show that larger packets benefit more from burstiness:
for 1518-byte packets, evenly spaced transmission at 50% load (left plot)
consume 100% power, whereas coalescing packets into bursts of 1000 packets
reduces power consumption to about 50%. For 1518-byte packets at a load
of 20% (right plot), we again see that coalescing packets into bursts of a few
hundred packets reduces the power to about 20%. For small packets (64-
bytes), the plots show that a much higher burstiness is required in order to
realize these asymptotic power savings.

These experiments illustrate that traffic burstiness is another important
determinant that influences the power savings achievable with EEE. Our
model in the next section will consider these various factors in estimating
the energy performance of EEE.

4. An Energy Consumption Model for Small EEE Switches

The previous section has given us experimental insight into the impact of
various parameters such as traffic load, packet sizes, and traffic burstiness on
the power consumption of EEE switches. In this section, we combine these
practical insights with the principles of EEE operation (as detailed in §2.1)
to develop an analytical model for estimating the power consumption of EEE
switches under various operating scenarios. This model is validated against
measured results of the previous section, and its generality to practical de-
ployment scenarios that include TCP traffic are discussed.
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Our model is different from previously proposed analytical models of EEE
(32, 33, 34] in several aspects. Firstly the focus is to model the entire switch
compared to an individual PHY as in previous models. Secondly the model
is based on energy measurements and not on simulations. Thirdly, the model
targets access equipment for which the bottleneck assumption is used, unlike
previous models that target links with highly aggregated traffic and different
statistical distributions of arrivals.

4.1. The Model

At the highest level, the power Py it} consumed by a EEE switch is the
sum of a base component P ... that corresponds to the power consumed
when the switch is on but none of its ports are active (connected), and a

per-port component Pf) ort When port-i is active:

Pswitch = Fbase T Z Pf)ort (1)

Our experiments in the previous section show that P}, .. = 5.36,1.07,0.99 W
for the DLink, Levell, and SMC switch respectively. Further, the observed
linear dependence of per-port power on traffic load leads us to propose that
the per-port power consumption Pport (for clarity we drop the port index i
when we are focusing on a specific port) can be expressed as:

Poort = Fstatic + denamicf(p) (2)

Here Pt atic is the power consumed by the port when it is connected (active)
but has no traffic on it, denamic is the power consumed by the port at full

load, less the static power, and f(p) is a function of the utilization p satisfying
f(0) =0 and f(1) = 1. For all three models of EEE switches evaluated, we
found that Py ,ti. ~ 0.034 W, which is about 10% of the maximum power
consumed per-port (as evident in figures 3 and 4), while denamic constitutes

the remaining 90%. We attribute Pyt to the fact that even when there
is no traffic and the EEE link is in low-power-idle (LPI) mode, it needs to
periodically awaken to align state with the other end.

The function f(p) can be thought to represent the fraction of time that
the port is in active state, and our experiments show that this depends not
just on port utilization p (where 0 < p < 1), but also on factors such as
packet sizes and traffic burstiness. We therefore start with the simplifying
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assumption that the load at the port arises from packets of fixed length L
bytes that are forwarded in periodic bursts of B packets each. Referring
to Fig. 1, the link first takes time T, to awaken from LPI mode. It then
transmits for time BTy, wherein B frames, each taking time Ty = L/C,
where L is the frame size and C' the link rate, are sent. Thereafter, the link
re-enters LPI sleep mode, taking time 7. This process repeats every BL/R
units of time, where R is the average rate of traffic through the port. The
fraction of time that the port expends energy is:

o Tu+BT;+T,, . . Tu+BT;+T,
o) = minf1, 2EEEEE R < i1, S ) )

_ L/ _ ;
where we have used the fact that L/R = e =1y /p, and that f(p) is upper

bounded by 1. Combining this with (2) gives us:

Pport = Ptatic + denamic min{1, Dp} (4)

where D = % is a factor that depends on packet length and burst
size. We will now validate this model against the measured observations
reported in the previous section, and then discuss its applicability to typical

deployment scenarios.

4.2. Validating the Model

For fixed packet lengths and burst sizes, it is easy to validate the model
above against the measurements shown in Section 3. We begin by considering
experiment 2 that varied the traffic load and used evenly spaced packets. In
this case the burst length B = 1, and the factor D becomes %/g%, which
is precisely the inverse of the single frame efficiency (SFE) defined in Section
2.1. For the 1 Gbps link used in our experiments, using the values of T, T,
and Ty shown in Table 1, we get D = 17.6 for a 1518 byte packet, D = 44.08
for a 576-byte packet, and D = 388.7 for a 64 byte packet. We plug in
these values for D in (4) to obtain the corresponding predictions from the
analytical model, and the per-port percentage power are shown as dashed
curves in the right-hand side plots in Fig. 3 and Fig. 4. The match of the
model predictions to measured values is very good, showing that our model
is able to capture the effect of traffic load and packet size appropriately.

We now consider experiment 4 in which the burstiness of traffic was var-
ied. For each value of burst size B, we can compute the expression in (4)
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for given packet length L and load p. The computed values are shown as
dashed lines in Fig. 6, and again confirm that the analytical estimates are in
close agreement with measured values, validating that the model is able to
capture the effect of bursty traffic on EEE power consumption.

4.8. Applicability of the Model

The above model is well suited when packet length L and burst size B are
constant and known. However, these numbers are deployment specific, and
difficult to deduce a priori. However, a observation that can be made about
typical deployments in home and small office networks is that the traffic rate
through the switch is typically limited by the Internet-facing port, such as
the DSL uplink from a home gateway or a low-speed WAN link from a small
office to the ISP. Even if the switch LAN ports operate at 1 Gbps, the lower
uplink speeds (typically 10-50 Mbps) force the packets on the LAN ports to
be spaced apart. For example, a 1518-byte packet takes 200us to receive on a
50 Mbps link but only 12us to transmit on a 1 Gbps link, thereby introducing
spacing between successive packets during which EEE goes into LPI mode.
For such scenarios, it is therefore reasonable to assume that the packets are
sent individually, and the burst length is hence B = 1.
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Figure 7: CDF of packet length distributions measured at the NASA Ames Internet Ex-
change (AIX)

Under the low-speed Internet link assumption above, the per-port EEE

power consumption still depends on the frame size L. The model can be
generalized to remove this dependence by using the distribution of the frame
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size, if known. Let p(L) denote the probability that a randomly chosen bit
belongs to a packet of length L bytes. Then factor D in (4) can then be
calculated as:

L
— Ty,+ L/CH+ T,
D= L

To illustrate this quantitatively with an example, let us assume that the
packet sizes follow the distribution reported by CAIDA [35] at the NASA
Ames Internet Exchange (AIX) measured over 87 million packets captured in
2000, with cumulative distribution function shown in Fig. 7. The distribution
is trimodal, with the vast majority of IP packets being either minimum size
(64 bytes) or maximum size (1518 bytes) or 576 bytes (corresponding to
TCP implementations that don’t use path MTU discovery) — indeed these
are precisely the packet sizes we chose for our experimental study. Given this
distribution of packet size probabilities d(L), the probability that a random
bit belongs to packet of size L is given by p(L) = Ld(L)/ > ; Ld(L). Using
the values of p(L) thus computed for any packet size L, and using the values
of T, and T from Table 1 with C' = 1 Gbps, we can readily perform the
summation over all packet sizes in (5), and obtain D ~ 50.34. We can see
that the value of D lies in-between the values reported earlier for small and
large frame sizes of fixed-size, namely D = 388.7 for 64-byte packets, and
D = 17.6 for 1518-byte packets), and might be a reasonable value to use in
networks that have variable packet sizes as observed in the CAIDA trace. If
the packet size distribution for the specific network being studied is known,
the factor D can easily be calculated for that network.

We have argued that for home and small office networks where the traffic
is non-bursty and the packet size distribution is known, our model is able to
deduce the per-port energy consumption of EEE switches based only of the
carried load. We acknowledge that in more general settings where the traffic
characteristics are unclear the usage of our model may be more difficult.
To illustrate this we conducted experiments with TCP traffic in which the
bandwidth on the bottleneck link (upstream to the switch under test) was
varied. Fig. 8 shows the per-port power consumption for the DLink (left)
and Levell (right) switches as a function of the bottleneck link rate, when 1,
10, and 50 concurrent TCP flows (generated using iPerf with default packet
size of 1518 bytes) share the link. It is seen that when there is only one
TCP flow on the link, the power consumption rises slowly, since the traffic
generated by a single flow tends to be bursty, and we have seen in Section
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Figure 8: Per-port percentage power with TCP flows for DLink (left) and Levell (right)
switch.

3.4 that larger burstiness translates to lower EEE power consumption. As
more TCP flows multiplex, the burstiness of the aggregate traffic reduces,
as do the EEE energy savings, evidenced by the higher energy consumption
shown in the figure for 10 and 50 flows. Capturing the impact of TCP traffic
characteristics on EEE energy consumption is beyond the scope of this paper
and left for future work.

5. Discussion on Energy Saving Realizable with EEE

5.1. Estimating Energy Savings with Wide Adoption of EFEE

Estimating the energy savings that will be provided by Energy Efficient
Ethernet when it is widely adopted is interesting as it provides an insight into
the benefits obtained by developing the standard. In [9], initial estimations
were presented based on several assumptions and simulation results. One of
the assumptions was that the low power mode will provide approximately
90% energy savings for the physical layer bringing 1Watt saving per 1 Gb/s
link when there is no traffic. For the switches measured, the savings are close
to 0.3 Watts. To estimate the savings in the computer, the power savings in
a HP 7210 Workstation with Intel 82579LM Gigabit Network Adapter were
measured. The results showed savings of approximately 1 Watt bringing the
total link savings to 1.3 Watts compared to the 1Watt estimated in [9]. The
average link load was assumed to be approximately 1% for which simulation
results showed savings of approximately 81%. This is consistent with the
measured results and the proposed model if 1518 byte packets are used.
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| Links (1Gbps)
Assumptions
Link utilization 1%
Active Links (millions) 250
Electricity cost($/kWh) 0.1029
Measurements
Savings per link no data (W) 1.3
Savings per link 1% load (W) 1.135
Results Savings EEE
Total (TWh/year) 2.5
Total (million US$/year) 257

Table 2: Estimated EEE savings at 1Gbps links with 2008 stock figures

To estimate the total savings provided by Energy Efficient Ethernet, the
number of links and number of average number of hours that the link is
active assumed in [9] are used. The number of links corresponds to 2008
estimates for the U.S. only, the global savings would therefore be significantly
larger. Table 2 incorporates the measured values to recalculate the total
energy savings which are over 2 TWh/year for the US only. To compute the
economic savings, electricity prices have been taken from the U.S. Energy
Information Administration site with the average data for 2011 (taking the
minimum from 11.65 cents for residential and 10.29 cents for commercial
use). This again is similar to the value used in [9]. The total savings are over
250 million dollars per year, showing that the economic impact of Energy
Efficient Ethernet can be significant.

5.2. Further Improvements to EEE Switches

The Energy Efficient Ethernet standard addresses the energy consump-
tion of the PHY devices but can also enable savings in other system compo-
nents [36]. These possible additional savings would be achieved by putting
those components in a low power mode when the ports are in LPI mode as
in that case no packets can arrive until the PHYs are activated. It seems
that all the additional savings are not achieved in the first generation of
EEE switches as the power consumption when there is no traffic on any port
although lower than in the legacy switch remains significant (close to 25%
for Level One switch and around 50% for D-Link switch). One possible ex-
planation is that vendors have focused on implementing EEE on this first
generation and left the optimization of the rest of the switch elements for
future releases. If that is the case one would expect further improvements in
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the future that will make the energy consumption of switches more propor-
tional to traffic load. In any case, the proposed model would still be valid
using different parameters (mostly reducing Pyuse). On the contrary, if there
are actual limitations that make unfeasible a reduction of the power con-
sumption when there is no traffic, then techniques that put the entire switch
on a sleep mode such as the one proposed in [19] will provide significant ben-
efits. On the other hand, techniques that only deactivate some of its links
will provide insignificant energy savings in EEE switches.

5.3. Related Energy Efficiency Efforts in IEEE 802.3

The success of Energy Efficient Ethernet and the increased importance
of environmental issues have resulted in additional energy efficiency efforts
within IEEE 802.3. The most advanced standard is IEEE 802.3bj that will
define 40/100G links targeting data center connectivity. This standard has
adopted a scheme based on the use of a low power mode as in EEE to improve
its energy efficiency. The challenge in this case will be the mode transition
times. At 100Gb/s a 1518 byte packet takes only 0.12us to transmit and
therefore unless transition times in the order of nanoseconds are achieved,
the transition overhead will be large. A more sophisticated approach based
on the use of two different modes was proposed during standardization but
was not finally adopted [37]. That solution would have probably provided
better energy savings at the expense of a more complex implementation.

The definition of energy efficiency mechanisms is being considered in two
other IEEE 802.3 standards that are currently being developed: Reduced
Twisted Pair Gigabit Ethernet (RTPGE) and Next Generation BASE-T. In
the first case, the standard targets automotive applications for which a very
low power mode is needed when the device operates using the battery of the
car. This presents a new challenge and possibly several low power modes
will be needed. For the Next Generation BASE-T, the use of EEE seems
the most straightforward option as it is already implemented in the rest of
BASE-T devices. However as pointed out before, the increased speed means
reduced frame transmission times and therefore tighter constraints on the
mode transition times needed to achieve good savings.

The standards discussed show how energy efficiency has become one of
the design goals along with performance and cost in new communication
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systems. It is interesting to note that this shift has occurred in a few years
as a decade ago almost no standard considered energy savings.

6. Conclusion

In this paper the first detailed experimental evaluation of power con-
sumption of EEE Ethernet switches has been reported. The experiments
show how the power consumed by EEE switches varies with the number
of active ports, the traffic load, packet sizes, and packet burstiness. Based
on the experimental results, a simple model for the power consumption of
small Ethernet switches has been proposed. The model provides accurate
estimates that match measurements for the scenarios considered, and can be
extended to more complex scenarios with variable traffic patterns. As EEE
is adopted over the next years, we believe that the model will be useful to
estimate power savings in a simple way. Additionally the model can be used
for research into new power saving techniques for Energy Efficient Ether-
net LANs. For example, in the light of the model, the use of dynamic link
shutdown seems to have much less potential than in legacy Ethernet.

The measurements have also been used to revise previous estimates of
the benefits of adopting EEE. The results confirm the large potential savings
that in fact exceed the estimates made before. Finally a discussion on current
energy efficiency efforts on Ethernet standards that are currently being de-
veloped has been presented. This can guide the reader towards new research
areas and shows the growing importance of energy efficiency in communica-
tions.
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